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Virtual sensing for broadband noise control in a lightly damped
enclosure

Jing Yuan 934

Multimode shunt damping of piezoelectric smart panel for noise
reduction

Jaehwan Kim, Joon-Hyoung Kim 942

Relationship between exposure to multiple noise sources and noise
annoyance

Henk M. E. Miedema 949

ARCHITECTURAL ACOUSTICS †55‡
Statistical-acoustics models of energy decay in systems of coupled
rooms and their relation to geometrical acoustics

Jason E. Summers, Rendell R.
Torres, Yasushi Shimizu

958

SOUNDINGS

THE JOURNAL OF THE ACOUSTICAL SOCIETY OF AMERICA VOL. 116, NO. 2, AUGUST 2004

CONTENTS—Continued from preceding page

(Continued)

http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002000762000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002000769000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002000777000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002000790000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002000799000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002000814000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002000821000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002000828000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002000843000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002000853000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002000872000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002000879000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002000891000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002000900000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002000908000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002000916000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002000918000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002000934000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002000942000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002000949000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002000958000001&idtype=cvips


Improved algorithms and methods for room sound-field prediction
by acoustical radiosity in arbitrary polyhedral rooms

Eva-Marie Nosal, Murray
Hodgson, Ian Ashdown

970

ACOUSTIC SIGNAL PROCESSING †60‡

Statistical properties of acoustic emission signals from metal cutting
processes

F. A. Farrelly, A. Petri, L. Pitolli,
G. Pontuale, A. Tagliani, P. L.
Novi Inverardi

981

Performance bounds for passive sensor arrays operating in a
turbulent medium: Spherical-wave analysis

S. L. Collier, D. K. Wilson 987

Iterative algorithms for computing the shape of a hard scattering
object: Computing the shape derivative

Stephen J. Norton 1002

A nonreciprocal implementation of time reversal in the ocean Philippe Roux, W. A. Kuperman,
W. S. Hodgkiss, Hee Chun Song,
T. Akal, Mark Stevenson

1009

PHYSIOLOGICAL ACOUSTICS †64‡

The cochlear amplifier as a standing wave: ‘‘Squirting’’ waves
between rows of outer hair cells?

Andrew Bell, Neville H. Fletcher 1016

Mathematical modeling of the radial profile of basilar membrane
vibrations in the inner ear

Martin Homer, Alan Champneys,
Giles Hunt, Nigel Cooper

1025

Relationship of neural and otoacoustic emission thresholds during
endocochlear potential development in the gerbil

David M. Mills 1035

Chronic excitotoxicity in the guinea pig cochlea induces temporary
functional deficits without disrupting otoacoustic emissions

Colleen G. Le Prell, Masao Yagi,
Kohei Kawamoto, Lisa A. Beyer,
Graham Atkin, Yehoash Raphael,
David F. Dolan, Sanford C.
Bledsoe, Jr., David B. Moody

1044

PSYCHOLOGICAL ACOUSTICS †66‡

The role of head-induced interaural time and level differences in
the speech reception threshold for multiple interfering sound
sources

John F. Culling, Monica L.
Hawley, Ruth Y. Litovsky

1057

Fine structure of hearing threshold and loudness perception Manfred Mauermann, Glenis R.
Long, Birger Kollmeier

1066

Cochlear implant speech recognition with speech maskers Ginger S. Stickney, Fan-Gang
Zeng, Ruth Litovsky, Peter
Assmann

1081

Across-frequency interference effects in fundamental frequency
discrimination: Questioning evidence for two pitch mechanisms

Hedwig Gockel, Robert P. Carlyon,
Christopher J. Plack

1092

Perceptual evaluation of multi-dimensional spatial audio
reproduction

Catherine Guastavino, Brian F. G.
Katz

1105

Quantifying the auditory saltation illusion: An objective
psychophysical methodology

Joanna C. Kidd, John H. Hogben 1116

Age effects on discrimination of timing in auditory sequences Peter J. Fitzgibbons, Sandra
Gordon-Salant

1126

The across frequency independence of equalization of interaural
time delay in the equalization-cancellation model of binaural
unmasking

Michael A. Akeroyd 1135

Monaural and interaural intensity discrimination: Level effects and
the ‘‘binaural advantage’’

Mark A. Stellmack, Neal F.
Viemeister, Andrew J. Byrne

1149

The effects of window delay, delinearization, and frequency on
tone-burst otoacoustic emission inputÕoutput measurements

Michael Epstein, Søren Buus, Mary
Florentine

1160

SOUNDINGS

THE JOURNAL OF THE ACOUSTICAL SOCIETY OF AMERICA VOL. 116, NO. 2, AUGUST 2004

CONTENTS—Continued from preceding page

(Continued)

http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002000970000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002000981000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002000987000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002001002000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002001009000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002001016000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002001025000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002001035000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002001044000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002001057000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002001066000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002001081000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002001092000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002001105000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002001116000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002001126000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002001135000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002001149000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002001160000001&idtype=cvips


SPEECH PRODUCTION †70‡

Compensation for pitch-shifted auditory feedback during the
production of Mandarin tone sequences

Yi Xu, Charles R. Larson, Jay J.
Bauer, Timothy C. Hain

1168

Sex differences in voice onset time: A developmental study of
phonetic context effects in British English

Sandra P. Whiteside, Luisa Henry,
Rachel Dobbin

1179

SPEECH PERCEPTION †71‡

Perceptuomotor bias in the imitation of steady-state vowels Gautam K. Vallabha, Betty Tuller 1184

Categorization and discrimination of nonspeech sounds: Differences
between steady-state and rapidly-changing acoustic cues

Daniel Mirman, Lori L. Holt,
James L. McClelland

1198

Coding of vowellike signals in cochlear implant listeners Bernhard Laback, Werner A.
Deutsch, Wolf-Dieter Baumgartner

1208

SPEECH PROCESSING AND COMMUNICATION SYSTEMS †72‡

Vowel formant discrimination for high-fidelity speech Chang Liu, Diane Kewley-Port 1224

Frequent word section extraction in a presentation speech by an
effective dynamic programming algorithm

Yoshiaki Itoh, Kazuyo Tanaka 1234

BIOACOUSTICS †80‡

Theoretical study in applications of doublet mechanics to detect
tissue pathological changes in elastic properties using high
frequency ultrasound

Christopher Layman, Junru Wu 1244

Amplification and spectral shifts of vocalizations inside burrows of
the frog Eupsophus calcaratus„Leptodactylidae…

Mario Penna 1254

Repetition patterns in Weddell seal„Leptonychotes weddellii…
underwater multiple element calls

Hilary B. Moors, John M. Terhune 1261

The effect of loading on disturbance sounds of the Atlantic croaker
Micropogonius undulatus: Air versus water

Michael L. Fine, Justin Schrinel,
Timothy M. Cameron

1271

Adapting the Lagrangian speckle model estimator for endovascular
elastography: Theory and validation with simulated radio-
frequency data

Roch L. Maurice, Guy Cloutier,
Jacques Ohayon, Ge´rard Finet

1276

CUMULATIVE AUTHOR INDEX 1287

SOUNDINGS

THE JOURNAL OF THE ACOUSTICAL SOCIETY OF AMERICA VOL. 116, NO. 2, AUGUST 2004

CONTENTS—Continued from preceding page

http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002001168000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002001179000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002001184000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002001198000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002001208000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002001224000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002001234000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002001244000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002001254000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002001261000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002001271000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000116000002001276000001&idtype=cvips


ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of this Journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

Preliminary Notice: 148th Meeting of the
Acoustical Society of America

The 148th Meeting of the Acoustical Society of America will be held
Monday through Friday, 15–19 November 2004, at the Town and Country
Hotel, San Diego, California, USA. A block of rooms has been reserved at
the Town and Country Hotel.

Information about the meeting appears on the ASA Home Page at
^http://asa.aip.org/meetings.html&. Online registration is now available.

Technical Program

The technical program will consist of lecture and poster sessions.
Technical sessions will be scheduled Monday through Friday, 15–19 No-
vember. The special sessions described below will be organized by the ASA
Technical Committees.

Special Sessions

Acoustical Oceanography (AO)
Acoustic characterization of the benthic habitat
Acoustic methods provide powerful means for characterizing the habitat of
benthic organisms. Methods and applications are presented

Acoustic sensing of internal waves
~Joint with Underwater Acoustics!
Forward propagation through internal waves including 3-D effects, and in-
version for properties of internal waves using acoustic and oceanographic
sensors

Animal Bioacoustics (AB)
Acoustic monitoring of large whales—The legacy of Paul Thompson
Use of acoustic monitoring to study the relative abundance, seasonality, and
behavior of whales

Marine mammal acoustics: Session in honor of Ron Schusterman
Honoring the contributions of Ron Schusterman to studies of pinniped hear-
ing and dolphin echolocation

Architectural Acoustics (AA)
Acoustics of libraries
Acoustic design of libraries, including music libraries and music archives

Coupled volume systems: Design processes and implications
Current research and design strategies in coupled volume systems

Implementation of classroom acoustics, I, II
~Joint with Noise, Psychological and Physiological Acoustics, Speech Com-
munication, Committee on Standards!
Experience of practitioners implementing good classroom acoustics under
ANSI S12.60-2002

Integration of synthesis techniques and ‘‘acoustic’’ music
~Joint with Musical Acoustics!
Various aspects of synthesis and acoustics, especially for music, will be
considered

Spatial and binaural evaluation of performing arts spaces
~Joint with Signal Processing in Acoustics!
Measurement techniques of binaural and/or spatial information, evaluation
and analysis methods, and physical and psychoacoustical aspects

Speech in architectural spaces—both intelligibility and privacy
~Joint with Speech and Committee on Standards!
Test methods, metrics, and the evaluation of architectural design on the
resultant intelligibility or privacy of speech

Workshop on Classroom Acoustics
~Joint with Committee on Standards, Psychological and Physiological
Acoustics, Speech Communication!
For teachers and other interested parties

Biomedical UltrasoundÕBioresponse to Vibration (BB)
Light and sound for imaging in the body
~Joint with Physical Acoustics!
Modalities that combine the interaction of light and sound for diagnostic
imaging

Topical meeting on ultrasound characterization of cancellous and cortical
bone
A one-day colloquium and discussion on the topic ‘‘Ultrasound Character-
ization of Cancellous and Cortical Bone’’ will be held. Subtopics will focus
on the following areas: Propagation and Scattering Models, Experimental
Measurement Techniques, Comparison with Other Characterization Modali-
ties, and Clinical Impact. Each subtopic session will consist of invited and
contributed papers and will be followed by a panel discussion.

Education in Acoustics (ED)
Hands-on demonstrations for high school students
Twenty demonstrations will be set up for experimentation by high school
students.

Take ‘‘5’s’’
Bring your short teaching tips—no abstract required

Engineering Acoustics (EA)
Hearing aids
~Joint with Signal Processing in Acoustics, Psychological and Physiological
Acoustics, Committee on Standards!
State-of-the-art level presentations on hearing aid development

MEMS microphones: Fabrication, calibration, and application to high den-
sity
~Joint with Committee on Standards!
State-of-the-art experiences about aspects of MEMS microphones

Musical Acoustics (MU)
Computer music: Lecture presentations
Various aspects of acoustics in computer music. In some cases speakers may
include demonstrations in the companion poster session

Computer music: Posters and demonstrations
Various aspects of computer music, including computer music related dem-
onstrations

Musical instruments of the Asia-Pacific region
Acoustical studies of musical instruments from Asia, the Pacific Islands,
Australia, and New Zealand

Performance session: A concert by Christopher Adler featuring instruments
of Thailand and other parts of southeast Asia
Christopher Adler of the University of San Diego Music Department will
perform with assisting musicians

Pipe organs
Innovations in pipe organ design will be highlighted
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Noise (NS)
Active noise reduction for hearing protection: Technology opportunities and
assessment of effectiveness
~Joint with Committee on Standards!
The application of active noise reduction techniques to the improvement of
attenuation characteristics of hearing protection devices. Papers that provide
insight into attenuation assessment, speech intelligibility, and techniques for
improving the active noise reduction algorithms are solicited

Propulsion airframe aeroacoustics
Aircraft engines are typically mounted in isolation on test stands for pre-
liminary noise measurements, but installation effects, especially for uncon-
ventional airframes, can modify source mechanisms and radically change
radiation directivity

Soundscape sound quality
Interior noise and performance designing environments for aging popula-
tions

Special session to honor the contributions of Robert W. Young
~Joint with Architectural Acoustics, Musical Acoustics, Physical Acoustics,
Committee on Standards, Underwater Acoustics, Engineering Acoustics!
Robert W. Young’s contributions to acoustics cover the span from the 1930s
to 1990s. This session will highlight some of these contributions

Physical Acoustics (PA)
Applications of acoustic radiation pressure
Acoustic radiation pressure applied to separation, transport, and microman-
ipulation of particles

Sonoluminescence, sonochemistry, and sonofusion
~Joint with Biomedical Ultrasound/Bioresponse to Vibration!
The physics, chemistry, and biology of intense cavitation

Signal Processing in Acoustics (SP)
Signal processing for arrays with many elements in novel configurations or
novel environments
~Joint with Underwater Acoustics!
Special signal processing is required for efficiently overcoming specific
problems in audio and underwater applications

Time delay estimation, localization, and tracking in acoustics
~Joint with Underwater Acoustics, Animal Bioacoustics, Noise, Acoustical
Oceanography, Engineering Acoustics!
Techniques for using animal time information from any number of acoustics
sensors to estimate a source location

Speech Communication (SC)
Fifty years of progress in speech communication: Honoring the contribu-
tions of James L. Flanagan
~Joint with Signal Processing in Acoustics!
Invited and contributed papers in honor of the contributions of James L.
Flanagan in various areas of speech communication~speech analysis, syn-
thesis, coding, perception, etc.!

Foreign-accented speech: Production, perception, and applications
Invited and contributed papers on theoretical and practical issues concerning
foreign-accentedness: Theory, second-language learning variables in pro-
duction and perception, training programs, etc.

Structural Acoustics and Vibration (SA)
Structural acoustics in MEMS
The generation, transmission, and effects of vibration in MEMS

Vibration of sports equipment
The mechanisms of vibration generation and the effects of vibration on the
performance of sports equipment

Surface ship vibration and noise
The generation and transmission of vibration through ship structures, and
the radiation of noise from ship structures into living spaces

Underwater Acoustics (UW)
Long range acoustic propagation
~Joint with Signal Processing in Acoustics and Acoustical Oceanography!
Recent experimental and theoretical results related to acoustic fluctuations
from small scale oceanic variability over long ranges in the deep-water
ocean

Very high frequency@0 ~100! kHz# boundary interaction
Acoustic interaction with ocean boundaries at frequencies in 0~100! kHz
frequency range

Other Technical Events

Hot Topics Session

A ‘‘Hot Topics’’ session sponsored by the Tutorials Committee is
scheduled covering the fields of Animal Bioacoustics, Architectural Acous-
tics, and Structural Acoustics, and Vibration.

Paper Copying Service

The ASA has replaced its traditional at-meeting ‘‘Paper Copying Ser-
vice’’ with a new online site which can be found at http://scitation.aip.org/
asameetingpapers/. Authors of papers to be presented at meetings will be
able to post their full papers or presentation materials for others who are
interested in obtaining detailed information about meeting presentations.
The online site will be open for author submissions in September. Submis-
sion procedures and password information will be mailed to authors with the
acceptance notices.

Those interested in obtaining copies of submitted papers for this meet-
ing and the immediate past meeting may access the service at anytime. No
password is needed.

Exhibit

The instrument and equipment exposition, which will be conveniently
located near the registration and meeting rooms, will open at the Town and
Country Hotel with a reception on Monday evening, 15 November, and will
close on Wednesday afternoon, 17 November. The exposition will include
computer-based instrumentation, sound level meters, sound intensity sys-
tems, signal processing systems, devices for noise control and acoustical
materials, active noise control systems, and other exhibits on acoustics. For
further information, please contact the Exhibit Manager, Robert Finnegan,
Advertising and Exhibits Div., AIP, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502, Tel: 516-576-2433; Fax: 516-576-2481; E-mail:
rfinneg@aip.org.

Meeting Program

An advance meeting program summary will be published in the Sep-
tember issue of JASA and a complete meeting program will be mailed as
Part 2 of the October issue. Abstracts will be available on the ASA Home
Page~http://asa.aip.org! in September.

Tutorial Lecture

A tutorial presentation on Ocean Noise and Marine Mammals will be
given by Gerald D’Spain and Doug Wartzok on Monday, 15 November, at
7:00 p.m.

Lecture notes will be available at the meeting in limited supply. Those
who register by 18 October are guaranteed receipt of a set of notes.

To partially defray the cost of the lecture a registration fee is charged.
The fee is $15 for registration received by 4 October and $25 thereafter
including on-site registration at the meeting. The fee for students with cur-
rent ID cards is $7.00 for registration received by 4 October and $12.00
thereafter, including on-site registration at the meeting. Use the registration
form in the call for papers or register online at http://asa.aip.org to register
for the Tutorial Lecture.

Short Course

A short course on Acoustical Oceanography in Shallow Water will be
held on Sunday and Monday, 14 and 15 November, at the Town and Country
Hotel.
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In recent years, there has been considerable research activity on sound
propagation and scattering in shallow water and in the use of acoustics to
infer oceanographic properties of the shallow-water environment. This in-
terest in the littoral zone has been motivated by practical considerations
including antisubmarine warfare, mine countermeasures, underwater com-
munication, homeland security, and geophysical exploration. Acoustical
oceanography in shallow water is particularly challenging due to the hetero-
geneous nature of the seabed, the complexities associated with bubbles and
roughness at the air–sea interface, and the lateral variability in the water
column arising from oceanographic features such as internal waves. Never-
theless, significant theoretical and experimental advances have been made in
our understanding of the complex interaction between sound waves and the
littoral environment.

The objective of this course is to provide a foundation for understand-
ing the major current scientific issues arising in shallow-water acoustical
oceanography. A review of classical, range-independent, shallow-water
acoustics will lead into discussions of key contemporary research topics and
recent advances in those areas. Emphasis will be placed on the fundamental
physical principles underlying both the acoustics and the oceanography. Rel-
evant experimental results will be highlighted, and signal processing issues
that are unique to the shallow-water environment will also be discussed.

The instructors will be George Frisk~Course Coordinator!, Florida
Atlantic University; Grant Deane, Marine Physical Laboratory, Scripps In-
stitution of Oceanography; James Preisig, Woods Hole Oceanographic Insti-
tution; Dajun Tang, Applied Physics Laboratory, University of Washington.

The registration fee is $300.00 and covers attendance, instructional
materials, and coffee breaks. The number of attendees will be limited so
please register early to avoid disappointment. Only those who have regis-
tered by 18 October will be guaranteed receipt of instructional materials.
There will be a $50 discount for registration made prior to 4 October. Full
refunds will be made for cancellations prior to 4 October. Any cancellation
after 4 October will be charged a $75 processing fee. Use the form in the
call for papers or online at http://asa.aip.org to register for this short course.

Special Meeting Features

Student Transportation Subsidies

A student transportation subsidies fund has been established to provide
limited funds to students to partially defray transportation expenses to meet-
ings. Students presenting papers who propose to travel in groups using eco-
nomical ground transportation will be given first priority to receive subsi-
dies, although these conditions are not mandatory. No reimbursement is
intended for the cost of food or housing. The amount granted each student
depends on the number of requests received. To apply for a subsidy, submit
a proposal~e-mail preferred! to be received by 4 October to Jolene Ehl,
ASA, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502,
Tel: 516-576-2359, Fax: 516-576-2377, E-mail: jehl@aip.org. The proposal
should include your status as a student; whether you have submitted an
abstract; whether you are a member of ASA; method of travel; if traveling
by auto, whether you will travel alone or with other students; names of those
traveling with you; and approximate cost of transportation.

Young Investigator Travel Grant

The Committee on Women in Acoustics is sponsoring a Young Inves-
tigator Travel Grant to help with travel costs associated with presenting a
paper at the San Diego meeting. This award is designed for young profes-
sionals who have completed the doctorate in the past five years~not cur-
rently enrolled as a student!, who plan to present a paper at the San Diego
meeting. Each award will be of the order of $300. It is anticipated that the
Committee will grant a maximum of three awards. Applicants should submit
a request for support, a copy of the abstract they have submitted for the
meeting, and a current resume/vita which provides information on their
involvement in the field of acoustics and to the ASA to Dr. Peggy Nelson,
Department of Speech-Language-Hearing Sciences, University of Minne-
sota, 164 Pillsbury Drive SE, Minneapolis MN 55455; Fax: 612-624-7586;
E-mail: nelso477@umn.edu. Deadline for receipt of applications is 1 Octo-
ber.

Students Meet Members for Lunch

The Education Committee has established a program for students to
meet one on one with members of the Acoustical Society over lunch. The
purpose is to make it easier for students to meet and interact with members
at meetings. Each lunch pairing is arranged separately. Students who wish to
participate may sign up by contacting David Blackstock, University of
Texas at Austin, Mechanical Engineering Dept., 1 University Station C2200,
Austin TX 78712-0292; Tel.: 512-471-3145; Fax: 512-471-1045; E-mail:
dtb@mail.utexas.edu. The information needed in order to arrange each pair-
ing is the student’s name, university, department, status~graduate student or
undergraduate!, research field, interests in acoustics, and days that are free
for lunch. The sign-up deadline is one week before the start of the meeting,
but an earlier sign-up is strongly encouraged. The cost of the meal is the
responsibility of each participant.

Plenary Session, Awards Ceremony, Fellows Suite, Fellows’ Lunch and
Social Events

Buffet socials with cash bar will be held on Tuesday and Thursday
evenings, 16 and 18 November, at the Town and Country Hotel.

The Plenary session will be held on Wednesday afternoon, 17 Novem-
ber, at the Town and Country Hotel where Society awards will be presented
and recognition of newly elected Fellows will be announced.

A Fellows’ Hospitality Suite will be open on Tuesday afternoon, 16
November. Refreshments will be provided. A Fellows’ Luncheon will be
held on Thursday, 18 November, at 12:00 noon. Professor Walter Munk of
The Scripps Institution of Oceanography will present a talk titled ‘‘‘IVY-
MIKE’—An account of the first thermonuclear explosion, through the eyes
of a participating Scripps oceanographer.’’ Each Fellow may bring one guest
to the luncheon. Fellows should use the form in the call for papers or online
at http://asa.aip.org to purchase tickets for themselves and their guests.

Women in Acoustics Luncheon

The Women in Acoustics luncheon will be held on Wednesday, 17
November. Those who wish to attend this luncheon must register using the
form in the call for papers or online at http://asa.aip.org. The fee is $15
~students $5! for preregistration by 4 October and $20~students $5! there-
after including on-site registration at the meeting.

Transportation and Hotel Accommodations

Air Transportation

San Diego is served by the San Diego International Airport~Airport
Code SAN!. A number of airlines fly in and out of San Diego. For flight
information, visit ^http://www.san.org/&; for other information of interest,
visit ^http://www.sandiego.org/index.asp&.

Ground Transportation

Transportation from the San Diego International Airport to the Town
and Country Hotel:

Major car rental companies: Rental car counters are located adjacent to
the airport’s baggage claim areas or in Terminals 1 and 2. You can use the
courtesy phones provided to request shuttle transport to the car rental com-
pany of your choicêhttp://www.sandiego.org/gettingaround.asp&.

SuperShuttle shared-ride, door to door service: Shuttle cars and buses
operated by off-airport companies are a popular and convenient transporta-
tion option. Shuttle service is available at the Transportation Plazas across
from Terminals 1 and 2, and curbside at the Commuter Terminal.

From Terminal 1 you must cross the skybridge, and take either the
escalators or the elevators to street level. From Terminal 2, cross the Termi-
nal 2 skybridge and take either the escalators or the elevators to street level,
or use the pedestrian crosswalk conveniently located outside the Terminal 2
Baggage Claim Area to access the Transportation Plaza. A Transportation
Coordinator will place you with the first available shuttle, unless you specify
a particular shuttle company. For a complete list of shuttle companies, visit
^http://www.sandiego.org/gettingaround.asp&.

Taxicabs and limousines: Many companies provide taxicab service at
San Diego International Airport. If you need a taxi, simply follow the signs
leading to the Transportation Plazas. A Transportation Coordinator will
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place you with the first available taxi unless you specify a particular taxicab
company. For more information visit ^http://www.sandiego.org/
gettingaround.asp&. Taxi fares are metered and should cost approximately
$30 from the airport to the Town and Country Hotel. Several companies
offer chauffeur-driven limousine service from San Diego International Air-
port. Typically, you must make a reservation for a pick-up prior to your
arrival.

Hotel Reservation Information

The meeting and all functions will be held at the Town and Country
Hotel.

A block of guest rooms at discounted rates has been reserved for
meeting participants at the Town and Country Hotel. Early reservations are
strongly recommended. Please make your reservations directly with the ho-
tel. Note that the special ASA meeting rates are not guaranteed after 22
October 2004. You must mention the Acoustical Society of America when
making your reservations to obtain the special ASA meeting rates. You may
book a room at this rate for the period November 13 through November 19,
and possibly longer, if desired~depending on availability!.

The Town and Country Hotel is located not too far from San Diego’s
sun-splashed coast. Located in the heart of San Diego—Mission Valley—
The Town and Country is convenient to all the city’s sights and famous
attractions. The hotel offers four outdoor swimming pools and whirlpool, as
well as a new world-class spa and fitness program, concierge and travel
services, rental car services, five restaurants and lounges, and a gift shop.
Guest services include complimentary in-room coffee and newspaper, busi-
ness center, pay-per-view in-room movies, room service~6 a.m.–midnight!,
laundry and valet services, and data-port telephones with voice mail. Adja-
cent to the Town and Country is the Riverwalk Golf Course, one of San
Diego’s 27-hole championship courses. In addition, access to San Diego’s
newly expanded light rail trolley system provides visitors with convenient
transportation to Downtown and the historic Gaslamp Quarter, east to Qual-
comm Stadium, and south to the border at Tijuana, Mexico and, of course,
Old Town. For additional information about the hotel, visit^http://
www.towncountry.com&.

For attendees who will be driving, complimentary self-parking is
available. To obtain driving directions to the Town and Country Hotel, visit
^http://www.mapquest.com&.

Please make your reservation directly with the Town and Country
Hotel. When making your reservation, you must mention the Acoustical
Society of America to obtain the special ASA meeting rates.

Town and Country Hotel
500 Hotel Circle North
San Diego, CA 92108
Tel: 619-291-7131; Reservations: 1-800-772-8527
Fax: 619-291-3584

Rates
Single: $125.00
Double: $135.00
Govt. Rate Single/Double~limited quantity!: $110.00

Room Sharing

ASA will compile a list of those who wish to share a hotel room and
its cost. To be listed, send your name, telephone number, e-mail address,
gender, and smoker or nonsmoker preference by 4 October to the Acoustical
Society of America, preferably by E-mail, asa@aip.org, or by postal mail to
Acoustical Society of America, Attn.: Room Sharing, Suite 1NO1, 2 Hun-
tington Quadrangle, Melville, NY 11747-4502. The responsibility for com-
pleting any arrangements for room sharing rests solely with the participating
individuals.

Weather

San Diego enjoys beautiful weather year round with an average daily
temperature of 70.5 °F~21.4 °C!. A marked feature of the climate is the wide
variation in temperature within short distances due to the topography of the
land. You can enjoy coastal, mountain, and desert environments all in the
space of one day. For additional information on weather, visit^http://
www.sandiego.org/weather.asp&.

General Information

Assistive Listening Devices

Anyone planning to attend the meeting who will require the use of an
assistive listening device is requested to advise the Society in advance of the
meeting: Acoustical Society of America, Suite 1NO1, 2 Huntington Quad-
rangle, Melville, NY 11747-4502, asa@aip.org.

Accompanying Persons Program

Spouses and other visitors are welcome at the San Diego meeting. The
registration fee for accompanying persons is $35/$45. A hospitality room for
accompanying persons will be open at the Town and Country Hotel from
8:00 a.m. to 11:00 a.m. each morning throughout the meeting where infor-
mation about activities in and around San Diego will be provided.

San Diego is fast making a name for itself as an important diverse
cultural center, offering a kaleidoscope of opera, ballet, museums, and
world-class, Tony Award-winning theater. Whether you want to go deep-sea
fishing and boating along the coastline, ballooning or golfing in North
County, shopping in Mission Valley, exploring East County’s mountains and
deserts, or ‘‘doing it up’’ downtown, San Diego has attractions all over San
Diego County to fill your days and nights.

The Gaslamp Quarter is Southern California’s premier dining, shop-
ping, and entertainment district, where you’ll find a truly eclectic blend of
food, fun, and culture all within one of San Diego’s most historic areas.
Browse the area’s fine art galleries, boutiques, bazaars, and specialty stores.
As the sun sets, the streets come alive in the Gaslamp Quarter. The old-
fashioned gaslamps glow along the wide brick walkways, illuminating many
charming sidewalk cafes. You can stroll past the Victorian-style commercial
buildings constructed between 1873 and 1930.

At the world-famousSan Diego Zoo, you will see some of the world’s
rarest wildlife including giant pandas~and Hua Mei, the only panda cub in
the U.S.! and koalas. Other exhibits include the Ituri Forest, Gorilla Tropics,
Polar Bear Plunge, Children’s Zoo, Rain Forest Aviary, Tiger River, and
many more attractions worth visiting.

A visit to theSan Diego Wild Animal Park is like a safari to many of
the world’s most exotic places. The 1800 acre wildlife preserve allows visi-
tors to view herds of exotic animals as they might be seen in their native
Asian and African countries. Today the park has over 3500 animals repre-
senting 260 species, and is also an accredited botanical garden.

World-renownedBalboa Park is home to 15 museums, various arts
and international cultural associations, as well as the San Diego Zoo, mak-
ing it one of the nation’s largest cultural and entertainment complexes.

Sea World San Diegohas hosted more than 100 million guests since
opening in 1964. The park’s land mass is 189.5 acres and has many exciting
adventures, amazing animals, and wondrous shows.

Birch Aquarium at Scripps Institution of Oceanography opened on
16 September 1962 at a new location situated on a hillside overlooking the
Pacific Ocean and Scripps Pier. Four times larger than its predecessor, the
new complex contains more than 60 tanks, a demonstration tide pool, and an
interactive museum. For a panoramic view of the La Jolla coast and the
world-renowned Scripps Institution of Oceanography, this is a must to visit.

The Reuben H. Fleet Science Centeris an educational, entertaining
experience for visitors of all ages and has exhibits to touch, virtual reality
experience films to see, and fun to be had. Their 76-foot IMAX domed
theater presents the biggest films on the planet, plus planetarium shows and
more. Its unique configuration wraps the audience in images and provides
the illusion of being suspended in space. RideDEEP SEA, the motion
simulator ride, and plunge into the unexplored world at the bottom of the
ocean. There are two virtual reality experiences that employ cutting-edge
technology that puts you in the action. Plus, the Nierman Challenger Learn-
ing Center offers the experience of living and working in space.

Old Town San Diego State Historic Parkrecreates life in the Mexi-
can and early American periods of 1821 to 1872. San Diego became Cali-
fornia’s first Spanish settlement when a mission and fort were established in
1769. Five original adobes are part of the complex, which includes shops,
restaurants, and a museum. La Casa de Estudillo is a mansion built around
a garden courtyard. La Casa de Machado y Stewart is full of artifacts that
reflect ordinary life of the period. Other historic buildings include a school-
house, a blacksmith shop, San Diego’s first newspaper office, and a stable
with a carriage collection.
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Registration Information

The registration desk at the meeting will open on Monday, 15 Novem-
ber, at the Town and Country Hotel. To register use the form in the call for
papers or register online at^asa.aip.org&. If your registration is not received
at the ASA headquarters by 18 October, you must register on-site.

Registration fees are as follows:

Category

Preregistration

by

4 October

Registration

after

4 October

Acoustical Society Members $300 $350
Acoustical Society Members One-Day $150 $175
Nonmembers $350 $400
Nonmembers One-Day $175 $200
Nonmember Invited Speakers Fee waived Fee waived
Students~with current ID cards! Fee waived Fee waived
Emeritus members of ASA $35 $45
~Emeritus status preapproved by ASA!

Accompanying Persons

~Spouses and other registrants who
will not participate in the technical sessions!

$35 $45

Nonmemberswho simultaneously apply for Associate Membership in
the Acoustical Society of America will be given a $50 discount off their
dues payment for the first year~2005! of membership. Invited speakers who
are members of the Acoustical Society of America are expected to pay the
registration fee, butnonmember invited speakersmay register without
charge.

NOTE: A $25 processing fee will be charged to those who wish to
cancel their registration after 4 October.

Online Registration

Online registration is now available at^asa.aip.org&.

Members of the Local Committee for the Meeting

General Chair—William A. Kuperman; Technical Program Chair—
Michael J. Buckingham; Food Service/Social Events—Pat Jordan; Audio–
Visual—Paul A. Baxley; Accompanying Persons Program—Gail Smith;
Signs—Carolyn Ebrahimi; Student Coordinator—Matthew A. Dzieciuch;
Poster Sessions—Aaron M. Thode

USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2004
16–18 Sept. Twelfth Annual Conference on the Management of the

Tinnitus Patient. For professionals and tinnitus patients.
The University of Iowa, Iowa City, IA@Contact Rich
Tyler, 319-356-2471, E-mail: rich-tyler@uiowa.edu,
WWW: www.uihealthcare.com/depts/med/
otolaryngology/conferences/index.html#

20–24 Sept. ACTIVE 2004—The 2004 International Symposium on
Active Control of Sound and Vibration, Williamsburg,
VA @INCE Business Office, Iowa State Univ., 212 Mar-
ston Hall, IA 50011-2153; Fax: 515-294-3528; E-mail:
ibo@ince.org; WWW: inceusa.org#.

15–19 Nov. 148th Meeting of the Acoustical Society of America,
San Diego, CA@Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: http://asa.aip.org#.

2005
16–19 May Society of Automotive Engineering Noise & Vibration

Conference, Traverse City, MI@Patti Kreh, SAE Inter-
national, 755 W. Big Beaver Rd., Ste. 1600, Troy, MI
48084, Tel.: 248-273-2474; E-mail: pkreh@sae.org#.

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per
index.

Some indexes are out of print as noted below.
Volumes 1–10, 1929–1938: JASA and Contemporary Literature,

1937–1939. Classified by subject and indexed by author. Pp. 131. Price:
ASA members $5; Nonmembers $10.

Volumes 11–20, 1939–1948: JASA, Contemporary Literature, and
Patents. Classified by subject and indexed by author and inventor. Pp. 395.
Out of Print.

Volumes 21–30, 1949–1958: JASA, Contemporary Literature, and
Patents. Classified by subject and indexed by author and inventor. Pp. 952.
Price: ASA members $20; Nonmembers $75.

Volumes 31–35, 1959–1963: JASA, Contemporary Literature, and
Patents. Classified by subject and indexed by author and inventor. Pp. 1140.
Price: ASA members $20; Nonmembers $90.

Volumes 36–44, 1964–1968: JASA and Patents. Classified by subject
and indexed by author and inventor. Pp. 485. Out of Print.

Volumes 36–44, 1964–1968: Contemporary Literature. Classified by
subject and indexed by author. Pp. 1060. Out of Print.

Volumes 45–54, 1969–1973: JASA and Patents. Classified by subject
and indexed by author and inventor. Pp. 540. Price: $20~paperbound!; ASA
members $25~clothbound!; Nonmembers $60~clothbound!.

Volumes 55–64, 1974–1978: JASA and Patents. Classified by subject
and indexed by author and inventor. Pp. 816. Price: $20~paperbound!; ASA
members $25~clothbound!; Nonmembers $60~clothbound!.

Volumes 65–74, 1979–1983: JASA and Patents. Classified by subject
and indexed by author and inventor. Pp. 624. Price: ASA members $25
~paperbound!; Nonmembers $75~clothbound!.

Volumes 75–84, 1984–1988: JASA and Patents. Classified by subject
and indexed by author and inventor. Pp. 625. Price: ASA members $30
~paperbound!; Nonmembers $80~clothbound!.

Volumes 85–94, 1989–1993: JASA and Patents. Classified by subject
and indexed by author and inventor. Pp. 736. Price: ASA members $30
~paperbound!; Nonmembers $80~clothbound!.

Volumes 95–104, 1994–1998: JASA and Patents. Classified by sub-
ject and indexed by author and inventor. Pp. 632. Price: ASA members $40
~paperbound!; Nonmembers $90~clothbound!.

Volumes 105–114, 1999–2003: JASA and Patents. Classified by sub-
ject and indexed by author and inventor. Pp. 616. Price: ASA members $50
Nonmembers $90~paperbound!.
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ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

New Presidents of societies

Canada: It was announced last December that Stan Dosso will be the
next President of the Canadian Acoustical Association~CAA/ACA !. Stan
Dosso is a Professor at the University of Victoria. He is a Fellow of the
Acoustical Society of America.

Europe: A new board of officers was elected by the European Acous-
tics Association~EAA! with Michael Vorländer of the Technical University
Aachen, Germany, as President. Michael Vorla¨nder is a Member of the
Acoustical Society of America. J.-D. Polack~France! and E. Kozaczka~Po-
land! were elected Vice-Presidents.

Germany: The German Acoustical Society~DEGA! has elected Hugo
Fastl to be the next President. He will begin his two-year term in the fall of
2004. Fastl is a Professor at the Technical University of Munich; he is a
Fellow of the Acoustical Society of America.

United Kingdom: The new President of the Institute of Acoustics
~IoA! will be Tony Jones who will take over from President Kerry. Jones is
with AIRO Ltd.; he is a Fellow of the Institute of Acoustics and a Member
of the Acoustical Society of America.

International Meetings Calendar

Below are announcements of meetings and conferences to be held
abroad. Entries preceded by an* are new or updated listings.

August 2004
23–27 2004 IEEE International Ultrasonics, Ferroelectrics,

and Frequency Control 50th Anniversary Confer-
ence, Montréal, Canada~Fax: 11 978 927 4099; Web:
www.ieee-uffc.org/index2-asp!.

22–25 Inter-noise 2004, Prague, Czech Republic~Web:
www.internoise2004.cz!.

30–1 Low Frequency 2004, Maastricht, The Netherlands~G.
Leventhall, 150 Craddlocks Avenue, Ashtead, Surrey
KT 21 1NL, UK;
Web: www.lowfrequency2004.org.uk!.

September 2004
1–3 Subjective and Objective Assessment of Sound,

Poznan´, Poland ~Institute of Acoustics, Adam Mank-
iewicz University, Poznan´, Poland; Fax:148 61 8295
123; Web: www.soas.amu.edu.pl/soas.html!.

6–10 51st Open Seminar on Acoustics; 9th School on
Acoustooptics and Applications; Ultrasound in
Biomeasurements, Gdańsk, Poland ~University of
Gdańsk, Institute of Experimental Physics, 80-952
Gdańsk, Poland; Fax:148 58 341 31 75; Web:
univ.gda.pl/;osa!.

13–17 4th Iberoamerican Congress on Acoustics, 4th Ibe-
rian Congress on Acoustics, 35th Spanish Congress
on Acoustics, Guimarães, Portugal~Fax: 1351 21 844
3028; Web: www.spacustica.pt/novidades.htm!.

14–16 International Conference on Sonar Signal Process-
ing and Symposium on Bio-Sonar Systems and Bioa-
coustics, Loughboro, UK~Fax:144 1509 22 7053@c/o
D. Gordon#; Web: ioa2004.lboro.ac.uk!.

15–17 26th European Conference on Acoustic Emission
Testing, Berlin, Germany~DGZIP, Max-Planck-Str. 26,
12489 Berlin, Germany; Web: www.ewgae2004.de!.

20–22 International Conference on Noise and Vibration

Engineering „ISMA2004…, Leuven, Belgium ~Fax:
132 16 32 29 87; Web: www.isma-isaac.be/futIconf/
defaultIen.phtml!.

20–22 9th International Workshop ‘‘Speech and Com-
puter’’ „SPECOM’2004…, St. Petersburg, Russia~Web:
www.spiiras.nw.ru/speech!.

27–29 *Hellenic National Conference on Acoustics 2004,
Thessaloniki, Greece~Web: www.wcl.ee.upatras/helina/
ac2004.htm!.

28–30 Autumn Meeting of the Acoustical Society of Japan,
Naha, Japan~Fax: 181 3 5256 1022;
Web: wwwsoc.nii.ac.jp/asj/index-e.html!.

October 2004
4–8 8th Conference on Spoken Language Processing

„INTERSPEECH…, Jeju Island, Korea ~Web:
www.icslp2004.org!.

6–8 Acoustics Week in Canada, Ottawa, ON, Canada~J.
Bradley, NRC Institute for Research on Construction
@Acoustics Section#, Ottawa, Ontario, K1A 0R6; Fax:
11 613 954 1495; Web: caa-aca.ca/ottawa-2004.html!.

6–7 Institute of Acoustics Autumn Conference, Oxford,
UK ~Web: www.ioa.org.uk!.

8–9 Reproduced Sound 20, Oxford, UK
~Web: www.ioa.org.uk!.

27–29 *25th Symposium on Ultrasonic Electronics, Sap-
poro, Japan
~Web: www.use-jp.org/USEframepageIE.html!.

November 2004
3–5 Australian Acoustical Society Conference—

Transportation Noise & Vibration , Surfers Paradise,
Queensland, Australia~Fax: 161 7 6217 0066; Web:
www.acoustics.asn.au/conference/index.htm!.

4–5 Autumn Meeting of the Swiss Acoustical Society,
Rapperswil, Switzerland~Fax: 141 419 62 13; Web:
www.sga-ssa.ch!.

8–9 *17th Biennial Conference of the New Zealand
Acoustical Society, Wellington, New Zealand~E-mail:
miklin@marshallday.co.nz!.

15–18 15th Meeting of the Russian Acoustical Society,
Nizhny Novgorod, Russia~Fax:17 95 126 0100; Web:
www.akin.ru!.

17–19 7th National Congress of the Turkish Acoustical So-
ciety, Nevsehir-Cappadocia, Turkey
~Web: www.tak.der.org!.

March 2005
14–17 *31st Annual Meeting of the German Acoustical So-

ciety „DAGA’05…, Munich, Germany
~Web: daga2005.de!.

April 2005
18–21 International Conference on Emerging Technologies

of Noise and Vibration Analysis and Control, Saint
Raphae¨l, France ~Fax: 133 4 72 43 87 12; E-mail:
goran.pavic@insa-lyon.fr!.

May 2005
16–20 149th Meeting of the Acoustical Society of America,

Vancouver, British Columbia, Canada~ASA, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502 USA; Fax:11 516 576 2377; Web: asa.aip.org!.
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June 2005
20–23 * IEEE Oceans05 Europe, Brest, France ~ENST

Bretagne—Technopoˆle Brest Iroise, 29238 Brest
Cedex, France; Fax:133 229 00 1098;
Web: www.oceans05europe.org!.

23–24 *2nd Congress of the Alps-Adria Acoustical Associa-
tion „AAAA2005…, Opatija, Croatia
~Web: had.zea.fer.hr!.

28–1 International Conference on Underwater Acoustic
Measurements: Technologies and Results, Heraklion,
Crete, Greece
~Web: UAmeasurements2005.iacm.forth.gr!.

July 2005
11–14 12th International Congress on Sound and Vibra-

tion, Lisbon, Portugal~Web: www.iiav.org!.

August 2005
6–10 Inter-Noise, Rio de Janeiro, Brazil

~Web: www.internoise2005.ufsc.br!.
28–2 EAA Forum Acusticum Budapest 2005, Budapest,

Hungary~I. Bába, OPAKFI, Fo¨ u. 68, Budapest 1027,
Hungary; Fax:136 1 202 0452;
Web: www.fa2005.org!.

September 2005
4–8 9th Eurospeech Conference„EUROSPEECH’2005…,

Lisbon, Portugal~Fax: 1351 213145843;
Web: www.interspeech2005.org!.

5–9 Boundary Influences in High Frequency, Shallow
Water Acoustics, Bath, UK
~Web: acoustics2005.ac.uk!.

11–15 6th World Congress on Ultrasonics, Beijing, China
~Secretariat of WCU 2005, Institute of Acoustics, Chi-
nese Academy of Sciences, P.O. Box 2712, Beijing
100080, China; Fax: 186 10 62553898; Web:
www.ioa.ac.cn/wcu2005!.

14–16 *Autumn Meeting of the Acoustical Society of Ja-
pan, Sendai, Japan~Acoustical Society of Japan, Na-
kaura 5th-Bldg., 2-18-20 Sotokanda, Chiyoda-ku, To-
kyo 101-0021, Japan; Fax:181 3 5256 1022; Web:
www.asj.gr.jp/index-en.html!.

18–21 * IEEE International Ultrasonics Symposium, Rotter-
dam, The Netherlands~Web: ieee-uffc.org!.

October 2005
19–21 36th Spanish Congress on Acoustics Joint with 2005

Iberian Meeting on Acoustics, Terrassa~Barcelona!,
Spain ~Sociedad Espan˜ola de Acústica, Serrano 114,
28006 Madrid, Spain; Fax:134 914 117 651; Web:
www.ia.csic.es/sea/index.html!.

June 2006
26–28 9th Western Pacific Acoustics Conference„WESPAC

9…, Seoul, Korea
~Web: www.wespac8.com/WespacIX.html!.

July 2007
9–12 14th International Congress on Sound and Vibration

„ICSV14…, Cairns, Australia
~E-mail: n.kessissoglou@unsw.edu.au!.

September 2007
2–7 19th International Congress on Acoustics

„ICA2007…, Madrid, Spain~SEA, Serrano 144, 28006
Madrid, Spain; Web: www.ica2007madrid.org!.

June 2008
23–27 *Joint Meeting of European Acoustical Association

„EAA …, Acoustical Society of America „ASA…, and
Acoustical Society of France „SFA…, Paris, France
~E-mail: phillipe.blanc-benon@ae-lyon.fr!.
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BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See ‘‘Book Reviews Editor’s Note,’’ J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Acoustic Interactions with Submerged Elastic
Structures

Part I: Acoustic Scattering and Resonances

A. Guran, J. Ripoche, and F. Ziegler

World Scientific, River Edge, New Jersey, 1996.
368 pp. Price: $75 (hardcover), ISBN: 981-02-2964-X.

Part II: Propagation, Ocean Acoustics and
Scattering

A. Guran, G. Maugin, J. Engelbrecht, and M. Werby

World Scientific, River Edge, New Jersey, 2001.
388 pp. Price: $90 (hardcover), ISBN: 981-02-2965-8.

Part III: Acoustic Propagation and Scattering,
Wavelets and Time Frequency Analysis

A. Guran, A. de Hoop, D. Guicking, and F. Mainardi

World Scientific, River Edge, New Jersey, 2001.
444 pp. Price: $90 (hardcover), ISBN: 981-02-2950-X.

Part IV: Nondestructive Testing, Acoustic
Wave Propagation and Scattering

A. Guran, A. Bostro ¨m, O. Leroy, and G. Maze

World Scientific, River Edge, New Jersey, 2002.
508 pp. Price: $120 (hardcover), ISBN: 981-02-4271-9.

This is a four-volumeFestschrifthonoring Herbert U¨ berall. The em-
phasis is on areas of acoustics that overlap U¨ berall’s research on propagation
and scattering, dating from the late 1960s through the present time. This is
an impressive collection of 45 research and review chapters involving 78
authors or co-authors.~In this tally authors contributing to more than one
chapter have not been double counted.! Taking into account the nature and
quality of chapters and the topics considered, this set of books is recom-
mended for purchase by libraries that serve research programs involved with
acoustic scattering related to underwater acoustics and ultrasonics. All parts
of this set have a helpful subject index and Parts 1, 3, and 4 include a name
index of cited authors. Part 4 contains useful appendices listing chronologi-
cally Überall’s publications in acoustics and related work on electromag-
netic scattering, and a list of 50 M.S. and Ph.D. students who graduated
under Professor U¨ berall.

This is the third time a book~or set of books! has been published that
contains collections of chapters that significantly overlap U¨ berall’s research
on acoustic scattering. The present set does not appear to be weighted as
much towards introductory and review material as the previous volumes.1,2

Part 4 is a noteworthy exception which contains, for example, reviews of

elastodynamic scattering~by A. Boström!, computational modeling of tran-
sient wave fields~by A. de Hoop!, linear viscoelasticity~by F. Mainardi!,
ocean-seismoacoustic modeling~by J. E. Murphy and S. A. Chin-Bing!, and
nearfield acoustic holography~by A. Sarkissian!. Other exceptions, for ex-
ample, in Part 2, are the chapters on matched field processing~by A. Tol-
stoy! and underwater acoustic modeling~by P. C. Etter!. Several chapters in
Parts 1 and 2 concern applications of the experimental ‘‘method of isolation
and identification of resonances’’~MIIR ! for targets in water. MIIR is one of
the methods used to detect the resonances predicted by the theoretical work
of Professor U¨ berall and other researchers.

The present reviewer is of the opinion that collections of chapters are
of greatest value when they are weighted towards introductory and review
material and they are written in a more relaxed style than may be permitted
in some journals. Such chapters are potentially helpful for introducing
graduate students to research fields or for ‘‘catching up’’ on areas of interest.
Some chapters in these volumes, however, omit references needed to place
the research reported in the broader context of acoustic scattering research.
For example, the chapter in Part 3 concerning ‘‘...Scattering Theory for
Strongly Overlapping Resonances’’ correctly notes that~for targets having
certain symmetries! the unimodularS function may be expressed in a prod-
uct expansion of unimodular complex functions of a specified form. The
authors neglect to mention, however, that this correction to some early
acoustic research was previously discussed.~See, for example, Refs. 1 and
3.! In one of the discussions of ray methods for scattering by elastic targets
in Part 1, the principal confirmation of the formulation is comparison with
the observed location of acoustic spectral peaks. Some readers may fail to
realize that there has been considerable success in using quantitative ray
methods to predict measured and computedscattering amplitudes~including
cases that involve targets with truncations!. Examples include research re-
viewed by Hackman3 and various papers in theJournal of the Acoustical
Society of America. Most of the chapters are valuable provided the reader
keeps the limitations in perspective. Although many of the chapters on scat-
tering emphasize targets having smooth external features, there are several
chapters that consider the effects ofinternal structureon the scattering by
shells. Phenomena associated with shells having a high degree of internal
complexity are not examined in a significant way.

The very fact that such a wide range of authors participated in this
Festschrift says a great deal about Professor U¨ berall’s contributions to
acoustics, his charisma, and his helpful nature. While all of the volumes
have an international flavor, Parts 1 and 2 are particularly well represented
by groups based in France. The recommendation for purchase by certain
libraries~noted earlier! reflects the perspective of the present reviewer con-
cerning the overall educational and research value of this set of books.

1Acoustic Resonance Scattering, edited by H. Überall ~Taylor and Francis,
London, 1992!. @Reviewed by K. L. Williams, J. Acoust. Soc. Am.95,
2786 ~1994!.#

2Acoustic Propagation and Scattering, Electromagnetic Scattering, edited
by P. P. Delsanto and A. W. Saenz~Taylor and Francis, London, 1998!.

3R. H. Hackman, ‘‘Acoustic scattering from elastic solids,’’ Phys. Acoust.
22, 1–194~1993!.

PHILIP L. MARSTON
Department of Physics
Washington State University
Pullman, Washington 99164-2814
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REVIEWS OF ACOUSTICAL PATENTS
Lloyd Rice
11222 Flatiron Drive, Lafayette, Colorado 80026

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.
Patents are available via the Internet at http://www.uspto.gov.

Reviewers for this issue:

GEORGE L. AUGSPURGER, Perception, Incorporated, Box 39536, Los Angeles, California 90039
JOHN ERDREICH, Ostergaard Acoustical Associates, 200 Executive Drive, West Orange, New Jersey 07052
DAVID PREVES, Starkey Laboratories, 6600 Washington Ave. S., Eden Prarie, Minnesota 55344
DANIEL R. RAICHEL, 2727 Moore Lane, Fort Collins, Colorado 80526
CARL J. ROSENBERG, Acentech Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138
WILLIAM THOMPSON, JR., Pennsylvania State University, University Park, Pennsylvania 16802
ERIC E. UNGAR, Acentech, Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138
ROBERT C. WAAG, Univ. of Rochester, Department of Electrical and Computer Engineering, Rochester, New York 14627

6,704,247

43.25.Lj HIGH EFFICIENCY PARAMETRIC SONAR

Anthony A. Ruffa, assignor to The United States of America as
represented by the Secretary of the Navy

9 March 2004 „Class 367Õ92…; filed 24 March 2003

Items 44 and 46 are two conventional high power projectors that ra-
diate signals at two slightly different frequencies. Tag60 indicates the over-
lap region of these two signals56 and58 where nonlinear interactions occur,
thereby generating, in particular, the low-frequency difference frequency
signal 61. It is proposed to increase the low amplitude of this difference
frequency signal by increasing the nonlinearity of the medium in the overlap

region60. This is accomplished by introducing a third transducer62, whose
radiated signal, at an entirely different frequency, is oriented transverse to
the signals radiated by the primary projectors, and whose purpose is to cause
cavitation and hence the generation of vapor bubbles72 within the signal
overlap region. This should result in more efficient generation of the sub-
harmonic difference frequency and hence an increased source level at that
low frequency.—WT

6,700,833

43.30.Gv ACOUSTICAL IMAGING
INTERFEROMETER FOR DETECTION OF BURIED
UNDERWATER OBJECTS

Kenneth R. Erikson, assignor to BAE Systems Information and
Electronic Systems Integration Incorporated

2 March 2004 „Class 367Õ88…; filed 14 August 2002

A system for the detection of fully or partially buried underwater ob-
jects such as mines or cables consists of a remotely controlled underwater
vehicle that houses a real-time, 3-D, downward looking acoustical camera
and a high-intensity, low-frequency projector, also oriented downward. A
tone burst or pulse radiated by the projector causes the loose particulate
matter on the seafloor to move a detectable amount but has no effect on
objects with higher elasticity or density than the seafloor material. Hence
images recorded by the acoustical camera before and after the radiated
sound can be compared for evidence of movement, or not, thus yielding a
profile of any buried object. A memory bank of data helps the operator or a
computer to discriminate between manmade and natural objects.—WT

6,707,760

43.30.Nb PROJECTILE SONAR

Andrew C. Coon et al., assignors to BBNT Solutions LLC
16 March 2004„Class 367Õ118…; filed 22 November 2002

Shells fired from the gun of a surface ship, in the direction of a sus-
pected target, create underwater explosions that are the sources of broad-
band sound for an active sonar system. The receivers may be a set of
sonobuoys or a ship-towed array. Onboard signal processing equipment ana-
lyzes the return signals to locate submerged objects and to control the loca-
tions at which to fire the shells.—WT

SOUNDINGS

623J. Acoust. Soc. Am. 116 (2), August 2004 0001-4966/2004/116(2)/623/18/$20.00 © 2004 Acoustical Society of America



6,697,301

43.30.Wi ACOUSTIC ARRAY DEPLOYMENT
SYSTEM AND METHOD

Anthony A. Ruffa, assignor to The United States of America as
represented by the Secretary of the Navy

24 February 2004„Class 367Õ131…; filed 11 September 2002

To obviate the problem of mounting a sensor suite on a supercavitat-
ing, noisy torpedo it is proposed to deploy a fiber optic line array in a
direction substantially perpendicular to the torpedo axis. Housed within the
torpedo body10 is a small weighted projectile20 that can be ejected from
launch tube14 via on board mechanism40 or projectile motor42. Motor

driven pulleys16 and 22 play out a fiber optic cable30 as the projectile
sinks towards the ocean bottom. The broadside beam of acoustic array30
should then not be affected by cavitation noise near the torpedo and should
have sufficient vertical directivity to resolve both the torpedo and its in-
tended target, thus providing relative target angle information to the on-
board guidance system.—WT

6,697,302

43.30.Yj HIGHLY DIRECTIVE UNDERWATER
ACOUSTIC RECEIVER

Benjamin A. Cray and Victor F. Evora, assignors to The United
States of America as represented by the Secretary of the Navy

24 February 2004„Class 367Õ141…; filed 1 April 2003

A sensor package comprises a small pressure sensor and three orthogo-
nally oriented pairs of conventional accelerometers, the two accelerometers
within each pair separated by a small fraction of a wavelength. The en-
semble is embedded in an acoustically transparent polymer such as polyure-
thane within a neutrally buoyant housing. The seven outputs, i.e., pressure,
three components of acceleration, and three components of the spatial gra-
dient of acceleration, are combined in a weighted fashion to produce a
directional response pattern with a DI far greater than expected from such a
small sensor.—WT

6,691,575

43.35.Zc MATERIAL EVALUATION METHOD BY
ACOUSTIC VELOCITY MEASUREMENT

Jun-ichi Kushibiki et al., assignors to Jun–Ichi Kushibiki
17 February 2004„Class 73Õ597…; filed in Japan 12 March 2001

Efficient evaluation of materials, particularly of crystals used in elec-
tronic device industries, is accomplished by measurement of the phase ve-
locities of surface or bulk acoustic waves. A series of initial calibration
measurements are used to relate these velocities to chemical composition
and some physical parameters. The physical constants of interest~elastic,
piezoelectric, and dielectric constants, and the density! are functions of the
chemical composition. Thus, one may calculate numerically the acoustic
velocities for desired combinations of the crystal cut plane and propagation
directions.—EEU

6,711,096

43.38.Fx SHAPED PIEZOELECTRIC COMPOSITE
ARRAY

Kim C. Benjamin, assignor to The United States of America as
represented by the Secretary of the Navy

23 March 2004„Class 367Õ162…; filed 11 September 2002

An underwater electroacoustic transducer is realized by bonding precut
and preelectroded piezoelectric pieces, machined from a solid block of pi-
ezoelectric polymer composite material, to suitable backing material. This
backing material and the exposed faces of the piezoelectric pieces can be
shaped as desired so that singly or doubly curved, conformal, active areas

can be created. The figure illustrates a simple cylindrical transducer consist-
ing of four transducer elements12 whose outer faces are machined to create
the cylindrical shape. These outer faces, as well as the inner flat faces of the
pieces, are electroded. The pieces are bonded to the appropriately machined
backing material18 which includes the tunnel20 for electrical leads. Other
transducer shapes are discussed.—WT

6,694,028

43.38.Hz MICROPHONE ARRAY SYSTEM

Naoshi Matsuo, assignor to Fujitsu Limited
17 February 2004„Class 381Õ92…; filed in Japan 2 July 1999

Consider a simple array of two, closely spaced omnidirectional micro-
phones. Simple electronic signal processing can be used to derive dipole,
cardioid, or reverse-cardioid pickup patterns, or anything in between. An
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array of four microphones allows the patterns to be steered through a full
360°. With a little additional logic circuitry, the pickup pattern can be con-
trolled and steered to achieve optimum pickup of a desired sound source
while discriminating against unwanted sources.—GLA

6,695,783

43.38.Hz MULTILINE ULTRASOUND
BEAMFORMERS

Derek Hendersonet al., assignors to Koninklijke Philips
Electronics N.V.

24 February 2004„Class 600Õ443…; filed 22 December 2000

Ultrasonic beamformers receive signals produced by the elements of
an ultrasonic array transducer and delay and combine these signals to pro-
duce, steer, and focus ultrasonic beams. In this embodiment, a digital mul-
tilane beamformer produces multiple receive beams in response to a single
transmit event. An embodiment of the device incorporates a bulk delay that

provides a common steering delay applicable to all of the beams received at
one time. The bulk delay is followed by parallel filter processing paths
which produce finely focused multiple beams simultaneously. The filter pro-
cessing paths are capable of producing output samples of each beam at a
fixed output data rate, regardless of the number of beams currently being
processed.—DRR

6,687,381

43.38.Ja PLANAR LOUDSPEAKER

Mayuki Yanagawa, Burbank and Muto Keiko, North Hollywood,
both of California

3 February 2004„Class 381Õ423…; filed 7 March 2002

One way to make a stiff, lightweight panel is to stretch thin skins over
a cellular core. This kind of panel can be found in packing boxes and some

planar loudspeakers. The novel feature of this planar loudspeaker is a horn-
shaped ‘‘radiator’’64 that couples motor voice coil66 to honeycomb panel
60.—GLA

6,694,037

43.38.Ja SPIDER-LESS LOUDSPEAKER WITH
ACTIVE RESTORING APPARATUS

Robert Steven Robinson, Angleton, Texaset al.
17 February 2004„Class 381Õ398…; filed 10 December 1999

Motional feedback loudspeaker schemes require a sensor to track the
true motion of the cone and provide a corresponding signal that can be
compared with the electrical input signal. Prior art even includes an error
signal that extends down to 0 Hz to counteract the offset produced by a

negative spring suspension. Well, suppose we eliminate elastic suspensions
altogether and simply use the error signal to control the required restoring
force. The patent describes several more or less practical embodiments of
this idea.—GLA

6,694,038

43.38.Ja ACOUSTIC DEVICE

Henry Azima, assignor to New Transducers Limited
17 February 2004„Class 381Õ423…; filed in the United Kingdom

2 September 1998

For those interested in the design of panel form loudspeakers, this
patent contains interesting and useful information. If the panel is appropri-
ately shaped, then bending wave velocity can be varied in the region of
coincidence, resulting in more uniform coupling. The patent includes nu-
merous charts and graphs showing experimental results.—GLA
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6,694,039

43.38.Ja LOUDSPEAKER

Wei-Chung Wu, assignor to Meiloon Industrial Company, Limited
17 February 2004„Class 381Õ426…; filed 24 January 2003

Commercial loudspeaker cones have been made of materials ranging
from silk fabric to machined magnesium. This patent describes an interest-
ing method of producing loudspeaker cones from a magnesium-lithium
alloy.—GLA

6,687,379

43.38.Lc SYSTEM AND METHOD FOR ADJUSTING
THE LOW-FREQUENCY RESPONSE OF A
CROSSOVER THAT SUPPLIES SIGNAL TO
SUBWOOFERS IN RESPONSE TO MAIN-SPEAKER
LOW-FREQUENCY CHARACTERISTICS

James Thiel, assignor to Thiel Audio Products
3 February 2004„Class 381Õ99…; filed 4 May 2001

Setting up a subwoofer so that it blends seamlessly with existing loud-
speakers can be time consuming and frustrating. Presumably, the character-
istics of the subwoofer itself are known, at least by the manufacturer. If the
characteristics of the main speakers were also known, then crossover filter
frequencies and slopes could be optimized by an embedded computer chip.
Since the characteristics of the main speakers often are not known, it still
might be possible to fall back on a series of educated guesses. The patent
describes a system and circuitry for doing just that.—GLA

6,636,750

43.38.Si SPEAKERPHONE ACCESSORY FOR A
PORTABLE TELEPHONE

Robert A. Zurek et al., assignors to Motorola, Incorporated
21 October 2003„Class 455Õ569.1…; filed 15 October 1999

This device is a desktop accessory having a cradle which accepts a cell
phone or other portable phone and provides a speakerphone capability for
the smaller phone device. Most of the short patent addresses the frequency

response of the speaker unit, which includes two resonating bodies with
differing frequency characteristics. The figure indicates a response ranging
from 602 at roughly 300 Hz to604 at about 4 KHz.—DLR

6,611,596

43.38.Si SPEAKERPHONE INDICATOR

Joseph M. Cannon and James A. Johanson, assignors to
Agere Systems Incorporated

26 August 2003„Class 379Õ420.01…; filed 20 July 1999

A caller-ID system tells the person on the other end who’s calling. The
legally required beep tells that person that their voice is being recorded. The
single idea protected by this patent is that a speakerphone would periodi-
cally transmit a code indicating when the speaker/mic system is active. With
various ways of making it work, the idea is covered by 25 claims. When will
the Internet be able to tell us exactly and correctly who’s sending us
emails?—DLR

6,683,961

43.38.Si PROCESS AND APPARATUS FOR
ELIMINATING LOUDSPEAKER INTERFERENCE
FROM MICROPHONE SIGNALS

Dietmar Ruwisch, Berlin, Germany
27 January 2004„Class 381Õ93…; filed in Germany

1 September 2000

Consider one terminal of a two-way, hands-free telecommunication
link. Ideally, the microphone should pick up only the voice of the talker and
reject any sound from the loudspeaker. This problem has already been dealt
with extensively, both acoustically and electronically. The electronic echo
cancelling scheme described in this patent is said to be faster, more robust,
and more effective than prior art. An inverse Fourier transform is first used

to calculate air path delay and synchronize the microphone output with the
loudspeaker input. A computation unit then calculates the transfer function
between the loudspeaker and the microphone and this information is used to
create the desired digital filter. The process is repeated for each frame of
sampled data. One might argue that several unstated assumptions are re-
quired for the system to work, but the invention is interesting and the patent
is easy to follow.—GLA
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6,683,959

43.38.Vk STEREOPHONIC DEVICE AND
STEREOPHONIC METHOD

Koji Kuwano et al., assignors to Kawai Musical Instruments
Manufacturing Company, Limited

27 January 2004„Class 381Õ17…; filed in Japan 16 September 1999

A sophisticated electronic panning system is described that provides
means for moving a virtual sound source left/right, near/far, and up/down.
The system makes extensive use of digital filtering to include delay and

generalized head-related transfer functions as well as relative levels. The
process can be adapted to two-channel loudspeaker or headphone
listening.—GLA

6,683,962

43.38.Vk METHOD AND SYSTEM FOR DRIVING
SPEAKERS WITH A 90 DEGREE PHASE SHIFT

David H. Griesinger, assignor to Harman International Industries,
Incorporated

27 January 2004„Class 381Õ97…; filed 21 December 1998

The first seven pages of text in this patent summarize the inventor’s
experiments and theories concerning two-channel stereo reproduction in
small rooms. The ‘‘ideal’’ installation of two symmetrically placed loud-
speakers in a bilaterally symmetric listening room is shown to be much less
than ideal at frequencies below 400 Hz or so. The patent asserts that in such
a situation, driving the speakers in quadrature at low frequencies enables
each speaker to excite all room modes, and produces an increased sense of
spaciousness.—GLA

6,694,033

43.38.Vk REPRODUCTION OF SPATIALIZED
AUDIO

Andrew Rimell and Michael Peter Hollier, assignors to British
Telecommunications public limited company

17 February 2004 „Class 381Õ307…; filed in the European Patent
Office 17 June 1997

Sound recording and reproducing methods intended to immerse the
listener in a virtual environment make use of elaborate filtering to cancel
interaural crosstalk and simulate typical~or in some cases, individual! pin-
nae functions. The virtual sound sources thus created can be quite convinc-
ing, but only at the designated listening location. Multichannel cinema
sound, on the other hand, is usually mixed using simple intensity panning,
and sources that must be localized are panned to specific loudspeakers. The
resulting sound field is stable over a large audience area. Now suppose that
you have material recorded as spatialized audio but want to convert it to the

second format for playback. Somehow you must derive the locations of
virtual sources, convert the encoded signals to monophonic sources, and
then pan these to appropriate loudspeakers. This patent sets forth in consid-
erable detail a method for achieving this goal.—GLA

6,694,026

43.38.Wl DIGITAL STEREO RECOVERY CIRCUITRY
AND METHOD FOR RADIO RECEIVERS

Brian D. Green, assignor to Cirrus Logic, Incorporated
17 February 2004„Class 381Õ3…; filed 10 March 1999

In FM stereo reception, a pilot tone~typically 19 kHz! must be accu-
rately recovered to properly demodulate the stereo information. This patent
describes a digitally controlled oscillator that is used to recover the pilot

tone. ‘‘By processing demodulated stereo signals on the digital side and
digitally controlling the oscillator, the stereo decoder has increased effi-
ciency and accuracy.’’—GLA

6,684,168

43.40.At BODY DISPLACEMENT AND VIBRATION
ANALYSIS METHOD

Atsushi Kawamoto et al., assignors to Kabushiki Kaisha Toyota
Chuo Kenkyusho

27 January 2004„Class 702Õ56…; filed in Japan 20 April 1999

This patent pertains to a technique for analyzing the rigid body mo-
tions and the elastic vibrations of a mechanical system on a global coordi-
nate system. The patent asserts that the technique is able to take account of
the interaction of multiple machine elements. A moving local observer ref-
erence frame that moves with a rigid body is used as a basis for analysis of
the elastic vibrations, independent of the global coordinate system, and the
motions of the reference frames are related to the rigid body motions.—EEU

6,702,761

43.40.Ng VIBRATION ASSISTED NEEDLE DEVICE

Jevan Damadianet al., assignors to Fonar Corporation
9 March 2004 „Class 600Õ576…; filed 6 March 2001

This is a biopsy needle that is driven to vibrate in a direction along the
axis of the needle in order to ease passage of the needle through tissue and
facilitate collection of a sample at the site of interest. The device consists of
a chamber, a needle holder mounted externally to the chamber, and a mecha-
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nism within the chamber for generating reciprocating motion of the needle
support. A syringe support may also be mounted on the housing. The recip-
rocating mechanism may contain means of converting rotary motion into
reciprocating action or it may consist of a stationary solenoid and a movable
solenoid coupled to the needle holder.—DRR

6,666,108

43.40.Tm VIBRATION CONTROL BY CONFINEMENT
OF VIBRATION ENERGY

Daryoush Alleai, assignor to Quality Research, Development &
Consulting, Incorporated

23 December 2003„Class 74Õ574…; filed 9 June 1999

This patent deals with protecting some portions of a structure from
vibrations present in other portions. Confinement of vibrations to a selected
structural region is achieved by means of devices with suitable effective
stiffnesses and effective masses that are installed on the boundaries of this
region. These devices, of which some passive and active embodiments are
described in the patent, are configured to produce translational, torsional,
and inertia forces that block the transmission of vibrations.—EEU

6,681,755

43.40.Tm VIBRATION DAMPENING DEVICE

Pierre Pujos, Traverse City, Michigan
27 January 2004„Class 124Õ89…; filed 7 March 2001

This damper is intended for hand-held implements and particularly for
archery bows. It consists of an essentially cylindrical container that is filled
with a gelatinous material in which there is suspended a concentrated
mass.—EEU

6,685,569

43.40.Tm VIBRATION ABSORBING UNIVERSAL
JOINT

Patrick Kurzeja et al., assignors to Meritor Heavy Vehicle
Technology, LLC

3 February 2004„Class 464Õ70…; filed 14 February 2001

As stated in the patent’s abstract, ‘‘an elastomeric material, such as a
polyurethane, is introduced between the bores of the yokes of the joint and
the respective adjacent bearing cups that are mounted on the shafts of the
cross bar.’’ The purpose of these resilient inserts is to dissipate shocks and
reduce torsional vibrations.—EEU

6,688,439

43.40.Tm VIBRATION DAMPING SYSTEM AND A
METHOD OF DAMPING VIBRATIONS

Bishakh Bhattacharya et al., assignors to Rolls–Royce plc
10 February 2004„Class 188Õ267…; filed in the United Kingdom

16 August 2000

This patent pertains to means for the control of structural vibrations,
particularly in machining operations. A means for generating magnetic en-
ergy, such as an element including magnetostrictive material, is attached to
the item that is to be damped. A means for dissipating magnetic energy, such
as another element that includes magnetostrictive material, is affixed to a
secondary structure located near the item of concern. Vibrations of that item
thus generate magnetic energy, which is dissipated in the second element.—
EEU

6,705,440

43.40.Tm CABLE STAY DAMPER BAND AND
METHOD OF USE FOR REDUCTION OF FLUID
INDUCED CABLE VIBRATIONS

R. Scott Phelanet al., assignors to Texas Tech University
16 March 2004„Class 188Õ378…; filed 30 April 2002

This patent discusses the use of various kinds of damper bands sequen-
tially positioned along cables to reduce fluid current flow induced vibrations,
either in air or in water.—WT

6,681,883

43.40.Vn METHOD AND APPARATUS FOR
SUPPRESSING VIBRATION IN VEHICLE A
STEERING SYSTEM

Wei-Yi Loh et al., assignors to Ford Global Technologies, LLC
27 January 2004„Class 180Õ417…; filed 12 March 2002

Reduction of vibrations in power-assisted steering systems is accom-
plished by means of a friction device, whose actuating force is controlled
electronically. This force is maintained at a relatively large value when the
power steering boost system applies little steering force to the steering ac-
tuator, but is reduced when the boost system applies larger steering forces.—
EEU

6,698,543

43.55.Ev ACOUSTICAL WALL PANELS

Herb Golterman, assignor to Golterman & Sabo, Incorporated
2 March 2004 „Class 181Õ291…; filed 1 July 2002

The patent describes what looks like a rather standard acoustical wall
panel formed from a base of a sound absorbing core~like glass fiber! and a
sound transparent face~like perforated plastic or metal or fabric!. The panel
has structural integrity so that it can either be applied to a wall or it can form
a partition in an office cubicle.—CJR
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6,700,304

43.55.Ti ACTIVE ÕPASSIVE DISTRIBUTED
ABSORBER FOR VIBRATION AND SOUND
RADIATION CONTROL

Christopher R. Fuller and Pierre E. Cambou, assignors to
Virginia Tech Intellectual Properties, Incorporated

2 March 2004 „Class 310Õ321…; filed 20 April 1999

This device is both an active tunable vibration absorber and a passive
absorber. It has two layers. The first layer is corrugated and has a low
stiffness. The second layer is principally a mass layer. Depending on the

response of a sensor, the first layer can be induced to move in the direction
perpendicular to its main plane~i.e., up and down!, and this in turn changes
the motion of the mass layer.—CJR

6,625,568

43.58.Kr SOUND-BASED VESSEL CLEANER
INSPECTION

James Tyson, Pennsauken, New Jersey
23 September 2003„Class 702Õ183…; filed 23 October 2001

Many large processing tanks in the food, beverage, and drug industries
must be cleaned thoroughly, typically after each use. However, there is
frequently no direct means of monitoring the cleaning operation. Even a
severe fault, such as a blocked nozzle or a damaged sprayer, may not be
detected until the cleaning cycle is complete. This device would monitor an
audio signal picked up during the cleaning and check properties such as
sound energy, amplitude variations, and spectral content. Various patterns
would be compared with reference signatures collected during successful
cleaning operations. Several widely used signal processing techniques are
described.—DLR

6,691,000

43.60.Lq ROBOT-ARM TELEMANIPULATING
SYSTEM PRESENTING AUDITORY INFORMATION

Yasufumi Nagai et al., assignors to Communications Research
Laboratory, Independent Administrative Institution

10 February 2004„Class 700Õ245…; filed in Japan 26 October 2001

This patent, applicable for use in space stations, etc., presents auditory
information to the manipulating system’s operator so as to reduce his/her
information processing burden. The audio signal here is converted from
some of the robot arm’s telemetered operating status information.—EEU

6,705,997

43.60.Lq SIGNAL PROCESSING CIRCUIT AND
ULTRASOUND DOPPLER APPARATUS

Shinichi Amemiya, assignor to GE Medical Systems Global
Technology Company, LLC

16 March 2004„Class 600Õ467…; filed in Japan 15 March 2001

This is a signal processing circuit for processing multiple continuous
wave ~CW! signals and an ultrasound Doppler apparatus for executing di-
agnosis through the use of a CW Doppler method. This is achieved through
a signal processing circuit to amplify a number of CW input signals and to

produce respective pairs of amplified signals with mutually opposite phases
for each CW input signal. This is followed by a set of selector circuits, each
of which selects one signal of each opposite-phase pair and a matrix switch
which uses the output signals from the selector circuits.—DRR

6,711,267

43.60.Qv METHOD AND APPARATUS FOR
PROCESSING SOUND

Kari Kirjavainen, assignor to Panphonics Oy
23 March 2004„Class 381Õ71.1…; filed in Finland

27 November 1996

In this method, the sound field of an ambient sound is measured and an
actuator produces a sound field of opposite polarity. A desired value signalI
is applied to the actuator to be reproduced. A sensor attached to the actuator
measures the sound pressure level and the difference between the sensor

signalB and desired value signalI is applied as a high-gain feedback to the
actuator. The result is that sound not pertaining to signalI may be attenuated
in a simple manner and sound, in accordance with signalI , can be repro-
duced simultaneously with the same equipment.—DRR

6,709,407

43.64.Ri METHOD AND APPARATUS FOR FETAL
AUDIO STIMULATION

Mostafa Fatemi, assignor to Mayo Foundation for Medical
Education and Research

23 March 2004„Class 600Õ559…; filed 30 October 2001

The aim of this method and the associated apparatus is to apply a
focused, directed audio beam at a fetus to stimulate the fetusin utero. An
ultrasound signal, amplitude modulated with an audio range signal, is di-
rected to an ultrasound transducer20 positioned on the abdomen of the
expectant mother. A focused beam from the ultrasound aims at the head of
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the fetus, and the resultant audio signal stimulates the middle ear, causing
the fetus to move. The motion of the fetus can be tracked to test hearing in
individual ears or to assess the general health of the fetus. Moreover, the
focused beam can be directed at the fetus to cause the fetus to move to a
selected location within the womb for the purpose of clinical evaluation or
delivery.—DRR

6,697,494

43.66.Ts METHOD TO GENERATE A
PREDETERMINED OR PREDETERMINABLE
RECEIVING CHARACTERISTIC OF A DIGITAL
HEARING AID, AND A DIGITAL HEARING
AID

Ronald Klootsema and Gerard van Oerle, assignors to Phonak
AG

24 February 2004„Class 381Õ312…; filed 15 December 1999

A two-microphone digital hearing aid is made directional via oversam-
pling and precisely delaying one of the two microphone outputs and sum-
ming the resultant with the first microphone output. For best directional

performance, the two signals must also be level matched. A method is de-
scribed to implement both the level matching and the signal delay with the
same circuitry, e.g., a shift register.—DAP

6,700,982

43.66.Ts HEARING INSTRUMENT WITH ONSET
EMPHASIS

Luc J. R. Geurts et al., assignors to Cochlear Limited
2 March 2004 „Class 381Õ312…; filed in the European Patent Office

8 June 1998

The object of this hearing instrument is to transform an audio signal
into an output signal that is more readily discernible by the hearing-impaired
patient. The device is based on the supposition that the neural activity in a
person’s hearing system at the onset of sound stimulus is much higher than
the neural activity after the onset. The more suddenly the stimulus intensity
increases, the higher the activity will be. The duration of this so-called
short-term adaptation is of the order of magnitude of 10 ms. It is assumed
that the origin of the adaptation effect is at the inner hair cell auditory nerve
synapse. The patent asserts that this hearing instrument will provide an
improved perception of sounds for persons whose hearing system is dam-
aged in such a manner that this adaptation effect is not fully present. Ex-

periments have reportedly shown that when this instrument emphasizes the
onset of the typical intensity increase of speech, the speech intelligibility for
users improves considerably. Accordingly, an embodiment contains a filter-
ing device that is coupled to an emphasizer circuit that outputs a signal that
stresses the onsets.—DRR

6,700,983

43.66.Ts HEARING AID

Tom Bøgeskov-Jensenet al., assignors to Oticon AÕS
2 March 2004 „Class 381Õ322…; filed in Denmark 7 October 1998

Contruction techniques are described to allow at least partial automatic

assembly and easier repairs of behind-the ear hearing aids.—DAP

6,701,162

43.66.Ts PORTABLE ELECTRONIC
TELECOMMUNICATION DEVICE HAVING
CAPABILITIES FOR THE HEARING-IMPAIRED

Brandon Christopher Everett, assignor to Motorola, Incorporated
2 March 2004 „Class 455Õ556.1…; filed 31 August 2000

The patent relates to portable electronic telecommunication devices,
such as cellular telephones and other portable telecommunications comput-
ers that include displays and have computer platforms that can execute
programs for speech-to-text translation. A device of this sort includes a
computer platform incorporating storage for one or more programs, a dis-
play for alphanumeric text, and at least a speech recognition program resid-
ing and selectively executable in the computer platform. Upon connection
with a communicating party, the speech recognition program converts the
words of the party into text that is presented on the display. The device may
also include a text-to-speech program that translates input by the user into
synthetic speech for transmission to the communicating party. The preferred
embodiment of the device is a cellular telephone with an electronic orga-
nizer serving as the computer platform.—DRR

6,704,422

43.66.Ts METHOD FOR CONTROLLING THE
DIRECTIONALITY OF THE SOUND RECEIVING
CHARACTERISTIC OF A HEARING AID A HEARING
AID FOR CARRYING OUT THE METHOD

Lars Baekgaard Jensen, assignor to Widex AÕS
9 March 2004 „Class 381Õ313…; filed 26 October 2000

The directionality of a two-microphone hearing aid is adjustable be-
tween omnidirectional and directional modes by varying attenuation and
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time delay of the microphone outputs before they are combined. Using the
method described, the frequency response and time delay of the output
signal from the hearing aid do not change as the direction is changed. This
helps to ensure that the two signals in a binaural fitting always arrive at the
ears in the same relative phase regardless of the directional mode.—DAP

6,704,423

43.66.Ts HEARING AID ASSEMBLY HAVING
EXTERNAL DIRECTIONAL MICROPHONE

C. Roger Andersonet al., assignors to Etymotic Research,
Incorporated

9 March 2004 „Class 381Õ313…; filed 20 December 2000

Directional microphones are one of the few methods available to in-
crease signal-to-noise ratio for hearing aids. Because of limited space avail-
able and poorer performance due to deeper positioning in the ear canal,

directional microphones are not routinely incorporated inside the smallest
hearing aids. A mounting arm extending from in-the-canal or completely
in-the-canal hearing aids allows incorporating directional microphones into
small hearing aid models.—DAP

6,710,744

43.66.Ts INTEGRATED CIRCUIT FRACTAL
ANTENNA IN A HEARING AID DEVICE

Steve Morris and Steve Pollard, assignors to Zarlink
Semiconductor„U.S.… Incorporated

23 March 2004„Class 343Õ700 MS…; filed 28 February 2002

To enable wireless capabilities in a programmable hearing aid, a fractal
antenna may be incorporated as a conductive trace on a semiconductor

substrate and implemented as an integrated circuit in the hearing aid.—DAP

6,711,271

43.66.Ts POWER MANAGEMENT FOR HEARING
AID DEVICE

Zezhang Hou, assignor to Apherma Corporation
23 March 2004„Class 381Õ323…; filed 3 July 2001

A power saving mode puts a hearing aid to sleep when no stimuli are
present. Intelligent switching between modes is said to reduce power con-
sumption. After a sound identification is performed, the signal processing

circuitry in a hearing aid is placed in reduced power mode when it deter-
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mines that no significant sound or desired sound characteristic is present.—
DAP

6,704,424

43.66.Ts HEARING AID WITH AUDIBLE ALARM

Mead C. Killion, assignor to Etymotic Research, Incorporated
9 March 2004 „Class 381Õ323…; filed 20 June 2002

A low battery detection alarm is provided for hearing aids and other
battery operated devices. The detection circuitry is said to not increase over-
all battery drain or component count significantly. The amplitude and fre-
quency of the alarm signal increase as battery voltage decreases below a
preset threshold.—DAP

6,567,524

43.66.Vt NOISE PROTECTION VERIFICATION
DEVICE

Jarle Sveanet al., assignors to Nacre AS
20 May 2003„Class 381Õ71.1…; filed 1 September 2000

This device is an active hearing protector that combines active noise
cancellation with passive attenuation of the insert protector. The device uses
external microphoneM1 and internal microphoneM2 to sense acoustic
pressure at the pinna and inside the meatus. An acoustic signal is produced

inside the meatus by included sound generatorSG. By various digital signal
processing algorithms the device can verify the attenuation provided by the
protectorin situ, provide controlled feedback of the speaker’s voice sensed
by the internal microphone, or provide wireless communication through the
internal microphone and a wireless communication link.—JE

6,699,178

43.66.Yw ENDOSCOPIC AUDITORY CANAL
CLEANING APPARATUS

Yoshiharu Koda, assignor to Coden Company Limited
2 March 2004 „Class 600Õ104…; filed in Japan 15 November 1999

This device is essentially an endoscopic auditory canal cleaning appa-
ratus. An ear-pick main body has a scraping part at its distal end, to which
light is introduced by an included light source. A fiber scope captures images

of the inside of the ear canal and presents these images for display. A
retainer holds the ear-pick main body and allows the fiber scope to pass
through a hollow opening in the retainer. The retainer can rotate freely about
the fiber scope.—DRR

6,702,758

43.66.Yw HAND-HELD HEARING SCREENER
APPARATUS

Steven J. Iseberg, assignor to Etymotic Research, Incorporated
9 March 2004 „Class 600Õ559…; filed 9 October 2001

This device is a hearing screener that applies distortion-product otoa-
coustic emissions~DPOAEs! to determine the function of the outer hair cells
within the middle ear structure. The functional viability of the outer hair
cells indicates the effectiveness of the middle ear. The absence of DPOAE
indicates a probable hearing loss. In one embodiment, the screener is a
hand-held device that couples to an infant’s ear to perform DPOAE testing.
The device generates tones and relays them to the ear canal through two
receivers. The emissions are then picked up by a low-noise microphone and
analyzed via a built-in digital signal processor. The result is displayed on a
liquid crystal display and can be printed out through an infrared link to a
separate hand printer.—DRR

6,599,129

43.71.Gv METHOD FOR ADAPTIVE TRAINING OF
SHORT TERM MEMORY AND AUDITORY Õ
VISUAL DISCRIMINATION WITHIN A COMPUTER
GAME

William M. Jenkins et al., assignors to Scientific Learning
Corporation

29 July 2003„Class 434Õ169…; filed 24 September 2001

This patent joins a long list assigned to the same company and cover-
ing computer-based speech perception training methods. Here, a group of
words or other clues are presented on a screen. Clicking each item causes
the presentation of a phonetic sound. The game is to match pairs of items

which produce similar sounds. As the game proceeds, there are two ways to
make it harder. Either more test items may be presented or the sounds
played for each can be distorted. This game mostly does the latter, following
the patterns of adjusting transitionn rates which have been described in
many previous reviews of these patents.—DLR
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6,604,947

43.71.Hw ALPHABET IMAGE READING METHOD

Shogen Rai, Meguro-ku, Tokyo, Japan
12 August 2003„Class 434Õ170…; filed 21 June 2000

Presented by a Japanese author and intended for a non-English-
speaking audience, this software system for teaching English sounds and
spelling relies on a graphic display of word cues, combining a picture and an
English word. Some special visual cues are included, such as the use of
pastel ~‘‘soft’’ ! colors for weak vowels and grayed-out display of silent
letters in a word. There is surprisingly little mention of whether the program

uses audio output. There is some mention of a movie, but it is not clear how
it is related to this system. Some of the questionable associations include the
assertions that the ‘‘i’’ in ‘‘insect’’ and in ‘‘pier’’ sound different, that the
vowels in ‘‘oar,’’ ‘‘for,’’ and ‘‘all’’ sound the same, and the use of the word
‘‘picture’’ to illustrate one of the sounds of ‘‘t.’’ The latter perhaps makes
sense to a native speaker of Japanese in that the English cluster ‘‘ksh’’ would
likely be perceived as a single phoneme.—DLR

6,629,844

43.71.Ky METHOD AND APPARATUS FOR
TRAINING OF COGNITIVE AND MEMORY SYSTEMS
IN HUMANS

William M. Jenkins et al., assignors to Scientific Learning
Corporation

7 October 2003„Class 434Õ169…; filed 8 October 1999

In yet another application of the assignee’s often-patented speech
modification technology, this system emphasizes the teaching of higher-
level linguistic constructs through the usual modification of onset and offset

times, transition rates, frequency shifts, etc. The presentation is, as usual, a
computer game environment.—DLR

6,615,174

43.72.Ar VOICE CONVERSION SYSTEM AND
METHODOLOGY

Levent Mustafa Arslan and David Thieme Talkin, assignors to
Microsoft Corporation

2 September 2003„Class 704Õ270…; filed 22 February 2000

This voice changer uses codebook mapping methods to modify the
speaker characteristics of a speech signal from those of the source speaker to
those of a target speaker. All speech qualities, including vocal tract patterns,
excitation patterns, the linear prediction residual, duration, and amplitude
patterns are represented as weighted codebook entries. By adjusting the
weights, which are based on perceptual distance measures, using a gradient
descent approach, different speakers’ voices can be reproduced.—DLR

6,614,466

43.72.Gy TELESCOPIC RECONSTRUCTION OF
FACIAL FEATURES FROM A SPEECH PATTERN

David R. Thomas, assignors to Texas Instruments Incorporated
2 September 2003„Class 348Õ14.13…; filed 22 February 2001

This speech coding system would combine video features with audio
features in the optimization to reduce the bit rate for a talking head display.
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Predictors are applied to both visemes in the video domain and allophones
in the speech domain to allow the transmission of only the novel informa-
tion. The patent suggests that, in some cases, after adaptation, the complete
video image can be produced using only the audio signal.—DLR

6,598,021

43.72.Ja METHOD OF MODIFYING SPEECH TO
PROVIDE A USER SELECTABLE DIALECT

Craig R. Shambaugh, Wheaton, Illinoiset al.
22 July 2003„Class 704Õ270…; filed 13 July 2000

The premise of this patent is that the operation of an automated call
center or a telemarketing operation would be enhanced if a computer-
synthesized voice could embody a specific chosen dialect for the interaction
with called or calling individuals. Like so many disappointing patents which
appear to be of a technical nature, this one does not attempt to describe or
propose specific methods or technology by which its goals could be met.
The entire text speculates on situations and scenarios which might be en-
countered in the use of such a system and possible ways that such scenarios
might be handled.—DLR

6,598,022

43.72.Ja DETERMINING PROMOTING SYNTAX
AND PARAMETERS FOR LANGUAGE-ORIENTED
USER INTERFACES FOR VOICE ACTIVATED
SERVICES

Matthew John Yuschik, assignor to Comverse Incorporated
22 July 2003„Class 704Õ275…; filed 13 August 2002

The ‘‘Summary of the Invention’’ section of this patent begins with the
assertion that a voice interaction system will be more acceptable to and
more useable by its intended user group if it speaks the language of the
group. Not only the phonetic dialect, but also word usage, syntactic struc-
ture, and all other linguistic characteristics are included in the premise. In an
attempt to achieve this goal, the first step is to pursue a preliminary inter-
action using general estimates of the appropriate settings. Based on the
responses and speech collected through these early tests, more definitive
measures are adaptively learned. During all tests and subsequent usage,
additional vocabulary items and modes of expression are incorporated into
the linguistic architecture, converging toward an acceptable level of speech
fluency. Details are a bit sketchy as to just how this is all to be done, but, as
far as they go, the general directions given seem appropriate. The claims
cover various aspects of the process of ‘‘defining a~temporal! prompting
system.’’—DLR

6,600,814

43.72.Ja METHOD, APPARATUS, AND COMPUTER
PROGRAM PRODUCT FOR REDUCING THE
LOAD ON A TEXT-TO-SPEECH CONVERTER
IN A MESSAGING SYSTEM CAPABLE OF
TEXT-TO-SPEECH CONVERSION OF E-MAIL
DOCUMENTS

Paul L. Carter and Sachin Shangarpawar, assignors to Unisys
Corporation

29 July 2003„Class 379Õ88.16…; filed 27 September 1999

Some applications for text-to-speech playback, such as the cell phone
voice email system described here, may involve frequent repetition of iden-
tical phrases or other fragments of sentences. In addition to storing the text
from a large number of previous email messages, the system would also

include storage for the corresponding converted speech output. Phrases used
in a new email message are used to search the past messages. When an
identical phrase occurs, the corresponding speech segment is retrieved,
avoiding the computational load of recomputing the speech signal for that
phrase. Methods proposed for searching the old material are somewhat
blunt. An obvious case is the content of the ‘‘To:,’’ ‘‘From:,’’ ‘‘CC:,’’ and
‘‘Re:’’ lines. Text within the message body is indexed solely by sentence
length.—DLR

6,625,575

43.72.Ja INTONATION CONTROL METHOD FOR
TEXT-TO-SPEECH CONVERSION

Keiichi Chihara, assignor to Oki Electric Industry Company,
Limited

23 September 2003„Class 704Õ260…; filed in Japan 3 March 2000

This patent presents a new model for describing the pitch structure of
the mora, as used in synthesizing Japanese speech. The general criticism of
previous pitch models seems to be that many different parameters were too

closely interrelated. Here, it is possible to alter a number of the details
without changing the effects of other parameter settings. Here, for example,
the pitch of each word can be specified without regard to the accent type and
without changing the overall average pitch.—DLR

6,625,576

43.72.Ja METHOD AND APPARATUS FOR
PERFORMING TEXT-TO-SPEECH CONVERSION IN
A CLIENT ÕSERVER ENVIRONMENT

Gregory P. Kochanski et al., assignors to Lucent Technologies
Incorporated

23 September 2003„Class 704Õ260…; filed 29 January 2001

To allow more efficient operation in a network environment, this
speech synthesis system is separated into two parts, the conversion of text to
an intermediate phonetic representation, and the conversion of the phonetic
text to speech audio data. This division allows a server to be used for the
first portion of the task, which may involve access to large databases. A
relatively low rate transmission to a client device, such as a cell phone,
allows completion of the process at the point where the audio speech
samples will be immediately converted to sound using a process which
requires access to relatively smaller databases. Various embodiments allow
certain exceptions to this simple model which result in better quality
output.—DLR

SOUNDINGS

634 J. Acoust. Soc. Am., Vol. 116, No. 2, August 2004 Reviews of Acoustical Patents



6,647,363

43.72.Ja METHOD AND SYSTEM FOR
AUTOMATICALLY VERBALLY RESPONDING TO
USER INQUIRIES ABOUT INFORMATION

Antonius M. W. Claassen, assignor to ScanSoft, Incorporated
11 November 2003„Class 704Õ1…; filed in the European Patent

Office 9 October 1998

This automated voice response system includes a dialogue manager
and a presentation manager, which work together to provide a more natural
interaction with the human inquirer. Based on the inquiry and database
information, the dialogue manager constructs the basic response phrases.
The presentation manager then takes into consideration the phrasing used in
present and past inquiries, among other details, to reorganize the dialogue. It
determines which aspects of the response will be of greatest interest to the
inquirer and restructures the response accordingly.—DLR

6,615,173

43.72.Kb REAL TIME AUDIO TRANSMISSION
SYSTEM SUPPORTING ASYNCHRONOUS INPUT
FROM A TEXT-TO-SPEECH „TTS… ENGINE

Joseph Celi, Jr., assignor to International Business Machines
Corporation

2 September 2003„Class 704Õ260…; filed 28 August 2000

This is a collection of network servers of various types, which work
together to implement a network-based text-to-speech capability. The syn-
thesis server passes the synthesized audio packets to an audio server, which
manages the real-time aspects of transmitting the speech signal. Most of the
short patent, in fact, deals with real-time issues; how to manage time-critical
data in an environment where packet arrival times cannot be guaranteed.—
DLR

6,606,597

43.72.Ne AUGMENTED-WORD LANGUAGE MODEL

Eric K. Ringger and Lucian Galescu, assignors to Microsoft
Corporation

12 August 2003„Class 704Õ270…; filed 8 September 2000

The essence of this speech recognition system is a lexicon built up of
‘‘augmented’’ words. By this is meant simply that each word is attached to
additional information fields, including a phonetic representation, a spelled
form, syntactic information where applicable, and various forms of semantic
information. Such fields might includen-gram information, including the
probability that the word occurs in various combinations with other words.
Most of the brief patent deals with methods for efficiently storing useful
amounts of word-orientedn-gram information. Surely, this is all completely
obvious to anyone who needs to build a lexicon. Fifteen claims outline the
possible contents and arrangements of computer memory storage.—DLR

6,615,178

43.72.Ne SPEECH TRANSLATOR, SPEECH
TRANSLATING METHOD, AND RECORDED
MEDIUM ON WHICH SPEECH TRANSLATION
CONTROL PROGRAM IS RECORDED

Kazuhiko Tajima, assignor to Sony Corporation
2 September 2003„Class 704Õ277…; filed in Japan

19 February 1999

This device would recognize an input speech signal and display a
translation of the message in a different language. Frame-by-frame analysis,
noise reduction based on a second signal, and HMM fitting are all tradi-
tional. Syntactic/semantic analysis would use two databases, a statistical

model and a head-and-complement grammar model, although little further
detail is disclosed in the patent. Phonetic patterns, statistical patterns, and
repeatedly used grammatical structures would be tracked with a history
mechanism and used to guide further analysis.—DLR

6,622,121

43.72.Ne TESTING SPEECH RECOGNITION
SYSTEMS USING TEST DATA GENERATED BY
TEXT-TO-SPEECH CONVERSION

Hubert Crepy et al., assignors to International Business Machines
Corporation

16 September 2003„Class 704Õ243…; filed in the European Patent
Office 20 August 1999

This system would use a large body of audio material based on a text
source and spoken by a speech synthesizer for testing a speech recognition
system. The brief patent concentrates on the advantages of such an ap-

proach, primarily the repeatability of test conditions. There is no mention of
possible issues that could arise because of the synthetic qualities of the
testing materials.—DLR

6,633,844

43.72.Ne LATE INTEGRATION IN AUDIO-VISUAL
CONTINUOUS SPEECH RECOGNITION

Ashish Verma et al., assignors to International Business Machines
Corporation

14 October 2003„Class 704Õ251…; filed 2 December 1999

ReminscentofHal’sperformance in themovie ‘‘2001,ASpaceOdys-
sey,’’ this system would make use of features extracted from a video signal
to assist in the recognition of speech from an associated audio signal. The
patent makes reference to the McGurk effect and extensive prior work in
automated lip reading. Visemes are extracted from the video signal and an
initial classification is performed. Most of the short patent deals with the
way these visual features are integrated with the corresponding audio-based
features to reconstruct a phoneme sequence.—DLR

6,701,293

43.72.Ne COMBINING N-BEST LISTS FROM
MULTIPLE SPEECH RECOGNIZERS

Steven M. Bennett and Andrew V. Anderson, assignors to Intel
Corporation

2 March 2004 „Class 704Õ251…; filed 13 June 2001

An audio input stream is routed to at least two speech recognizers.
Each recognizer produces ann-best list of possible results. The quality of
the n-best lists may vary with different recognizers due to different algo-
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rithms used. A method is described for selecting among the lists of best
possible results from several recognizers and combining them into an over-
all sortedn-best list. A subset of entries is then generated and sent to the
application.—DAP

6,704,707

43.72.Ne METHOD FOR AUTOMATICALLY AND
DYNAMICALLY SWITCHING BETWEEN
SPEECH TECHNOLOGIES

Andrew V. Anderson and Steven M. Bennett, assignors to Intel
Corporation

9 March 2004 „Class 704Õ231…; filed 14 March 2001

A method is described to improve efficiency and cost effectiveness by
switching between different speech recognizers depending on the require-
ments for recognition of the audio input stream. Desired applications range

from inexpensive, high accuracy, dedicated capability systems for recogniz-
ing numerical choices within a closed set to computationally expensive,
speaker-independent systems for recognizing dictation.—DAP

6,694,920

43.80.Lb METHOD OF USING SOUND FOR
ATTRACTING AND GRADING FISH

Wendell Harold Noe, Lake City, Arkansas
24 February 2004„Class 119Õ712…; filed 18 March 2003

This is a rather oddly written patent that refers in its title to a method
of attracting and grading fish in fish farming but seems to concentrate on the
setup of a duck shooting resort layout. The semi-circular layout of the duck
hunting blinds appears to be sure to precipitate quite a few human casualties.
Also, a rather preposterous method is proposed to use sound for attracting
and grading fish in an auxiliary fish farming operation. A certain sound, such
as a bell or other noise, is made during a ‘‘training period’’ during which fish
supposedly learn to associate feeding with that sound and they learn to
congregate in a certain location so that they can receive food~and medica-
tion when needed!. During harvesting, the sound is used to attract the fish
into grading areas so that grading screens can be used to segregate fish of
different sizes for harvesting. The patent was granted on 24 February 2004,
precisely 35 days ahead of a more appropriate date~April 1!.—DRR

6,695,785

43.80.Qf CATHETER INCLUDING ULTRASOUND
TRANSDUCER WITH EMISSIONS ATTENUATION

Axel F. Brisken and N. Parker Willis, assignors to Cardiac
Pathways Corporation

24 February 2004„Class 600Õ459…; filed 21 August 2001

This catheter incorporates an ultrasound transducer situated on an
elongated body member and a damping region adjacent to a portion of the
transducer. The transducer is configured to emit or receive an ultrasonic
signal. The purpose of the ultrasonic damping region is to improve unifor-
mity of the signal in three-dimensional space. Either air or a material con-
taining air constitutes the means of damping.—DRR

6,699,191

43.80.Qf ULTRASOUND DEVICE TO DETECT
CAISSON’S DISEASE

George A. Brock-Fisher, assignor to Koninklijke Philips
Electronics N.V.

2 March 2004 „Class 600Õ437…; filed 18 June 2002

This is a device designed to detect decompression disease~more popu-
larly known as ‘‘the bends’’! that occurs when gas bubbles are released in
body tissues and fluids due to an overly rapid decrease in surrounding pres-
sure after prolonged exposure of the body to a compressed atmosphere. The
device consists of an ultrasonic transducer that sends and receives sound
signals to/from a blood vessel of a patient being examined for the occur-
rence of the bends and an analyzer that processes the received sound signals
to establish the presence or nonpresence of bubbles in the blood vessel.—
DRR

6,699,201

43.80.Qf ACOUSTIC WINDOW IDENTIFICATION

Scott Donaldson Stearns, assignor to MedAcoustics, Incorporated
2 March 2004 „Class 600Õ528…; filed 29 November 2001

This patent describes a method for determining an acoustic window
suitable for passive-acoustic coronary artery disease evaluation. A multi-
channel acoustic sensor array~having at least four and preferably more
sensors! is positioned onto the chest of a subject. A weighting value is
calculated for each of the sensor channels in the sensor array. The location
of each sensor in the array is determined. The sensor channels which meet
predetermined test criteria~viz., those entailing the highest weighting val-
ues! are identified and a perimeter is defined which extends about and sub-
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stantially encloses the identified sensor channels, thereby establishing an
acoustic window suitable for acoustic listening diagnostics procedures. In
the preferred embodiment, the calculation is done by assigning signal-to-
noise ratio based weighting values to each of the sensor channels. The
predetermined test criteria include identifying the sensors manifesting the
three highest calculated weighting values or identifying at least three sensors
exhibiting one or more high weighting values.—DRR

6,699,204

43.80.Qf DEVICE FOR ANALYZING AUSCULTATION
SOUNDS, IN PARTICULAR RESPIRATORY
SOUNDS

Georges Kehyayanet al., assignors to Georges Kehyayan; Ivan
Kehayoff

2 March 2004 „Class 600Õ533…; filed in France 24 March 1999

This device for analyzing respiratory sounds consists of a set of acous-
tic sensors that relay the intensity of sound signals sampled at selected times
at specific points on the body to a data storage module. A processing module

evaluates the set of transformed intensity levels to provide a three-
dimensional presentation of the sound in the time and frequency domains.—
DRR

6,699,711

43.80.Qf DEVICE AND METHOD FOR SELECTIVE
EXPOSURE OF A BIOLOGICAL SAMPLE TO
SOUND WAVES

Thomas Hahn et al., assignors to Fraunhofer-Gesellschaft zur
Forderung der angewandten Forschung e.V.

2 March 2004 „Class 435Õ283.1…; filed in Germany 7 May 1998

This is an apparatus for selective exposure of a biological sample, e.g.,
cell materials or tissue samples, to sound waves. It consists of a receptacle
into which the biological sample is introduced in suspended form and an
electroacoustic transducer that generates the sound waves. The transducer is
located outside the receptacle in such a manner that the sound wave cou-
pling occurs through the receptacle wall into the sample.—DRR

6,702,743

43.80.Qf ULTRASOUND APPARATUS AND
METHOD FOR TISSUE RESONANCE ANALYSIS

David Michaeli, assignor to Inta–Medics, Limited
9 March 2004 „Class 600Õ438…; filed 24 June 2002

This patent, a derivative of United States Patent 5,840,018 by the same
discloser, covers an ultrasonic probe that is placed on the head of a patient
and is used to generate an ultrasonic pulse that propagates through the skull
and the brain. The pulse is reflected off the skull and off of tissue lying in a

path normal to the probe. A portion of the echo-generated~EG! signal is
selected and that signal is integrated over the selected portion to generate an
echo pulsograph~EPG! signal. The EPG signal provides information regard-
ing the physiological state of the tissue at a depth from the ultrasonic pulse
corresponding to the selected portion of the EG signal.—DRR

6,702,746

43.80.Qf ALVEOLAR BONE MEASUREMENT
SYSTEM

Samer M. Srouji, assignor to Dentosonic Limited
9 March 2004 „Class 600Õ449…; filed in Israel 23 June 1999

An ultrasound system is provided for assessment of distance between
an area of interest and a known location of a nonbone canal for use in
drilling an implant-receiving cavity in the alveolar bone of a human patient’s
posterior mandible or posterior maxilla. The system includes an ultrasonic
probe that can be inserted into the area of interest and transceives pulse-echo
ultrasound to the alveolar bone. An electronic circuit processes the ultra-
sound signal and provides an indication of the remaining alveolar bone
distance between the ultrasound probe and a canal within the alveolar
bone.—DRR

6,705,319

43.80.Qf MINIATURE ACOUSTICAL GUIDANCE
AND MONITORING SYSTEM FOR TUBE
OR CATHETER PLACEMENT

George R. Wodickaet al., assignors to Purdue Research
Foundation

16 March 2004„Class 128Õ207.14…; filed 26 May 2000

This patent refers to an apparatus and method for acoustically guiding,
positioning, and monitoring a tube or catheter within a body conduit or
cavity in order to ensure the patency of the tube or catheter. An incident
sound pulse is generated and propagated down the tube into the body. Mul-
tiple microphones are located within the tube and positioned to detect pulses
traveling through the tube. A discriminator distinguishes between the inci-
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dent sound pulse and the reflections from within the body. The detected
sound pulses are processed to yield an indication of the location of the distal
end of the tube within the body, to provide guidance of the insertion into the
body, to estimate dimensions of the body adjacent to the distal end of the
tube, and to indicate if the tube is obstructed.—DRR

6,709,396

43.80.Qf ULTRASOUND ARRAY TRANSDUCER
FOR CATHETER USE

Aimé Fleschet al., assignors to Vermon
23 March 2004„Class 600Õ459…; filed 17 July 2002

This patent describes an ultrasonic linear array transducer to be used in
catheter instruments and the methods of fabricating this type of array to
meet the requirements of surgical procedures. The array consists of a piezo-
electric member sandwiched between matching layers and a backing mem-
ber. A flexible stiffening element or elements are embedded in the backing
member—opaque to radio frequencies and integrated along the azimuthal
axis of the array so as to allow a user to view the element on a display and
determine the angular position of the array. A flexible interconnect assembly
connects the electrodes of the piezoelectric member and the external ca-
bling. Various methods for adding a surrounding protective cover to the
array are also described.—DRR

6,709,397

43.80.Qf SCANNING PROBE

James D. Taylor, assignor to Envisioneering, LLC
23 March 2004„Class 600Õ459…; filed 16 October 2002

This ultrasound cavital probe suitable for transrectal or other usage
features a pair of motors within one end of its housing and consists of two
shafts—a shaft connected to one motor to provide longitudinal movement of
the ultrasound transducer and another shaft extending through the hollow

interior of the first shaft and connected to the second motor to provide rotary
or pivotal movement to the transducer/probe. This probe can provide a two-
dimensional view of the surrounding anatomy and, because of the longitu-
dinal movement of the first shaft, can also provide a three-dimensional volu-
metric scan of the surrounding anatomy.—DRR

6,695,781

43.80.Sh ULTRASONIC MEDICAL DEVICE FOR
TISSUE REMODELING

Robert A. Rabiner and Bradley A. Hare, assignors to OmniSonics
Medical Technologies, Incorporated

24 February 2004„Class 600Õ439…; filed 27 July 2001

This is a device intended for use by plastic surgeons. The cylindrical
ultrasonic probe provides transverse mode ultrasonic waves to fragment
tissue by emulsification. The probe can be utilized with acoustic and/or

aspiration sheaths to enhance destruction and removal of an occlusion.
Armed with an imaging device, the probe can, in effect, remodel human
tissue in medical and cosmetic surgical procedures.—DRR

6,695,782

43.80.Sh ULTRASONIC PROBE DEVICE WITH
RAPID ATTACHMENT AND DETACHMENT MEANS

Kevin Ranucci et al., assignors to OmniSonics Medical
Technologies, Incorporated

24 February 2004„Class 600Õ439…; filed 11 October 2001

This is another version of the probe described in Patent 6,695,781,
reviewed above. It is also an ultrasonic tissue ablation device incorporating
a transversely vibrating elongated probe, but it features a coupling assembly
for probe attachment/detachment so that it can be used in combination with
a flexible catheter wire, whereby the probe can be rapidly attachable to and
detachable from its ultrasonic energy source.—DRR

6,702,775

43.80.Sh ULTRASOUND METHOD FOR
REVASCULARIZATION AND DRUG DELIVERY

Lauri J. DeVore, assignor to SciMed Life Systems, Incorporated
9 March 2004 „Class 604Õ22…; filed 15 January 2003

The described method entails an intravascular ultrasound percutaneous
myocardial revascularization~PMR! device that features a needle for sup-
plying the heart with an angiogenic material or contrasting agent. In one
embodiment, a needle is attached to the ultrasound PMR device adjacent to
the catheter along the catheter’s longitudinal axis. The needle delivers an-
giogenic materials or a contrasting agent to an area of interest. The patent
maintains that by combining ultrasound myocardial revascularization with
an additional lumen for delivery materials, advantage is gained over the
prior art by the fact that virtually no myocardial tissue is destroyed and
seepage of angiogenic materials is minimized.—DRR

6,695,778

43.80.Vj METHODS AND SYSTEMS FOR
CONSTRUCTION OF ULTRASOUND IMAGES

Polina Golland and Stacy Ho, assignors to AITech, Incorporated
24 February 2004„Class 600Õ437…; filed 3 July 2002

Echoes from a single unfocused transmission by a number of elements
are processed to produce an image so that high frame rates are possible for
volumetric imaging.—RCW

6,695,779

43.80.Vj METHOD AND APPARATUS FOR
SPATIOTEMPORAL FREEZING OF ULTRASOUND
IMAGES IN AUGMENTED REALITY
VISUALIZATION

Frank Sauer et al., assignors to Siemens Corporate Research,
Incorporated

24 February 2004„Class 600Õ437…; filed 16 August 2002

A sequence of ultrasound images is stored. Images selected using time
are displayed as a set. Additional selected images can be added or removed
from the set.—RCW
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6,695,784

43.80.Vj ULTRASOUND PULSATILITY IMAGING

David Michaell, assignor to Inta–Medics, Limited
24 February 2004„Class 600Õ453…; filed in Israel 9 March 1999

A three-dimensional image of pulsatile activity in a selected volume of
tissue is formed by processing ultrasound echo signals as the ultrasonic
focus is varied along a line. The processing is repeated for additional lines
within a plane. The line-by-line processing is then repeated in additional
planes within the volume.—RCW

6,699,189

43.80.Vj ULTRASOUND DISTORTION
COMPENSATION USING BLIND SYSTEM
IDENTIFICATION

Feng Lin and Robert C. Waag, assignors to University of
Rochester

2 March 2004 „Class 600Õ437…; filed 26 December 2001

Aberration in ultrasonic imaging is modeled by using a linear filter
bank. The response of each filter is determined by a so-called blind system

identification method that assumes the signals arise from a common origin
and uses only signals from an array of receiving elements. Computation is
reduced by grouping receiver array elements into subapertures.—RCW

6,702,745

43.80.Vj 3DÕ4D ULTRASOUND IMAGING SYSTEM

David Smythe, Glasgow, the United Kingdom
9 March 2004 „Class 600Õ443…; filed in the United Kingdom

21 January 1999

An array of transducers is used to emit omnidirectional ultrasonic
waves. Echoes are detected, sampled, and processed to obtain reflection
amplitude in a volume. Arbitrary planes in the volume may be imaged.—
RCW

6,702,747

43.80.Vj ACOUSTICALLY GENERATED IMAGES
HAVING SELECTED COMPONENTS

George F. Garlick, assignor to Advanced Imaging Technologies II
LLC

9 March 2004 „Class 600Õ459…; filed 17 October 2001

Diffracted and undiffracted components of signals in a through-
transmission system are received. Images are produced from either the dif-
fracted component or the undiffracted component. Alternatively, selected
frequencies from the diffracted component may be used to produce
images.—RCW

6,704,438

43.80.Vj APPARATUS AND METHOD FOR
IMPROVING THE SIGNAL TO NOISE RATIO ON
ULTRASOUND IMAGES USING CODED
WAVEFORMS

Radu Alexandru, assignor to Aloka Company, Limited
9 March 2004 „Class 382Õ128…; filed 8 May 2000

Real-valued ultrasound signals are filtered in parallel in the frequency
domain by using fast forward and inverse Fourier transforms. Filter charac-
teristics are selected from stored sets of characteristics by using factors such
as depth of focus. This allows the use of coded waveforms to improve the
signal-to-noise ratio in ultrasonic images.—RCW

6,705,992

43.80.Vj ULTRASOUND IMAGING ENHANCEMENT
TO CLINICAL PATIENT MONITORING
FUNCTIONS

Ronald D. Gatzke, assignor to Koninklijke Philips Electronics
N.V.

16 March 2004„Class 600Õ437…; filed 28 February 2002

An ultrasonic imaging capability is integrated in a patient monitoring

system to display ultrasonic images continuously as well as to provide di-
agnostic data continuously from the images.—RCW
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6,705,993

43.80.Vj ULTRASOUND IMAGING SYSTEM AND
METHOD USING NON-LINEAR POST-
BEAMFORMING FILTER

Emad S. Ebbini and Pornchai Phukpattaranont, assignors to
Regents of the University of Minnesota

16 March 2004„Class 600Õ443…; filed 10 May 2002

Linear and nonlinear components of ultrasonic beamformed signals are

separated using filter coefficients based on a Volterra filter model.—RCW

6,705,994

43.80.Vj TISSUE INHOMOGENEITY CORRECTION
IN ULTRASOUND IMAGING

Kobi Vortman and Shuki Vitek, assignors to Insightec–Image
Guided Treatment Limited

16 March 2004„Class 600Õ443…; filed 8 July 2002

Focusing delay times are computed for transducer array elements by
using the speed of sound in a selected region of tissue and the boundaries of

the region. The selected regions may be fat or other tissues. The site of
interest is imaged using the computed delay times.—RCW

6,709,392

43.80.Vj IMAGING ULTRASOUND TRANSDUCER
TEMPERATURE CONTROL SYSTEM AND
METHOD USING FEEDBACK

Ivan Salgoet al., assignors to Koninklijke Philips Electronics N.V.
23 March 2004„Class 600Õ439…; filed 10 October 2002

The temperature of an ultrasonic transducer is controlled by changing
operating system parameters. The changes are based on feedback from tem-
perature sensing elements in the transducer. The system parameters that are
changed may be preset, determined by the system user, or a combination of
the two. Alteration of the parameters may be based on the imaging mode
being used, the difference between the current temperature and a preferred
temperature, or a threshold temperature being reached.—RCW

6,709,394

43.80.Vj BIPLANE ULTRASONIC IMAGING

Janice Frisa et al., assignors to Koninklijke Philips Electronics
N.V.

23 March 2004„Class 600Õ445…; filed 29 August 2002

The plane of one image has a fixed orientation relative to the trans-
ducer. The plane of the other image can be rotated and tilted relative to the
fixed plane. An image orientation icon is displayed together with the biplane
images to depict the relative orientation of the two images.—RCW

6,709,395

43.80.Vj SYSTEM AND METHOD FOR
ELECTRONICALLY ALTERING ULTRASOUND
SCAN LINE ORIGIN FOR A THREE-DIMENSIONAL
ULTRASOUND SYSTEM

McKee Poland, assignor to Koninklijke Philips Electronics N.V.
23 March 2004„Class 600Õ447…; filed 25 June 2002

The orientation of ultrasonic scan lines in two or more dimensions is
altered to produce scan lines apparently emanating from a location other
than the center of the ultrasound transducer used to acquire the scan lines.—
RCW
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A closed-form solution for reflection and transmission
of transient waves in multilayers
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The reflection–transmission problem for a multilayer is examined in the time domain. The layers are
linearly elastic, possibly anisotropic, but homogeneous. The multilayer is sandwiched between two
homogeneous half-spaces and the incident wave propagates along the normal to the layers. By
applying repeatedly the continuity of displacement and traction, the outgoing waves at each
interface are evaluated in terms of the incoming ones. As a result, a system of equations is
established which eventually determines the reflected and transmitted waves and the waves inside
the layers, in terms of the incident wave. A few simple cases are examined in detail to show, e.g.,
the distortion of a rectangular incident pulse, originated by multiple reflections, and the occurrence
of resonance effects. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1765193#

PACS numbers: 43.20.Bi, 43.20.El, 46.40.Cd@ADP# Pages: 643–654

I. INTRODUCTION

The wide extent of applicability, besides the conceptual
interest per se, motivates the large body of literature on
reflection–transmission processes generated by multilayers.
References 1–4 and references therein provide a wide set of
applications and mathematical approaches to solve the asso-
ciated problems.

Quite often, the reflection–transmission processes are
investigated in the frequency domain. This scheme is natural
in connection with wave propagation generated by time-
harmonic incident waves and sources. Further, if the govern-
ing equations are linear, the application of the Fourier trans-
form allows us to study a time dependent process in the
frequency domain. The frequency domain seems to be con-
venient if the material is inhomogeneous or the incidence is
oblique.4,5 However, a time domain description is often the
most direct and natural representation of a material behavior
and can be expected to provide results and insights which
may be hard to arrive at in the frequency domain through the
eventual inverse Fourier transform. Also an analysis in the
time domain overcomes the difficulties of accurate computa-
tions associated with nonanalytical functions.6

In this paper we examine the reflection–transmission
problem for a multilayer in the time domain. The layers are
homogeneous and linearly elastic, possibly anisotropic. The
multilayer is sandwiched between two homogeneous half-
spaces. The incident wave propagates in the direction of in-
homogeneity~normal incidence!. This simplifies somewhat
the reflection–transmission problem. In fact, the problem is
three-dimensional as far as the polarization is concerned but
is geometrically one-dimensional. The existence and unique-
ness of the solution is proved in Ref. 7; here we look for an
operative procedure to establish the solution.

The formulation of the reflection–transmission process

is set up forn layers. At any interface between adjacent
layers, the continuity of displacement and traction is required
and this results in a set of boundary conditions. A careful
analysis of the equations provided by the boundary condi-
tions allows us to write, at any interface, the functions rep-
resenting the outgoing waves in terms of the incoming ones.
Appropriate developments and repeated use of D’Alembert’s
formula give the solution to the reflection–transmission
problem, at a timet, through a finite number of terms in-
volving incoming waves since the initial time. In addition, an
efficient algorithm is provided for the evaluation of the~ex-
act! solution.

In essence, in this paper we provide the reflected and
transmitted wavesuR,uT generated by a given incident wave
uI , throughn layers in the time-domain. In generaluR and
uT are given by a system of equations to be solved through
an algorithm with a finite number of steps. In addition, the
results hold for anisotropic layers between anisotropic half-
spaces. In simple casesuR anduT are given in closed form.
Both the closed form and the algorithm show how the re-
flected and transmitted waves are affected by the superposi-
tion, at different times, of waves propagating forward and
backward in the layers. Consistent with the main advantage
of the time-domain,uR anduT are found explicitly in space-
time variables, in a more direct and immediate form~see
Figs. 1–8!. To our knowledge similar results are found only
in the context of electromagnetism in undeformable isotropic
solids.8–10The originality of the present results is also due to
the efficient form obtained, through integration in time, for
the boundary condition on the traction.

II. WAVES IN UNIAXIAL ELASTIC SOLIDS

Consider a body occupying the whole space domainR3.
Each position in the body is associated with the Cartesian
coordinatesx,y,z or x1 ,x2 ,x3 . Denote byx5(x,y,z) thea!Corresponding author: A. Morro. Electronic mail: morro@dibe.unige.it
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position vector. Letu(x,t) be the displacement at timet.
Body forces are disregarded and hence the equation of mo-
tion is expressed by

r] t
2u5“"T,

wherer is the mass density andT is the Cauchy stress ten-
sor. Since we have in mind linear models,] t denotes the
~partial! time derivative.

The body is taken to be anisotropic and elastic. We then
write T in terms of the gradient of displacement,“u, in the
form

T5C“u,

whereC is the fourth-order elastic tensor. In indicial form,

Ti j 5Ci jhk]uk /]xh .

The tensorC is required to satisfy the minor and major sym-
metries,

Ci jhk5Cjihk5Ci jkh5Chki j .

We now look for uniaxial solutionsu(z,t) in homoge-
neous layers namely whenC is piecewise constant inz and
constant inx,y. Letting n be the unit vector ofz and ]z

5]/]z we have

“u5n‹]zu,

whence

T5C@n‹]zu#.

Hence the traction,

t5Tn,

at the surfacesz5constant, is given by

t5Q]zu, ~1!

where

Q5nCn or Qik5Ci33k

is the acoustic tensor. By the major symmetry it follows that
Q is symmetric. Further, we assume thatQ is positive defi-
nite.

Because

“"T5Q]z
2u,

the equation of motion becomes

r] t
2u5Q]z

2u. ~2!

Let q1 ,q2 ,q3 be the~positive! eigenvalues of the matrix
Q and leta1 ,a2 ,a3 be the associated eigenvectors,

Qar5qrar , r 51,2,3.

Irrespective of the multiplicity of the eigenvalues, we can
always regarda1 ,a2 ,a3 as orthonormal. Hence we can write

(
r

ar‹ar51, Q5(
r

qrar‹ar ; ~3!

hereafter, if not otherwise indicated, it is understood that the
summation is over 1 to 3. By using the eigenvectors$ak% as
a basis we can expressu(z,t) in the form

u~z,t !5(
r

ur~z,t !ar . ~4!

Within a homogeneous regionQ and $ak% are constant and,
upon substitution of~4! in ~2!, we find that

r(
r

] t
2urar5(

r
qr]z

2urar .

Hence it follows that the component functionsur satisfy a
decoupled system of wave equations,

r

qr
] t

2ur2]z
2ur50, r 51,2,3.

This implies thatcr5Aqr /r is the speed of propagation of
the waveur . Also,

ur~z,t !5ûr
f~z2crt !1ûr

b~z1crt !,

where ûr
f and ûr

b represent forward~-propagating! and
backward~-propagating! waves in thez-direction.

In view of the representation~4! we can say that any
uniaxial solutionu(z,t) can be expressed by

u5(
r

ûr
f~z2crt !ar1(

r
ûr

b~z1crt !ar . ~5!

The first sum involves three forward waves, the second one
three backward waves. The eigenvectors$ar% are the direc-
tions of polarization and$ûr

f%,$ûr
b% are the corresponding

components. Also,ûr
far (ûr

bar) is the r -th mode of forward-
~backward-! propagation.

If the material is isotropic then

Q5m11~m1l!n‹n,

wherem andl are the Lame´ elastic moduli. Hence if, e.g.,

a35n, a1 ,a2'n,

we have

c35A~2m1l!/r, c15c25Am/r.

III. REFLECTION–TRANSMISSION PROBLEM FOR A
MULTILAYER

Let z,0 and z.L be homogeneous half-spaces. The
interval 0,z,L consists ofn adjacent homogeneous layers
separated by interfaces atz5z1 , . . . ,zn21 . At z5z050 and
z5zn5L an interface separates the multilayer from the ad-
jacent half-space. Thea-th layer,a51,2,. . . ,n occupies the
intervalzP(za21 ,za). As is quite a common practice we let
the displacementu and the tractiont be continuous across
any interface, namely

u~za2 ,t !5u~za1 ,t !, t~za2 ,t !5t~za1 ,t !,

a50,1,. . . ,n.

The reflection–transmission process can be framed as
follows. The incident transient waveuI is coming fromz
52` and impinges on the multilayer atz50. The reflected
wave uR propagates in the half-spacez,0, the transmitted
waveuT in z.L. Both half-spaces are homogeneous. Denote
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by a superscript2 or 1 the parameters pertaining toz,0 or
z.L. Hence we can representuI ,uR,uT as

uI~z,t !5(
s

ûs
I ~z2cs

2t !as
2 , ~6!

uR~z,t !5(
s

ûs
R~z1cs

2t !as
2 ,

~7!

uT~z,t !5(
s

ûs
T~z2cs

1t !as
1 .

The displacementu is then expressed by

u~z,t !5H uI~z,t !1uR~z,t !, z,0,

ua~z,t !, zP~za21 ,za!, a51,2,. . . ,n,

uT~z,t !, z.L.

~8!

The functionua, a51,2,. . . ,n, denotes the solution in the
a-th layer zP(za21 ,za). The continuity ofu and t at each
interface implies that, for each timetPR,

uI~02 ,t !1uR~02 ,t !5u1~01 ,t !,
ua~za2 ,t !5ua11~za1 ,t !, a51,2,. . . ,n21,
un~L2 ,t !5uT~L1 ,t !,

~9!

and, by means of~1! and ~8!,

Q~02!@]zu
I~02 ,t !1]zu

R~02 ,t !#5Q~01!]zu
1~01 ,t !,

Q~za2!]zu
a~za2 ,t !5Q~za1!]zu

a11~za1 ,t !,
a51,2,. . . ,n21,

Q~L2!]zu
n~L2 ,t !5Q~L1!]zu

T~L1 ,t !.
~10!

For definiteness we letuI be nonzero, atz502 , only after
t50. It is then assumed thatuR,ua,uT are nonzero aftert
50. This is made precise by writing the initial conditions

uI~02 ,0!50, uR~z,0!50, ] tu
R~z,0!50, z,0,

ua~z,0!50, ] tu
a~z,0!50, zP~za21 ,za!,

a51,2,. . . ,n, ~11!

uT~z,0!50, ] tu
T~z,0!50, z.L.

We can then state the problem as follows.
Reflection–transmission problem. Given uI , in the form
~6!, while uR,uT possess the outgoing character as in~7!, find
the function~8! in R3R1 such that the equation of motion
~2! holds aszP(0,z1)ø(z1 ,z2)ø ¯ ø(zn21 ,L) subject to
the boundary conditions~9!–~10! and the initial conditions
~11!.

Based on existence and uniqueness results7 we now look
for the representation of the solution.

IV. CONSEQUENCES OF THE CONTINUITY
CONDITIONS

The multilayer occupies the interval 0,z,L and is
comprised ofn homogeneous layers. As before, we denote
by the superscripts2 or 1 the values pertaining toz,0 or
z.L and by the superscript or subscripta, a51, . . . ,n, the
values pertaining to thea-th layer,zP(za21 ,za). The rep-
resentations~6! and ~7! remain valid.

Also by analogy with~6!, ~7!, we find it convenient to
represent the solutionua in thea-th layer as a superposition
of the forward wavesup

a f and the backward wavesup
ab such

that

ua5(
p

~up
a f1up

ab!ap
a .

They are functions on (za21 ,za)3R of the form

up
a f~z,t !5ûp

a f~z2cpt !, up
ab~z,t !5ûp

ab~z1cpt !,
~12!

p51,2,3, a51, . . . ,n.

Hence we can replace~8! with

u~z,t !

55
(

p
@up

I ~z,t !1up
R~z,t !#ap

2 , z,0,

(
p

@up
a f~z,t !1up

ab~z,t !#ap
a , zP~za21 ,za!,

(
p

up
T~z,t !ap

1 , z.L.

~13!

The initial conditions~11! take the form

up
I ~02 ,0!50, up

R~z,0!50, ] tup
R~z,0!50, z,0,

up
a f~z,0!50, ] tup

a f~z,0!50, up
ab~z,0!50,

] tup
ab~z,0!50, zP~za21 ,za!, ~14!

up
T~z,0!50, ] tup

T~z,0!50, z.L,

where p51,2,3. Next we apply~14! also at the limit z
→02 ,01 ,L2 ,L1 .

Owing to the form~12! of the functionsûp it follows
that the same value occurs at different places provided ap-
propriate times are considered. Of course this is obvious and
well known for any single functiong(z6ct). Here we have
to account forn12 different sets of speedscp , p51,2,3,
according asz,0, zP(za21 , za),z.L. In particular we find
the relations

up
R~z,t !5up

R~0,t1z/cp
2!, z,0,

up
T~z,t !5up

T
„L,t2~z2L !/cp

1
…, z.L,

which allow us to find the solution at any point, in the half-
spaces, once the functionsup

R(0,•) and up
T(L,•) are deter-

mined. It is understood that the value ofup
I and up

R , at z
50, or up

T at z5L, is meant as the limit asz→02 or z
→L1 . Analogous relations hold forup

a f(za ,t) and
up

ab(za21 ,t). The values atz050,z1 , . . . ,zn5L are meant
as the limit whenz→0,z1 , . . . ,zn from within the appropri-
ate interval.

We now evaluatet and then require thatu and t be
continuous at the interfacesz505z0 ,z1 , . . . ,zn5L. Since
t5Q]zu, by ~13! and ~3! we have
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t~z,t !55
(

p
r2~cp

2!2@~ ûp
I !8~z2cp

2t !1~ ûp
R!8~z1cp

2t !#ap
2 , z,0,

(
p

ra~cp
a!2@~ ûp

a f !8~z2cpt !1~ ûp
ab!8~z1cpt !#ap

a , zP~za21 ,za!,

(
p

r1~cp
1!2~up

T!8~z2cp
1t !ap

1 , z.L.

It is convenient to express the derivatives (ûp
I )8,(ûp

R)8, . . . ,(ûp
T)8 in terms of] tûp

I ,] tûp
R , . . . ,] tûp

T to obtain

t~z,t !55
] t(

p
r2cp

2@2ûp
I ~z2cp

2t !1ûp
R~z1cp

2t !#ap
2 , z,0,

] t(
p

racp
a@2ûp

a f~z2cpt !1ûp
ab~z1cpt !#ap

a , zP~za21 ,za!,

] t(
p

2r1cp
1ûp

T~z2cp
1t !ap

1 , z.L.

The continuity ofu at z505z0 ,z1 , . . . ,zn5L results in

(
p

@up
I ~0,t !1up

R~0,t !#ap
25(

p
@up

1 f~0,t !1up
1b~0,t !#ap

1 ,

~15!

(
p

@up
a f~za ,t !1up

ab~za ,t !#ap
a

5(
p

@up
a11,f~za ,t !1up

a11,b~za ,t !#ap
a11 ,

a51,2,. . .,n21, ~16!

(
p

@up
n f~L,t !1up

nb~L,t !#ap5(
p

up
T~L,t !ap

1 . ~17!

Meanwhile the continuity oft results in

] t(
p

r2cp
2@2ûp

I ~2cp
2t !1ûp

R~cp
2t !#ap

2

5] t(
p

rcp
1@2ûp

1 f~2cpt !1ûp
1b~cpt !#ap

1 ,

] t(
p

rcp
a@2ûp

a f~za2cp
at !1ûp

ab~za1cp
at !#ap

a

5] t(
p

rcp
a11@2ûp

a11,f~za2cp
a11t !

1ûp
a11,b~za1cp

a11t !#ap
a11 ,

] t(
p

rncp
n@2ûp

n f~L2cp
nt !1ûp

nb~L1cp
nt !#ap

n

5] t(
p

2r1cp
1ûp

T~L2cp
1t !ap

1 .

Upon integration over@0,t# and use of~14!, we can express
the continuity oft in terms of the functionsup

a in the form

(
p

r2cp
2@up

I ~0,t !2up
R~0,t !#ap

2

5(
p

r1cp
1@up

1 f~0,t !2up
1b~0,t !#ap

1 , ~18!

(
p

racp
a@up

a f~za ,t !2up
ab~za ,t !#ap

a

5(
p

ra11cp
a11@up

a11,f~za ,t !2up
a11,b~za ,t !#ap

a11 ,

~19!

(
p

rncp
n@up

n f~L,t !2up
nb~L,t !#ap

n

5(
p

r1cp
1up

T~L,t !ap
1 . ~20!

Henceforth we regard~15! to ~20! as the set of continuity
conditions foru and t.

The boundary~here continuity! conditions onu andt are
essential for solving the reflection–transmission problem.

V. EQUATIONS FOR n ANISOTROPIC LAYERS

The vector equations~15! to ~20! are now given the
form of a system of scalar equations. Inner multiply~15! and
~18! by aj

2 , ~16! and ~19! by aj
a , and~17! and ~20! by aj

n .
We find that

uj
I~0,t !1uj

R~0,t !5(
p

aj
2
•ap

1@up
1 f~0,t !1up

1b~0,t !#, ~21!

uj
a f~za ,t !1uj

ab~za ,t !

5(
p

aj
a
•ap

a11@up
a11,f~za ,t !1up

a11,b~za ,t !#, ~22!

uj
n f~L,t !1uj

nb~L,t !5(
p

aj
n
•ap

1up
T~L,t !, ~23!
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r2cj
2@uj

I~0,t !2uj
R~0,t !#

5(
p

aj
2
•ap

1r1cp
1@up

1 f~0,t !2up
1b~0,t !#, ~24!

racj
a@uj

a f~za ,t !2up
ab~za ,t !#

5(
p

aj
a
•ap

a11ra11cp
a11@up

a11,f~za ,t !2up
a11,b~za ,t !#,

~25!

rncj
n@uj

n f~L,t !2uj
nb~L,t !#

5(
p

aj
n
•ap

1r1cp
1up

T~L,t !, ~26!

where a51,2,. . . ,n21. The inner productsaj
2
•ap

1 , . . . ,
aj

n
•ap

1 are entries of appropriate rotation matrices. Let

R jp
a 5aj

a
•ap

a11 , a50,1,. . . ,n,

where aj
05aj

2 and aj
n115aj

1 . To determine the outgoing
waves at each interface, in terms of the ingoing ones, we
then compare the pair of equations~21!–~24!, ~22!–~25!,
~23!–~26!. Specifically, we evaluater2cj

2 times ~21! plus
~24! to find up

1 f(0,t), and use~21! to determineuj
R(0,t).

Similarly, racj
2 times ~22! plus ~25! providesup

a11,f(za ,t)
whereas use of~22! determinesuj

ab(za ,t). Finally, rncj
n

times ~23! plus ~26! gives up
T(L,t) whereas use of~23! de-

terminesuj
nb(L,t). We find that

(
p

Ajp
0 up

1 f~0,t !52r2cj
2uj

I~0,t !2(
p

Bjp
0 up

1b~0,t !, ~27!

uj
R~0,t !52uj

I~0,t !1(
p

R jp
2 @up

1 f~0,t !1up
1b~0,t !#, ~28!

(
p

Ajp
a up

a11,f~za ,t !52racj
auj

a f~za ,t !

2(
p

Bjp
a up

a11,b~za ,t !, ~29!

uj
ab~za ,t !52uj

a f~za ,t !1(
p

R jp
a @up

a11,f~za ,t !

1up
a11,b~za ,t !#, ~30!

(
p

Ajp
n up

T~L,t !52rncj
nuj

n f~L,t !, ~31!

uj
nb~L,t !52uj

n f~L,t !1(
p

R jp
n up

T~L,t ! ~32!

where

Ajp
a 5R jp

a ~racj
a1ra11cp

a11!,

Bjp
a 5R jp

a ~racj
a2ra11cp

a11!, a50,1,. . . ,n,

and

r05r2, cp
05cp

2 , rn115r1, cp
n115cp

1 .

Moreover,up
1 f(0,t),up

a11,f(za ,t),up
T(L,t) on the right-hand-

side of ~28!, ~30! and ~32! have to be replaced with the

corresponding expressions given by~27!, ~29! and~31!. The
function uI(0,t) is known; the other ones are unknown.

Any matrix Aa turns out to be invertible.7 Hence, for
any interface, we can express the outgoing waves in terms of
the incoming ones. Specifically we have

uk
1 f~0,t !52(

j
~A0!k j

21r2cj
2uj

I~0,t !

2@~A0!21B0#k juj
1b~0,t !, ~33!

uj
R~0,t !52uj

I~0,t !1(
p

R jp
2 @up

1 f~0,t !1up
1b~0,t !, ~34!

. . . . . . . . . . . .

uj
T~L,t !52(

k
~An! jk

21rnck
nuk

n f~L,t !, ~35!

uj
nb~L,t !52uj

n f1(
p

R jp
n up

T~L,t !. ~36!

Next we observe that, because of the homogeneity of the
layers and of D’Alembert’s formula, the incoming waves at
an interface may be expressed through the values, at the
opposite side of the layer, at suitable previous times. This is
a central property in deriving the solution in terms of the
incident functionuI(0,t) only.

We now examine the procedure by considering in detail
the solution in particular, simple cases of interest.

VI. CLOSED-FORM SOLUTION FOR A SINGLE
ANISOTROPIC LAYER

To give evidence to the effects of anisotropy and to the
construction of the solution we preliminarily consider the
reflection and transmission originated by a single homoge-
neous anisotropic layer. Because of the single layer, we can
determine easily the closed-form, explicit, solution for the
reflected and transmitted waves.

Consider Eqs.~33! to ~36! with n51. In a more compact
form, ~33! reads as

uq
f ~0,t !5(

p
@Tqp

2 up
I ~0,t !1Rqp

b up
b~0,t !#, ~37!

where

Tqp
2 52~A2!qp

21r2cp
2 , Rqp

b 52@~A2!21B2#qp ,

andA25A0, B25B0. The substitution of~37! in ~34! gives
up

R in the form

up
R~0,t !5(

q
@Rpq

2 uq
I ~0,t !1Tpq

b uq
b~0,t !#, ~38!

where

Rpq
2 5~R 2T2!pq2dpq , Tpq

b 5R pq
2 1~R 2Rb!kq .

Also, letting

Tqp
1 52rcp~A2!qp

21 , Rqp
f 5~RT1!qp2dqp ,

we write ~35! and ~36! as
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up
T~L,t !5(

q
Tpq

1 uq
f ~L,t !, ~39!

up
b~L,t !5(

q
Rpq

f uq
f ~L,t !. ~40!

Let tq5L/cq , the travel time, in the layer, of theq-th
mode. The functionsuq

f ,uq
b satisfy the conditions

uq
f ~L,t !5uq

f ~0,t2tq!, uq
b~0,t !5uq

b~L,t2tq!, ~41!

for any timet. Consequently, by~40! and ~41! we have

up
b~0,t !5up

b~L,t2tp!5(
q

Rpq
f uq

f ~L,t2tp!

5(
q

Rpq
f uq

f ~0,t2tp2tq!,

and likewise forup
f (0,t) by means of~37! and ~41!. Hence

we obtain

up
b~0,t !5(

q
Rpq

f uq
f ~0,t2tp2tq!,

up
f ~0,t !5(

q
Tpq

2 uq
I ~0,t !1(

q,s
Rpq

b Rqs
f us

f~0,t2tq2ts!.

Substitution forus
f(0,t2tq2ts) on the right-hand side and

iteration give

uj
b~0,t !5(

p,q
Rjp

f Tpq
2 uq

I ~0,t2t j2tp!

1(
p,r

FRjp
f (

m51

`

(
q1 , . . . ,q2m

Rpq1

b Rq1q2

f

3Rq2q3

b Rq3q4

f
¯Rq2m22q2m21

b Rq2m21q2m

f Tq2mr
2

3ur
I S 0,t2t j2tp2 (

k51

2m

tqkD G
and

up
f ~0,t !5(

q
Tpq

2 uq
I ~0,t !1(

r
(

m51

`

(
q1 , . . . ,q2m

Rpq1

b Rq1q2

f

3Rq2q3

b Rq3q4

f
¯Rq2m22q2m21

b Rq2m21q2m

f Tq2mr
2 ur

I

3S 0,t2 (
k51

2m

tqkD ,

namely the wave field inside the layer. Consequently, by
~38!, ~39! and ~41! we have

uj
R~0,t !5(

q
Rjq

2 uq
I ~0,t !1 (

p,q,r
Tjp

b Rpq
f Tqr

2 ur
I ~ t2tp2tq!

1 (
k,p,r

FTjk
b Rkp

f (
m51

`

(
q1 , . . . ,q2m

Rpq1

b Rq1q2

f Rq2q3

b

3Rq3q4

f
¯Rq2m22q2m21

b Rq2m21q2m

f Tq2mr
2

3ur
I S 0,t2tk2tp2 (

k51

2m

tqkD G , ~42!

uj
T~L,t !5(

p,q
Tjp

1 Tpq
2 uq

I ~0,t2tp!

1(
p,r

FTjp
1 (

m51

`

(
q1 , . . . ,q2m

Rpq1

b Rq1q2

f Rq2q3

b

3Rq3q4

f
¯Rp2m22q2m21

b Rq2m21q2m

f Tq2mr
2

3ur
I S 0,t2tp2 (

k51

2m

tqkD G , ~43!

namely the reflected and transmitted waves.
Since the reflection–transmission process is viewed as

an initial-value problem andur
I (t)50 ast,0, the series on

m in fact reduces to a finite number of terms.
At any interface, an incident mode produces three re-

flected and three transmitted modes. This is roughly repre-
sented in Fig. 1 for a single layer. The slope of the segments
is the inverse of the speed of propagation of the pertinent
mode. In~42! and ~43! each term accounts for the pertinent
contribution. For instance, in~42!, (qRjq

2 uq
I (0,t) provides

the contribution of the waves reflected instantaneously at the
interface from the incident wave,(pqrTjp

b Rpq
f Tqr

2 ur
I (t2tp

2tq) is the result ofuI through the transmission atz50,
forward propagation, reflection atz5L, back transmission at
z50. Each sum accounts for the generation of three modes at
the appropriate interface.

It is worth applying~42! and ~43! to evaluate the effect
of a particular case. Let the layer be made of beryllium,
which is transversally isotropic, where

FIG. 1. A schematic diagram of the reflection–transmission process for a
single layer. Thet-axis is vertical and the layer occupies the intervalz
P@0,L#.
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c15c259362 m/s, c3513483 m/s,

r51848 Kg/m3, L50.2 m.

Moreover let the axis of rotational symmetry,a3 , form an
angleu with the direction of propagationn. The half-spaces
are made of aluminum and then are regarded as isotropic
media with

c153100 m/s, c356300 m/s, r52700 Kg/m3.

For formal convenience thea1-axes, of half-spaces and layer,
are taken to coincide. In the half-spaces,a35n. The geom-
etry of the problem is then represented as in Fig. 2.

For definiteness we letu5p/6 and take the incident
wave to be longitudinal and to have a rectangular shape in
the form

u3
I ~0,t !5H 0, t,0,

1, tP~0,t3!,

0, t.t3,

where t35L/c3 , c3 being the value for the layer (t351.48
31025 s). By applying~42! we find that the reflected lon-
gitudinal componentu3

R(0,t), in the time interval@0,10t3#, is
given as in Fig. 3. Since the incident wave is longitudinal, no
horizontally-polarized wave arises.

Meanwhile the reflected transverse wave is directed
alonga2 and has the form given in Fig. 4.

Figures 3 and 4 show the reflected longitudinal and
transverse waves produced by a rectangular incident longitu-
dinal wave. The loss or distortion of the rectangular shape is
due to the superposition, with different travel times, of the
longitudinal and transverse waves in the layer. The details
exhibited in the figures are examples of the advantage ob-
tained by proceeding in the time domain rather than deriving
the results by Fourier inverting from the frequency domain.

Since the incident wave is longitudinal, no wave arises
which is polarized horizontally~alonga1).

VII. REFLECTION–TRANSMISSION BY n ISOTROPIC
LAYERS

In connection with homogeneous, isotropic solids we
consider the representation~13! with a common basis for the
layers, namelya35n anda1 ,a2 perpendicular ton. The in-
cident wave travels in the1z direction in the half-spacez
,0. For formal convenience leta50,1,. . . ,n. The super-
script a50 denotes the values—e.g.,r0,cp

0—at the half-
spacez,0. The superscriptsa51,2,. . . ,n denote the values
in the pertinent layer,zP(za ,za11). Also, the superscript
a5n11 denotes the values at the half-spacez.L. With this
in mind we see that Eqs.~15! to ~20! simplify to

up
a f~za ,t !1up

ab~za ,t !5up
a11,f~za ,t !1up

a11,b~za ,t !,

racp
a@up

a f~za ,t !2up
ab~za ,t !#5ra11cp

a11@up
a11,f~za ,t !

2up
a11,b~za ,t !],

wherep51,2,3 anda50,1,. . . ,n. Of course the scalars

up
0 f , up

0b , up
n11,f

stand for thep-th component of the incident, reflected and
transmitted displacementsuI , uR and uT. The simplicity is
due to the conservation of the polarization across any inter-
face. A further formal simplification is obtained by letting the
subscriptp51,2,3 be understood and not written. Hence, in
essence, the continuity conditions~15! to ~20! amount to
requiring that

FIG. 2. Geometry of the problem and orientation of the eigenvectors of the
polarization.

FIG. 3. Reflected longitudinal wave (Rl5u3
R) at z50 as tP@0,10t3# pro-

duced by a rectangular incident longitudinal wave.

FIG. 4. Reflected transverse wave (Rt5u2
R) at z50 as tP@0,10t3# pro-

duced by a rectangular incident longitudinal wave.
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ua f~za ,t !1uab~za ,t !5ua11,f~za ,t !1ua11,b~za ,t !,
~44!

raca@ua f~za ,t !2uab~za ,t !#5ra11ca11@ua11,f~za ,t !

2ua11,b~za ,t !], ~45!

for any layer (a50,1,. . . ,n) and any componentup ~mode!
of the displacement.

Multiply Eq. ~44! by raca and compare with~45! to
obtain

ua11,f~za ,t !5Ta fua f~za ,t !1Rabua11,b~za ,t !, ~46!

whereas the substitution forua11,f in ~46! gives

uab~za ,t !5Ra fua f~za ,t !1Tabua11,b~za ,t !, ~47!

where

Ta f5
2raca

raca1ra11ca11 , Tab5
2ra11ca11

raca1ra11ca11 ,

~48!

Ra f5
raca2ra11ca11

raca1ra11ca11 52Rab. ~49!

The quantitiesTa f ,Tab,Ra f ,Rab coincide with the forward
and backward transmission and reflection coefficients at the
interface between two half-spaces with mass density and
speedra,ca andra11,ca11, respectively.

To obtain the reflected and transmitted waves in terms of
the incident one we proceed as follows. Let

ta5
1

ca ~za2za21!.

Sinceua f(z,t)5ûa f(z2cat) we have

ua f~za ,t !5ua f~za21 ,t2ta!, a51, . . . ,n. ~50!

Likewise,

uab~za21 ,t !5uab~za ,t2ta!, a51, . . . ,n. ~51!

For any layer we can express the forward waves in terms of
the backward ones. Ifa50 then~46! provides

u1 f~z0 ,t !5T0 fuI~z0 ,t !1R0bu1b~z0 ,t !. ~52!

Meanwhile, by~46!, ~50! and ~51! we have

ua11,f~za ,t !5Ta fua f~za21 ,t2ta!

1Rabua11,b~za11 ,t2ta11!, a51, . . . ,n.

~53!

For anyb51, . . . ,n apply ~53! with a5b to have

ub11,f~zb ,t !5Tb fub f~zb21 ,t2tb!

1Rbbub11,b~zb11 ,t2tb11!. ~54!

Let a5b21 and evaluateub f(zb21 ,t2tb) via ~53!. Substi-
tution gives

ub11,f~zb ,t !5Tb f@Tb21,fub21,f~zb22 ,t2tb2tb21!

1Rb21,bubb~zb ,t22tb!#

1Rbbub11,b~zb11 ,t2tb11!.

We now let a5b22, evaluateub21,f(zb22 ,t2tb2tb21)
via ~53! and replace to get

ub11,f~zb ,t !5Tb f$Tb21,f@Tb22,fub22,f

3~zb23 ,t2tb2tb212tb22!

1Rb22,bub21,b~zb21 ,t2tb22tb21!#

1Tb fRb21,bubb~zb ,t22tb!%

1Rbbub11,b~zb11 ,t2tb11!.

By iterating the procedure we see that, at the following steps,
the forward wave isub23,f , ub24,f , . . . . Theiteration stops
after b steps in which case the forward wave isuI at z
502 . Ultimately we find that, for anya50, . . . ,n,

ua11,f~za ,t !5S )
h50

a

Ta2h, f D uIS 0,t2 (
h51

a

thD
1Rabua11,b~za11 ,t2ta11!

1 (
k51

a S )
h50

k21

Ta2h, f D Ra2k,bua2k11,b

3~za2k11 ,t2ta2k112tak!, ~55!

where

ta050, tak5 (
h50

k21

ta2h , k51,2,. . . .

Equation~55! provides the forward wave at the intervala
11, namelyzP(za ,za11), in terms of the incident wave, at
z502 , and of the backward waves in the intervals
1, . . . ,a,a11.

We then need a similar procedure to determine the back-
ward waves. By~47!, ~50! and ~51! we have

uab~za ,t !5Ra fua f~za21 ,t2ta!1Tabua11,b

3~za11 ,t2ta11!, a50,1,. . . ,n21, ~56!

and, becauseun11,b50,

unb~zn ,t !5Rn fun f~zn ,t !. ~57!

Apply ~56! for a5n21 to obtain

un21,b~zn21 ,t !5Rn21,fun21,f~zn22 ,t2tn21!

1Tn21,bRn fun f~zn21 ,t22tn!.

Letting a5n22 in ~56! and substituting forun21,b we have

un22,b~zn22 ,t !5Rn22,fun22,f~zn23 ,t2tn22!

1Tn22,bRn21,fun21,f~zn22 ,t22tn21!

1Tn22,bTn21,bRn fun f

3~zn21 ,t2tn2122tn!.

The backward wave, at the right end of the (n22)-th inter-
val, is determined by a reflection of the (n22)-th forward
wave at the same time and by the forward waves at the
subsequent (n21)-th andn-th intervals at previous times.
By repeating the procedure we see that the backward wave at
thea-th interval is an analogous combination of the forward
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waves at then11 intervalsa50 to a5n. By ~56! and~57!
we find that

uR~0,t !5R0 fuI~0,t !1(
l 51

n S )
j 50

l 21

TjbD
3Rl f ul f ~zl 21 ,t2t l2 t̃0l !, ~58!

uab~za ,t !5Ra fua f~za21 ,t2ta!1 (
l 51

n2a S )
j 50

l 21

Ta1 j ,bD
3Ra1 l , fua1 l , f~za1 l 21 ,t2ta1 l2 t̃a l !,

~59!

asa51, . . . ,n21, and

unb~zn ,t !5Rn fun f~zn21 ,t2tn!, ~60!

where

t̃a l5(
j 51

l

ta1 j , l>1.

Evaluate~59!–~60! with the replacements

a→a11, t→t2ta11 ,

a→a2k11, t→t2ta2k112tak .

Upon substitution in~55! we obtain

ua11,f~za ,t !5S )
h50

a

Ta2h, f D uIS 0,t2 (
h51

a

thD 1RabRa11,fua11,f~za ,t22ta11!1Rab (
l 51

n2a21

3S )
j 50

l 21

Ta1 j 11,bD Ra1 l 11,fua1 l 11,f~za1 l ,t2ta112ta1 l 112 t̃a11,l !1 (
k51

a S )
h50

k21

Ta2h, f D
3Ra2k,bFRa2k11,fua2k11,f~za2k ,t22ta2k112tak!1 (

l 51

n2a1k21 S )
j 50

l 21

Ta2k111 j ,bD
3Ra1 l 2k11,fua1 l 2k11,f~za1 l 2k ,t2ta2k112tak2ta1 l 2k112 t̃a2k11,l !G , ~61!

asa50, . . . ,n21 and

uT~zn ,t !5S )
h50

n

Tn2h, f D uIS 0,t2 (
h51

n

thD 1 (
k51

n S )
h50

k21

Tn2h, f DRn2k,bFRn2k11,fun2k11,f~zn2k ,t22tn2k112tnk!

1 (
l 51

k21 S )
j 50

l 21

Tn2k111 j ,bD Rn1 l 2k11,fun1 l 2k11,f~zn1 l 2k ,t2tn2k112tnk2tn1 l 2k112 t̃n2k11,l !G . ~62!

By means of~58!–~60! and~61!–~62! we can solve any
reflection–transmission process generated by a multilayer.
By ~61! we determine the forward~internal! wavesua11,f at
any time t in terms of the incident waveuI and of the for-
ward waves at appropriate previous times. Equation~61! pro-
vides the internal forward waves while~62! yields the trans-
mitted waveuT5un11,f . Likewise, once the forward waves
have been determined, Eqs.~59!–~60! provide the backward
waves and, in particular, the reflected waveuR5u0b.

It is worth remarking that Eqs.~61! constitute a
closed system ofn equations in then unknown functions
u1 f(z0 ,•), . . . ,un f(zn21 ,•) in terms of the known incident
function uI(0,•). Onceu1 f(z0 ,•), . . . ,un f(zn21 ,•) are de-
termined we can substitute in~58! and ~62! to derive the
reflected wave functionuR(0,•) and the transmitted wave
functionuT(zn ,•). This allows us to finduR anduT without
solving for u1b, . . . ,unb via ~59! and ~60!.

The system~58!–~62!, as well as the system~61!, in-
volves the values of the unknown functions at different
times. This calls for an operative procedure to solve the sys-

tem. In the next sections we provide such a procedure and
show, through particular cases, how it works.

VIII. RESONANCE EFFECT BY AN ISOTROPIC LAYER

It is of interest now to consider the particular case of a
single layer between two half-spaces~Fig. 5!.

Consider a single mode with travel timet5L/c. By
Eqs.~58!, ~61! and ~62! we find that

uR~0,t !5R2uI~0,t !1TbRfuf~0,t22t!,

uf~0,t !5T2uI~0,t !1RbRfuf~0,t22t!,

uT~L,t !5T1uf~L,t !,

where

T25T0 f , T15T1 f ,

R25R0 f , Rf5R1 f , Rb5R0b.

Substitution foruf in the expression ofuR anduT and itera-
tion provide the explicit closed-form solution
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uR~0,t !5R2uI~0,t !1 (
m51

`

TbRf~RbRf !m21T2uI

3~0,t22mt!, ~63!

uT~L,t !5 (
m50

`

T1~RbRf !mT2uI
„0,t2~2m11!t…. ~64!

As a simple interesting case we consider an incident
wave with a sawtooth form given by

uI~0,t !5H 0, t,0,

t/2t tP~0,2t!,

and then repeated by periodicity astP(2t,4t), t
P(4t,6t), and so on.

For definiteness we consider a layer of glass immersed
in water. The parameters for glass are

r52500 Kg/m3, c55800 tm/s, L50.2 m,

t53.45 1025 s

Hence, by~48! and ~49! we have

T25
2r2c2

r2c21rc
50.185, T15

2rc

r2c21rc
51.815,

~65!

Rb5Rf52R25
rc2r2c2

r2c21rc
50.815. ~66!

Figure 6 shows the transmitted waveuT(L,t) as t
P@0,10t#. While uI(0,t) repeats unchanged every period 2t,
uT(0,t) shows a sawtooth form with a growing amplitude.
The growth is due to the fact that a forward and backward
travel in the layer takes a period of the incident wave and
hence each contribution of the internal waves is in phase
with the incident one. Moreover, sinceuI(0,t) is periodic as
t.0 then by~64! and~65!–~66! we see that, asymptotically,

uT~L,t !5
T1T2

12RbRf uI~0,t !5uI~0,t !,

which is consistent with the behavior in Fig. 6. Because of
the periodicity of the incident wave, asymptotically the layer
becomes transparent in thatuT(L,t)5uI(0,t) and the re-
flected wave vanishes. This is a remarkable effect of the
resonance~period5twice the travel time!.

IX. STEP-BY-STEP PROCEDURE

Let the travel timest1 ,t2 , . . . ,tn of the layers be com-
mensurable; at least this is true numerically. We can then set
up a systematic procedure which avoids the successive sub-
stitutions applied in the previous section. We illustrate the
general procedure for the system~58!–~62! in the simple
case of a multilayer with two isotropic layers. Sincen52 we
have

uR~0,t !5R0 fuI~0,t !1T0bR1 fu1 f~0,t22t1!

1T0bT1bR2 fu2 f~z1 ,t2t122t2!, ~67!

u1b~z1 ,t !5R1 fu1 f~0,t2t1!1T1bR2 fu2 f~z1 ,t22t2!,
~68!

u2b~z2 ,t !5R2 fu2 f~z1 ,t2t2!, ~69!

u1 f~0,t !5T0 fuI~0,t !1R0bR1 fu1 f~0,t22t1!

1R0bT1bR2 fu2 f~z1 ,t2t122t2!, ~70!

u2 f~z1 ,t !5T1 fT0 fuI~0,t2t1!1R1bR2 fu2 f~z1 ,t22t2!

1T1 fR0b@R1 fu1 f~0,t23t1!

1T1bR2 fu2 f~z1 ,t22t122t2!#, ~71!

uT~z2 ,t !5T2 fT1 fT0 fuI~0,t2t12t2!

1T2 fR1bR2 fu2 f~z1 ,t23t2!

1T2 fT1 fR0b@R1 fu1 f~0,t23t12t2!

1T1bR2 fu2 f~z1 ,t22t123t2!#. ~72!

As with ~58!–~62!, the right-hand sides involve only
forward-propagating waves.

The system of equations~67!–~72!, provides explicitly
the solutionU5(uR,u1b,u2b,u1 f , u2 f ,uT) in terms of the

FIG. 5. Reflection–transmission through a layer~glass! immersed in water.

FIG. 6. Transmitted wave (T5uT) produced by a sawtooth-like incident
wave through a layer; the period of the wave equals twice the travel time.
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given functionuI(0,t). Indeed,U is the 6-tuple of values
given by the left-hand side of~67!–~72!. Owing to the initial
conditions~14! we have

U~ t !50, t<0. ~73!

Let d be a proper submultiple oft1 ,t2 and proceed as
follows. First we evaluateuR,u1b,u2b,u1 f ,u2 f ,uT at t5d;
we have

uR~0,d!5R0 fuI~0,d!, u1 f~0,d!5T0 fuI~0,d!,

and zero otherwise. Next we evaluateU at 2d, 3d, . . . , and
so on. For somemPN we havemd.t1 or t2 ; to fix ideas let
t2.md.t1 . Hence

uR~0,md!5R0 fuI~0,md!,

u1 f~0,md!5T0 fuI~0,md!1R0bR1 fu1 f~0,md2t1!,

u2 f~z1 ,md!5T1 fT0 fuI~0,md2t1!,

and zero otherwise. We then continue by increasing the value
of t5kd and determine the discrete values of the solution,

U~kd!, kPN.

Remark: If t1 ,t2 , or t1 , . . . ,tn , are not commensurable
then, as a first step, we writeU at a chosen timet. The
right-hand sides of~67!–~72! involve the components ofU
at appropriate, different, previous times. At the second step,
we determine such values, namelyu1 f(0,t22t2),u2 f(z1 ,t
2t122t2), . . . , byapplying again Eqs.~70! and~71! at the
pertinent times (t→t22t2 ,t2t122t2 , . . . ). Weobtainu1 f

and u2 f in terms ofuI and of their previous values. At the
third step we determine such values by applying again Eqs.
~70! and ~71!. The steps continue until, due to the initial
conditions~73!, U(t) involves only values of theuI .

By way of example we consider two layers immersed in
water~Fig. 7!. The first layer,zP(0,z1), is made of glass, the
second one,zP(z1 ,z2), z25L, is made of aluminum. Of
course we consider longitudinal waves and adopt the follow-
ing values for the half-spaces and the layers:

r05r351000 kg/m3, c05c351480 m/s,

r152500 kg/m3, c155800 m/sec,

t151.2 1025 s;

r252700 kg/m3, c256300 m/sec,

t250.6 1025 s.

The values oft1 and t2 correspond toz156.96 cm and
z22z153.78 cm.

We find that

R0 f520.8152R0b, R1 f520.0852R1b,

R2 f50.84;

T0b51.81, T0 f50.19, T1b51.08,

T1 f50.92, T2 f51.84.

We let d51026 s and evaluate the solutionU in terms
of uI as t5kd, k50,1,. . . ,100.

Figure 8 shows the reflected and transmitted amplitudes
uR(0,t), uT(z2 ,t) generated by the incident amplitude

uI~0,t !5H 0, t,0,

2 104t, tP@0,5 1025#,

1, t.5 1025.

As 0<t,2t150.2431024 the reflected amplitudeuR is
merely R0 fuI , the next additional contributions arise from
reflected waves (u1b) within the multilayer. Really, because
of the smallness ofR1 f520.08,uR is unaffected byu1 f and
u1b up to 2(t11t2)50.3631024. Sincet52(t11t2) the re-
flected waveuR is affected by the wave reflected atz5z2 .
Also, the transmitted amplitude is zero up tot11t2 . Next the
transmitted wave results from the transmission ofu2 f .

X. CONCLUSIONS

In this paper we provide the solution to the reflection–
transmission problem, in the time domain, for normal inci-
dence. As is done with a single isotropic or anisotropic layer,
for a few layers the pertinent waves~reflected, transmitted
and within the layers! can be determined explicitly, in closed
form, in terms of the incident waveuI at suitable previous
times—see~42!–~43! and~63!–~64!. Figure 1 shows a quali-
tative behavior in time for a single layer. For a large number
of possibly-anisotropic layers the waves are given by a sys-
tem for reflected, transmitted and forward-propagating waves

FIG. 7. Two layers~glass, aluminum! immersed in water.

FIG. 8. Reflected and transmitted amplitudesR5uR,T5uT generated byuI

as functions of timetP@0,1.4 1024# s.
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within the layers. In such a case to expressuR and uT in
terms ofuI only is an unpracticable task. We then solve the
system at discrete times. We can do this by successive sub-
stitutions or at the discrete timest5d,2d, . . . .,md for a
properly chosend ~Sec. VIII!. In any case, anisotropy results
in a further complexity due to the fact that, at each interface,
any incoming wave~or mode! produces three reflected and
three transmitted waves. The procedure, though, provides the
solution to the reflection–transmission problem, viewed as
an initial-value problem, for any multilayer.

It is an advantage of the time-domain that the results are
immediate and direct. Hence, for instance, as shown in Figs.
3, 4 we can see the effects of the successive reflections and
transmissions of waves within the layer, with different travel
times for different modes. Likewise, Fig. 6 shows a reso-
nance effect. When the period of the incident wave is 2t,
twice the travel time in the layer, then the amplitude of the
transmitted wave jumps after every period 2t and eventually
approaches that of the incident wave. Figure 8 deals with two
layers and shows the effects, on the reflected and transmitted
waves, of the waves within the layers after the appropriate
travel timest1 ,t2 .

The linear elastic model adopted for the homogeneous
multilayer and half-spaces makes the results of practical in-
terest. The anisotropy, the generic number of slabs and the
direct procedure in the time domain ascribe a remarkable
generality to the results for the initial-value, reflection–
transmission problem.
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Based on the approach of Pao~1978! for elastic medium, we propose a set of the basis functions and
an associated relationship of the material properties of the dilatational wave in the poroelastic
medium. A transition matrix, which relates the coefficients of scattered waves to those of incident
waves, is then derived through the application of Betti’s third identity and the associated
orthogonality conditions for the poroelastic medium. To illustrate the application, we consider a
simple case of the scattering problem of a spherical inclusion, either elastic or poroelastic,
embedded within the surrounding poroelastic medium subjected to an incident plane compressional
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I. INTRODUCTION

In a poroelastic medium, Biot~1956a,b! predicted first
the existence of an additional propagating dilatational wave
and then Plona~1980,1982! reported experimental observa-
tion of this wave. Berryman~1980! analyzed Plona’s data
and then confirmed Biot’s theory. Since then the wave propa-
gation in such a medium has become an attractive topic for
physical fields.

Deresiewicz and Skalak~1963! derived a set of bound-
ary conditions that are sufficient to guarantee a unique solu-
tion to Biot’s equations when an interface separates a po-
roelastic medium from the others. Many studies have applied
these conditions to the reflection and transmission of incident
waves at a planar interface separating infinite half-spaces.
While the reflection of a wave from a planar interface is
essentially a scattering phenomenon, little work has been
done on the scattering from three-dimensional-bounded in-
clusion embedded within a poroelastic medium. Berryman
~1985! derived the multipole expansion of a field scattered
by a spherical inhomogeneity within poroelastic media. Zim-
merman and Stern~1993a,b! also treated the scattering of a
plane compressional wave by a spherical inclusion embed-
ded in an infinite poroelastic medium. However, their solu-
tions are obtained only for the spherical inclusion composed
of elastic solid, fixed rigid, or fluid. Morochniket al. ~1996!
proposed an approximate method based on the definition of
equivalent-viscoelastic materials to study the scattering of
plane dilatational waves by a spherical poroelastic inhomo-
geneity. All the preceding studies are only for spherical in-
clusion. The transition matrix first proposed by Waterman
~1976! is a convincing method to treat an elastic obstacle of

arbitrary shape. Kargl and Lim~1993! developed the transi-
tion matrix for poroelastic medium. They followed Pao’s ap-
proach for elastic medium to prove the orthogonality condi-
tions of the basis functions for the poroelastic medium using
Betti’s identity and the far-field asymptotic formulations.
Then Lim ~1994! combined their previous paper~Kargl and
Lim, 1993! with a generalization of existing acoustic wave-
guide solutions to solve a more complicated problem: an
obstacle buried in a plane porous medium. It should be noted
that Kargl and Lim~1993! did not prove the relationships
between two dilatational waves in the third orthogonal con-
dition ~regular-singular relationship! throughout; moreover,
the far-field asymptotic formulation~which with S`) or the
Wronskian formula is inadequate to prove the orthogonality
conditions, we have to consider other conditions from the
material properties as well@i.e., Eqs.~A8! and ~A14!#.

In this paper, we adopt Pao’s~1978! approach to develop
the transition matrix for a poroelastic medium. We reduce the
coupled equations of motion to two parts: the dilatational
part and the rotational one. The latter part is easily shown to
satisfy the vector Helmholtz equation with a complex shear
wave number, and the associated basis functions are ex-
pressed in terms of the vector spherical wave functions. On
the other hand, the decomposition of the dilatational waves,
the fast and the slow ones, are governed by two scalar Helm-
holtz equations. In order to obtain the independent and or-
thogonal sets of these two basis functions, we reconstruct
these functions by normalizing with characteristic vectors
elaborately. Although Halpern and Christiano~1986! have
reported the normalizing procedure by the numerical
method, the result has not been expressed in an analytical
form in their study. In our formulation, we present the basis
functions in an analytical form and preserve their indispens-
able features for the orthogonality relationships as well. In-

a!Author to whom all correspondence should be addressed; electronic mail:
csyeh@iam.ntu.edu.tw
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stead of the asymptotic method, we apply the Wronskian
formula to prove the orthogonality conditions. To illustrate
the application of the transition matrix formulation in our
study, we present the solutions for the scattering of the inci-
dent plane waves by a spherical inclusion, either poroelastic
or elastic, embedded within a poroelastic medium.

The numerical results for the elastic spherical inclusion
are presented such that the comparison can be made with
those obtained by Zimmerman and Stern~1993a!. We also
present the results of the amplitude of radial displacement
and the normal traction at the surface of the inclusion. Some
illustrative numerical results show that the regions near the
interface have stronger interference which is caused by the
coupling effects of the dilatational and rotational waves. The
difference between the elastic and poroelastic inclusions
shows that the amplitude of normal traction for elastic case
has more obvious patterns with larger values.

II. THE BASIS FUNCTIONS AND THE
ORTHOGONALITY CONDITIONS

A. Betti’s third identity for the poroelasticity

Let u(A) andu(B) be two admissible displacement fields
in a poroelastic medium, ands(A) and s(B) be the corre-
sponding stress tensors. The superscripts~A! and ~B! denote
two different fields in the controlled system. At a surface
with a unit outward normal vectorn, the traction vector is
given by

t~u!5n"s~u!. ~1!

For a poroelastic material with material constantslc , m, a,
andM ~Biot, 1962, 1963!, the stress–strain relations are

s i j 52mei j 1d i j ~lce2aM§!,
~2!

pf52aMe1M§.

The physical quantities in the preceding equations are de-
fined as follows:u is the displacement vector of solid with
components ui , ei j 5

1
2(]ui /]xj1]uj /]xi), e5¹"u,

§52¹"w, w is the displacement vector of fluid relative to
solid with componentswi , pf is the fluid pressure in the
pores,s i j is the total stress in the medium,d i j denotes Kro-
necker symbol. For the harmonic wave with circular fre-
quency,v, the time factor, exp(ivt), is suppressed in all the
following expressions. Then the equations of motion are re-
duced to

s j i , j52rv2ui2r fv
2wi ,

~3!
pf ,i5r fv

2ui1rmv2wi ,

wherer is the mass density of the mixed medium, andr f is
that of the fluid.rm5m* 2 ib* /v represents the complex
~frequency dependent! mass density of viscous fluid in a
rigid framed medium wherem* and b* denote the inertia
parameter and the viscous dissipation parameter, respec-
tively.

Applying Eq. ~3! for a controlled volumeV bounded by
a closed surfaceSv , the following identity can be obtained
easily:

E EE
V
$@ui

~B!s j i , j
~A!1wi

~B!~2pf ,i
~A!!#

2@ui
~A!s j i , j

~B!1wi
~A!~2pf ,i

~B!!#%dV50. ~4!

On the basis of the assumption thatui
(A) , ui

(B) , and their first
and second derivatives are continuous inside the volumeV,
we obtain the following equation by applying the divergence
theorem:

EEE
V
$@ui

~B!s j i , j
~A!1wi

~B!~2pf ,i
~A!!#

2@ui
~A!s j i , j

~B!1wi
~A!~2pf ,i

~B!!#%dV

5t SV

$@s j i
~A!ui

~B!nj1~2pf
~A!wi

~B!ni !#

2@~s j i
~B!ui

~A!nj !1~2pf
~B!wi

~A!ni !#%dSV

2EEE
V
$@s j i

~A!ei j
~B!1pf

~A!§~B!#

2@s j i
~B!ei j

~A!1pf
~B!§~A!#%dV. ~5!

With the aid of Eqs.~2! and~4!, Eq. ~5! can be reduced to a
surface integral referred to as the poroelastic reciprocal theo-
rem,

t SV

@ t~A!"u~B!2pf
~A!n"w~B!#

2@ t~B!"u~A!2pf
~B!n"w~A!#dSV50. ~6!

Furthermore, the closed surfaceSV may be deformed into
another closed surface without encompassing any disconti-
nuities during the deformation.

B. Decomposition and normalization of equations of
motion

Substitution of Eq.~2! into Eq. ~3! yields the coupled
governing equations:

m¹2u1~lc1m!¹e2aM¹§52rv2u2r fv
2w,

~7!
¹~2aMe1M§!5r fv

2u1rmv2w.

The displacementsu andw are decomposed into two scalar
potentialsws , w f , one vector potentialcs , and one factor
m3 ,

u5¹ws1¹3cs ,

w5¹w f1¹3~m3cs!, ~8!

¹"cs50.

The subscriptss and f represent the solid and the relative
fluid, respectively. Substitution of Eq.~8! into the coupled
equations~7! yields two parts: the rotational part and the
dilatational one. The rotational part is written as

¹2cs1ks
2cs50,

~9!
m352r f /rm ,

whereks5vA@r2(r f
2/rm)#/m is the rotational wave num-

ber. The dilatational part is written in a matrix form,
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F ~lc12m! aM

aM M G H ¹2ws

¹2w f
J 1v2F r r f

r f rm
G H ws

w f
J 5 H0

0J .

~10!

Two characteristic values in Eq.~10! are obtained as
follows:

~k/v!25~B6AB224AC!/2A, ~11!

where

A5@~lc12m!2a2M #M ,

B5@rm~lc12m!1M ~r22ar f !#, ~12!

C5@rrm2r f
2#.

Two corresponding characteristic vectors associated with the
characteristic values in Eq.~11! are obtained as shown in the
following:

^m1,1&T5^2d/2c,1&T, ^1,m2&
T5^1,d/2a&T, ~13!

where

a5~arm2r f !M ,

b5rM2rm~lc12m!,
~14!

c5arM2r f~lc12m!,

d5b2Ab214ac,

and

m152d/2c,
~15!

m25d/2a.

After certain elaborative manipulations, we obtain a set
of characteristic vectors,

F5Fm1 1

1 m2
G . ~16!

Then Eq. ~10! can be normalized to the diagonal matrix
form:

F ~lc12m!* 0

0 M* G H¹2w1

¹2w2
J 1v2Fr* 0

0 rm*
G Hw1

w2
J 5 H0

0J ,

~17!

where

w15
1

m1m221
~m2ws2w f !,

~18!

w25
1

m1m221
~m1w f2ws!,

and

~lc12m!* 5~lc12m!m1
212aMm11M ,

M* 5~lc12m!12aMm21Mm2
2,

~19!
r* 5rm1

212r fm11rm ,

rm* 5r12r fm21rmm2
2.

The details in the derivation of Eq.~17! are discussed in
Appendix A. From Eq.~17!, we readily obtain two un-
coupled scalar Helmholtz equations,

¹2w11kp1
2 w150,

~20!
¹2w21kp2

2 w250,

where (kp1
2 /v2)[r* /(2m1lc)* and (kp2

2 /v2)5rm* /M* .
kp1 andkp2 denote the fast and slow dilatational wave num-
bers, respectively.

C. The basis functions in the spherical coordinates

For waves in a three-dimensional poroelastic medium,
the total motions may be decomposed into four parts:L1 ,
L2 , M , andN. L1 andL2 represent the dilatational motions
propagating with speedscp1 and cp2 , and wave numbers
kp15v/cp1 and kp25v/cp2 ; M and N are the rotational
ones propagating with speedcs and wave numberks

5v/cs . The three wave speeds are given bycp1

5A(2m1lc)* /r* , cp25AM* /rm* , and cs

5Am/(r2r f
2/rm), respectively.

In spherical coordinates (R,u,f), similar to the expres-
sion for elastic media~Morse and Feshbach, 1953!, we pro-
pose four wave functions for the vector displacements of
solid for a poroelastic medium as follows:

usmn
~1! 5L1smn5

m1

kp
¹@hn

~2!~kp1R!Ysmn~u,f!#

5
m1kp1

kp
H hn

~2!8~kp1R!Asmn

1~n21n!1/2
hn

~2!~kp1R!

kp1R
BsmnJ , ~21!

usmn
~2! 5L2smn5

1

kp
¹@hn

~2!~kp2R!Ysmn~u,f!#

5
kp2

kp
H hn

~2!8~kp2R!Asmn

1~n21n!1/2
hn

~2!~kp2R!

kp2R
BsmnJ , ~22!

usmn
~3! 5Msmn5¹3@hn

~2!~ksR!Ysmn~u,f!ReR#

5~n21n!1/2hn
~2!~ksR!Csmn , ~23!

usmn
~4! 5Nsmn5

1

ks
¹ÃMsmn5~n21n!S hn

~2!~ksR!

ksR
DAsmn

1~n21n!1/2
@ksRhn

~2!~ksR!#8

ksR
Bsmn , ~24!

wherekp[Av2r/(lc12m) is a convenient common wave
number used to make the basis function dimensionless. The
symbolsmn is an abbreviation for three integers:s from 1
~even! to 2 ~odd!, m from 0 to n, and n from 0 to `. The
function hn

(2)(x) is the second kind of the spherical Hankel

function, and@xhn
(2)(x)#85xhn

(2)8(x)1hn
(2)(x) and hn

(2)8(x)
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5dhn
(2)(x)/dx. The spherical surface harmonicsYsmn(u,f)

consists of an even part~s51! and an odd one~s52!,

Y1mn~u,f!5Pn
m~cosu!cosmf,

~25!

Y2mn~u,f!5Pn
m~cosu!sinmf,

where Pn
m(cosu) are the associated Legendre polynomials,

m50,1,...,n and n50,1,...,̀ . The three mutually perpen-
dicular vectorsAsmn , Bsmn , and Csmn are related to the
three unit vectorseR , eu , andef in the spherical coordinates,

Asmn5eRYsmn ,

Bsmn5~n21n!21/2Feu

]

]u
1ef

]

sinu]fGYsmn , ~26!

Csmn5~n21n!21/2Feu

]

sinu]f
2

]

]u
efGYsmn .

According to Eqs.~8! and ~18!, the vector operators of
relative displacements of fluid are obtained as follows:

w~usmn
~1! !5

kp1

kp
Fhn

~2!8~kp1R!Asmn

1~n21n!1/2
hn

~2!~kp1R!

kp1R
BsmnG ,

w~usmn
~2! !5

m2kp2

kp
Fhn

~2!8~kp2R!Asmn

1~n21n!1/2
hn

~2!~kp2R!

kp2R
BsmnG ,

~27!

w~usmn
~3! !5m3@~n21n!1/2hn

~2!~ksR!Csmn#,

w~usmn
~4! !5m3F ~n21n!S hn

~2!~ksR!

ksR
DAsmn

1~n21n!1/2S @ksRhn
~2!~ksR!#8

ksR
DBsmnG .

Whereas according to the constitutive relation Eq.~2!, the
scalar operators of fluid pressures are shown as follows:

pf~usmn
~1! !5M ~am111!

kp1
2

kp
hn

~2!~kp1R!Ysmn ,

pf~usmn
~2! !5M ~a1m2!

kp2
2

kp
hn

~2!~kp2R!Ysmn ,

~28!

pf~usmn
~3! !50,

pf~usmn
~4! !50.

The vector operators for the tractions at a surface with a
unit outward normaln can be calculated from Eq.~2!, and
are shown as follows:

t~usmn
~1! !5~lc1aM /m1!~¹"L1smn!n

1mn"~¹L1smn1L1smn¹!,

t~usmn
~2! !5~lc1aMm2!~¹"L2smn!n

1mn"~¹L2smn1L2smn¹!,
~29!

t~usmn
~3! !5mn"~¹Msmn1Msmn¹!,

t~usmn
~4! !5mn"~¹Nsmn1Nsmn¹!.

If we consider a special case of a spherical surfacen5eR ,
the four traction operators are reduced to the following sim-
pler forms:

tr~usmn
~1! !5H 2

kp1
2

kp
~lcm11aM !hn

~2!~kp1R!1m

3F22m1

kp1
2

kp
hn

~2!~kp1R!1
2m1~n21n!

kpR2
hn

~2!

3~kp1R!2
4m1kp1

kpR
hn

~2!8~kp1R!G J Asmn

12m
m1kp1

kp
~n21n!1/2Fhn

~2!8~kp1R!

R

2
hn

~2!~kp1R!

kp1R2 GBsmn , ~30!

tr~usmn
~2! !5H 2

kp2
2

kp
~lc1aMm2!hn

~2!~kp2R!1m

3F22
kp2

2

kp
hn

~2!~kp2R!1
2~n21n!

kpR2
hn

~2!

3~kp2R!2
4kp2

kpR
hn

~2!8~kp2R!G J Asmn

12m
kp2

kp
~n21n!1/2Fhn

~2!8~kp2R!

R

2
hn

~2!~kp2R!

kp2R2 GBsmn , ~31!

tr~usmn
~3! !5mFkshn

~2!8~ksR!2
hn

~2!~ksR!

R G
3~n21n!1/2Csmn , ~32!
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tr~usmn
~4! !52mksH ~n21n!Fhn

~2!~ksR!

ksR
G8Asmn

1F S n21n212
~ksR!2

2 D hn
~2!~ksR!

~ksR!2

2
hn

~2!8~ksR!

ksR
G ~n21n!1/2BsmnJ . ~33!

D. Orthogonality conditions of the spherical basis
functions

The three vector functionsAsmn , Bsmn , andCsmn sat-
isfy the following orthogonal relations~Morse and Feshbach,
1953!:

Asmn"Bsmn50,

Asmn"Csmn50, ~34!

Bsmn"Csmn50,

and integrations over a spherical surface yield the following:

E
0

2pE
0

p

Asmn"As8m8n8 sinu du df

5~1/gmn!dmm8dnn8dss8 ,

E
0

2pE
0

p

Bsmn"Bs8m8n8 sinu du df

5~1/gmn!dmm8dnn8dss8 , ~35!

E
0

2pE
0

p

Csmn"Cs8m8n8 sinu du df

5~1/gmn!dmm8dnn8dss8 .

The normalization constant is defined as follows:

gmn5em~2n11!~n2m!!/4p~n1m!!, ~36!

whereem51 whenm50, andem52 whenm.0.
For the wave fields which are regular in the region en-

closing the origin of the coordinate system, we use four regu-
lar basis functionsûsmn

(a) ~a51, 2, 3, or 4! which are obtained
from usmn

(a) by replacing the spherical Hankel functionhn
(2) ,

in L1smn , L2smn , Msmn , and Nsmn , with the spherical
Bessel functionj n .

Considering an infinite region divided by a surfaceS of
an arbitrary shape as shown in Fig. 1, we add an artificial
spherical surfaceS1 exterior toS with radiusR1 . Let V in
Eq. ~5! be the region insideS1 first, and then let set~A! be
one of a regular set and~B! be another regular set inside the
regionS1 . Thus Eq.~6! reduces to a special case referred to
as the first orthogonality condition,

t S1
$t~ ûsmn

~a! !"ûs8m8n8
~b!

2t~ ûs8m8n8
~b!

!"ûsmn
~a!

2pf~ ûsmn
~a! !n"w~ ûs8m8n8

~b!
!

1pf~ ûs8m8n8
~b!

!n"w~ ûsmn
~a! !%dS50, ~37!

where a, b51, 2, 3, or 4. Next, let set~A! be one of a
singular set and~B! be another singular one. Choose control
volume to be the region bounded internally byS1 and exter-
nally by S` . Since allusmn

(a) are regular outside the region
S1 , we can obtain the second orthogonality condition,

S EE
S`

2EE
S1

D $t~usmn
~a! !"us8m8n8

~b!
2t~us8m8n8

~b!
!"usmn

~a!

2pf~usmn
~a! !n"w~us8m8n8

~b!
!

1pf~us8m8n8
~b!

!n"w~usmn
~a! !%dS50. ~38!

The minus sign of the second integral is used because
the outer normal atS1 in this case is2eR . Through the zero
value of Wronskian formula in Eq.~B13! ~i.e., both are
Bessel functions! and the relationship of material properties
in Eqs.~A8! and ~A14!, we can prove the integrals on both
surfacesS` and S1 vanish. Finally, let set~A! be one of a
regular set and~B! be a singular one outside the surfaceS1

and inside the surfaceS` . Through Eq.~35! and the appli-
cation of the Wronskian formula~Abramowitz and Stegun,
1964!, we obtain the third orthogonality condition,

EE
S1

$t~usmn
~a! !"ûs8m8n8

~b!
2t~ ûs8m8n8

~b!
!"usmn

~a!

2pf~usmn
~a! !n"w~ ûs8m8n8

~b!
!

1pf~ ûs8m8n8
~b!

!n"w~usmn
~a! !%dS

5~2 im/ks!Dsmn
~a! dss8dmm8dnn8dab , ~39!

where

Dsmn
~a! 5 Hg~a!•4p~n1m!!/ @em•~2n11!~n2m!! #,

0 if s5odd, andm50,
~40!

and

FIG. 1. Waves scattered by an inclusion bounded by the surfacesS.
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g~a!5H ~lc12m!* ~kskp1 /mkp
2! if a51,

M* ~kskp2 /mkp
2! if a52,

n21n if a53, or 4.

~41!

Equations~37!–~39! are the desired orthogonality con-
ditions among the basis functions that are the key step in the
derivation of the transition matrix. In particular, the deriva-
tion of Eq. ~39! is different from that obtained by Kargl and
Lim ~1993! ~shown in Appendix B!. Notice that the surface
integrals in Eqs.~37!–~39! are independent of radiusR1 .
These invariant properties imply a conservation law and
mean that the shape ofS1 may be deformed toS, and the
surface integral overS1 can be replaced with the one overS.
The details of the derivation of Eqs.~37!–~39! are discussed
in Appendix B.

III. THE TRANSITION MATRIX FOR AN INCLUSION

A. Series expansions of the incident, refracted,
and scattered waves

Let a region insideS as shown in Fig. 1 be filled with a
material different from that of the surrounding medium, and
all material constants insideS are designated by a subscript
~0!: lc(0) , m (0) , a (0) , and M (0) . An incident waveui(R)
impinging on the inclusion is refracted into the inclusion
with the displacementu2(R) and scattered into the sur-
rounding medium asus(R). Each of these three kinds of
waves can be represented by a series representation of the
basis functions within a specific region,

ui~R!5 (
s8m8n8

(
b51

4

as8m8n8
~b! ûs8m8n8

~b! , ~42!

us~R!5 (
s8m8n8

(
b51

4

cs8m8n8
~b! us8m8n8

~b! , ~43!

u2~R!5 (
s8m8n8

(
b51

4

f s8m8n8
~b! ûs8m8n8~0!

~b! . ~44!

The symbol(s8m8n8 is an abbreviation for three summations
over the indexes. The quantitiesas8m8n8

(b) , cs8m8n8
(b) , and

f s8m8n8
(b) denote the incident, scattered, and refracted coeffi-

cients, respectively. The incident wave in Eq.~42! is uni-
formly convergent forR,R` . The basis functions forus(R)
are regular outside and at the interface of the inclusion. Simi-
larly, the series foru2(R) is uniformly convergent inside and
at the interface of the inclusion. The total displacement fields
in the exterior region can be represented by the series in Eqs.
~42! and ~43!,

u5ui~R!1us~R!5 (
s8m8n8

(
b51

4

asm8n8
~b! ,ûs8m8n8

~b!

1 (
s8m8n8

(
b51

4

cs8m8n8
~b! us8m8n8

~b! . ~45!

Since both series are uniformly convergent, we can apply the
associated operatorst, w, and pf to Eq. ~45!, such as the
following,

t~u!5 (
sm8n8

(
b51

4

as8m8n8
~b! t~ ûs8m8n8

~b!
!

1 (
s8m8n8

(
b51

4

cs8m8n8
~b! t~us8m8n8

~b!
!,

w~u!5 (
s8m8n8

(
b51

4

as8m8n8
~b! w~ ûs8m8n8

~b!
!

1 (
s8m8n8

(
b51

4

cs8m8n8
~b! w~us8m8n8

~b!
!, ~46!

pf~u!5 (
s8m8n8

(
b51

4

as8m8n8
~b! pf~ ûs8m8n8

~b!
!

1 (
s8m8n8

(
b51

4

cs8m8n8
~b! pf~us8m8n8

~b!
!.

Analogous to the exterior region, the same operators can
also be applied to the refracted fields as follows:

t~u2!5 (
s8m8n8

(
b51

4

f s8m8n8
~b! t~ ûs8m8n8~0!

~b!
!,

w~u2!5 (
s8m8n8

(
b51

4

f s8m8n8
~b! w~ ûs8m8n8~0!

~b!
!, ~47!

pf~u2!5 (
s8m8n8

(
b51

4

f s8m8n8
~b! pf~ ûs8m8n8~0!

~b!
!.

B. The transition matrix for a poroelastic inclusion
with an arbitrary shape

Consider the regionV in Eq. ~6! to be bounded byS1

andS, and letu(A)5usmn
(a) andu(B)5u at the surfaceS1 , and

u(B)5u1 , w(B)5w1 , t(B)5t1 , and pf
(B)5pf 1 at the sur-

faceS. Then Eq.~6! yields

EE
S
@ t~usmn

~a! !"u12pf~usmn
~a! !n"w1#

2@ t1"u~usmn
~a! !2pf 1n"w~usmn

~a! !#dS

5EE
S1

@ t~usmn
~a! !"u2pf~usmn

~a! !n"w#

2@ t"usmn
~a! 2pfn"w~usmn

~a! !#dS,

a51, 2, 3, or 4, ~48!

where the normal vectorn for t at S1 is in the directioneR .
Substitution of Eqs.~45! and ~46! into Eq. ~48! yields the
following relationship:
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EE
S
@ t~usmn

~a! !"u12pf~usmn
~a! !n"w1#2@ t1"usmn

~a! 2pf 1n"w~usmn
~a! !#dS

5 (
s8m8n8

(
b51

4

as8m8n
~b! EE

S1
$t~usmn

~a! !"ûs8m8n8
~b!

2pf~usmn
~a! !n"w~ ûs8m8n8

~b!
!2t~ ûs8m8n8

~b!
!"usmn

~a! 1pf~ ûs8m8n8
~b!

!n"w~usmn
~a! !%dS

1 (
s8m8n8

(
b51

4

cs8m8n8
~b! EE

S1
$t~usmn

~a! !"us8m8n8
~b!

2pf~usmn
~a! !n"w~us8m8n8

~b!
!2t~us8m8n8

~b!
!"usmn

~a!

1pf~us8m8n8
~b!

!n"w~usmn
~a! !%dS,

a51, 2, 3, or 4. ~49!

The surface integral associated withcs8m8n
(b) vanishes because

of Eq. ~38!, and the remaining surface integral on the right-
hand side of Eq. ~49! is equal to (2 im/
ks)Dsmn

(a) dss8dmm8dnn8dab because of Eq.~39!. Hence, we
obtain the incident coefficient,

asmn
~a! 5

iks

mDsmn
~a! EE

S
@ t~usmn

~a! !"u12pf~usmn
~a! !n"w1

2t1"usmn
~a! 1pf 1n"w~usmn

~a! !#dS. ~50!

The subscript ‘‘1’’ denotes the field onS approaching from
the 1n side. Similarly, assigningu(A)5ûsmn

(a) in Eq. ~6! and
making use of the procedure for obtainingasmn

(a) , we obtain
the scattered coefficient,

csmn
~a! 5

2 iks

mDsmn
~a! EE

S
@ t~ ûsmn

~a! !"u12pf~ ûsmn
~a! !n"w1

2t1"ûsmn
~a! 1pf 1n"w~ ûsmn

~a! !#dS. ~51!

Equation~51! shows clearly that the coefficient of the
scattered waves is determined by the dynamic sourcesu1 ,
w1 , t1 , andpf 1 at the surfaceS. Equations~50! and ~51!
manifest the Huygens’ principle for poroelastic waves. If a
poroelastic inclusion is perfectly welded to the surrounding
medium, the following fields must be continuous at the in-
terfaceS ~Deresiewicz and Skalak, 1963!:

u15u2 , t15t2 , w1"n5w2"n,

pf 15pf 2 on S. ~52!

Thusu1 , w1"n, t1 , andpf 1 , defined in Eqs.~50! and~51!,
can be replaced byu2 , w2"n, t2 , and pf 2 , respectively.
Therefore, we can extend the series representation foru2 of
Eq. ~44! to interfaceS. Substitution of this series ofu2 ,
w2"n, t2 , and pf 2 into Eq. ~50! for the notationsu1 ,
w1"n, t1 , andpf 1 yields the relationship between the inci-
dent and refracted coefficients,

asmn
~a! 5 i (

s8m8n8
(
b51

4

Qsmn,s8m8n8
~a,b! f s8m8n8

~b! , ~53!

where

Qsmn,sm8n8
~a,b!

5
ks

mDsmn
~a! EE

S
@ t~usmn

~a! !"ûs8m8n8~0!
~b!

2pf~usmn
~a! !n"w~ ûs8m8n8~0!

~b!
!

2t~ ûs8m8n8~0!
~b!

!"usmn
~a!

1pf~ ûs8m8n8~0!
~b!

!n"w~usmn
~a! !#dS. ~54!

Similarly, we substitute the series representation ofu2

into Eq. ~51! and then obtain the relationship between the
scattered and refracted coefficients,

csmn
~a! 52 i (

s8m8n8
(
b51

4

Q̂smn,s8m8n8
~a,b! f s8m8n8

~b! , ~55!

in which

Q̂smn,s8m8n8
~a,b!

5
ks

mDsmn
~a! EE

S
@ t~ ûsmn

~a! !"ûs8m8n8~0!
~b!

2pf~ ûsmn
~a! !n"w~ ûs8m8n8~0!

~b!
!

2t~ ûs8m8n8~0!
~b!

!"ûsmn
~a!

1pf 1~ ûs8m8n8~0!
~b!

!n"ŵsmn
~a! #dS. ~56!

In matrix notation, we can write Eqs.~53! and ~55! as fol-
lows:

a5 iQf,
~57!

c52 i Q̂f,

wherea, c, andf are column matrices for fixeds, m, andn;
andQ andQ̂ are square matrices with the indexes~a,b! and
infinite matrices with indexesm50,...,n andn50,...,̀ . De-
noting the inverse of the matrixQ by Q21, we have the
results,

f52 iQ21a,
~58!

c52~Q̂Q21!a5Ta.

The product2Q̂Q21 is called the transition matrix,

T[2Q̂Q21, ~59!
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for the porous medium. The transition matrix relates directly
the unknown scattered coefficientc to the given incident
coefficient a. The refracted coefficientf is related to a
through Q21 matrix. Since we choose the spherical wave
functions for the basis functions, the surface integrals can be
evaluated analytically ifS is spherical. For the surface of an
arbitrary shape,Q̂, Q can only be evaluated numerically.

C. The transition matrix for a spherical porous
inclusion

WhenS turns out to be a spherical surface with radiusa,
the tractiont(usmn

(b) ) in the surface integrals forQsmn,s8m8n8
(a,b)

and Q̂smn,s8m8n8
(a,b) is replaced bytr(usmn

(b) ) defined in Eqs.
~30!–~33!. The resulting integrals can be evaluated in a
closed form by using Eqs.~34! and~35!. The corresponding
elements ofQsmn,s8m8n8

(a,b) obtained from Eq.~54! are listed in
Appendix B, and those ofQ̂smn,s8m8n8

(a,b) can be obtained from
Qsmn,s8m8n8

(a,b) by replacing the spherical Hankel functionhn
(2)

with the spherical Bessel functionj n . Notice that Q matrix
for the spherical poroelastic inclusion is a diagonal matrix
with the indexes (smn,s8m8n8),

Qsmn,s8m8n8
~a,b! H Þ0 when s5s8,m5m8,n5n8,

50 otherwise.
~60!

Furthermore, the associated transition matrix is also diagonal
with the same indexes,

@T~a,b!#smn,s8m8n8H Þ0 when s5s8,m5m8,n5n8,

50 otherwise.
~61!

On the other hand, concerning the indexes~a,b!, the
transition matrix is not a diagonal form. Omitting the sub-
scripts indexes ‘‘smn, smn’’ and the brackets enclosing the
superscripts, we can write the nonzero elements of the tran-
sition matrix listed as follows:

T115@Q̂11~Q24Q422Q22Q44!1Q̂12~2Q24Q41

1Q21Q44!1Q̂14~Q22Q412Q21Q42!#/D,

T215@Q̂21~Q24Q422Q22Q44!1Q̂22~2Q24Q41

1Q21Q44!1Q̂24~Q22Q412Q21Q42!#/D,

T415@Q̂41~Q24Q422Q22Q44!1Q̂42~2Q24Q41

1Q21Q44!1Q̂44~Q22Q412Q21Q42!#/D,

T125@Q̂11~2Q14Q421Q12Q44!1Q̂12~Q14Q41

2Q11Q44!1Q̂14~2Q12Q411Q11Q42!#/D,

T225@Q̂21~2Q14Q421Q12Q44!1Q̂22~Q14Q41

2Q11Q44!1Q̂24~2Q12Q411Q11Q42!#/D,

T425@Q̂41~2Q14Q421Q12Q44!1Q̂42~Q14Q41

2Q11Q44!1Q̂44~2Q12Q411Q11Q42!#/D,

T145@Q̂11~Q14Q222Q12Q24!1Q̂12~2Q14Q21

1Q11Q24!1Q̂14~Q12Q212Q11Q22!#/D,

T245@Q̂21~Q14Q222Q12Q24!1Q̂22~2Q14Q21

1Q11Q24!1Q̂24~Q12Q212Q11Q22!#/D,

T445@Q̂41~Q14Q222Q12Q24!1Q̂42~2Q14Q21

1Q11Q24!1Q̂44~Q12Q212Q11Q22!#/D,

T3352Q̂33/Q33,

and

T315T325T135T235T345T4350, ~62!

where

D5~2Q14Q22Q411Q12Q24Q411Q14Q21Q42

2Q11Q24Q422Q12Q21Q441Q11Q22Q44!. ~63!

Substituting the above mentioned results into Eq.~58!,
we can determine the solutions for the waves scattered by a
spherical poroelastic inclusion. The relationships between
the incident coefficients and scattered coefficients for the
case of the spherical poroelastic inclusion are obtained as
follows:

c15T11a11T12a21T14a4,

c25T21a11T22a21T24a4,
~64!

c35T33a3,

c45T41a11T42a21T44a4.

D. The transition matrix for a spherical elastic
inclusion

Now, let us consider a degenerated case where a spheri-
cal elastic inclusion is perfectly welded to the poroelastic
surrounding. The continuity conditions now are rewritten as
follows:

u15u2 , t15t2 , w1"eR50 on S. ~65!

Similarly, we use an alternative series expansion ofu2 in Eq.
~44! to represent the field inside the interfaceS. For an elastic
medium, the regular basis functions are expressed as~Pao,
1978!

ûs8m8n8~0!
~1!

5L̂s8m8n8~0!5 j n8~kp~0!R!As8m8n8

1~n21n!1/2
j n~kp~0!R!

kp~0!R
Bs8m8n8 ,

ûs8m8n8~0!
~3!

5M̂s8m8n8~0!5~n21n!1/2j n~ks~0!R!Cs8m8n8 ,
~66!

ûs8m8n8~0!
~4!

5N̂s8m8n8~0!5~n21n!S j n~ks~0!R!

ks~0!R
DAs8m8n8

1~n21n!1/2
@ks~0!R jn~ks~0!R!#8

ks~0!R
Bs8m8n8 ,
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in which we skip the superscript~2! deliberately to avoid the
unmatching order when we degenerate from the poroelastic
case. The associated wave numbers for the dilatational and
rotational waves of the elastic inclusion arekp(0)

5vAr (0) /(l (0)12m (0)) and ks(0)5vAr (0) /m (0), respec-
tively. The associated traction operators for the elasticity are
written as follows:

t~ ûs8m8n8~0!
~1!

!5l~0!¹"L̂s8m8n8~0!n1m~0!n"~¹L̂s8m8n8~0!

1L̂s8m8n8~0!¹!,

t~ ûs8m8n8~0!
~3!

!5m~0!n"~¹M̂s8m8n8~0!1M̂s8m8n8~0!¹!,
~67!

t~ ûs8m8n8~0!
~4!

!5m~0!n"~¹N̂s8m8n8~0!1N̂s8m8n8~0!¹!.

The series representations of the displacement vector
and the traction vector for elastic inclusion can be written
through Eq.~47!,

u2~R!5 (
s8m8n8

(
b51,3,4

f s8m8n
~b! ûs8m8n8~0!

~b! ,

~68!

t~u2!5 (
s8m8n8

(
b51,3,4

f s8m8n
~b! t~ ûs8m8n8~0!

~b!
!,

in which we also skip the superscript,b52. Under the con-
tinuity conditions for the elastic inclusion, the incident coef-
ficient in Eq.~50! is reduced to the solution,

asmn
~a! 5

iks

mDsmn
~a! EE

S
@ t~usmn

~a! !"u12t1"usmn
~a!

1pf 1n"w~usmn
~a! !#dS, a51, 2, 3, or 4. ~69!

The interface pressurepf 1 is considered as the pressure ap-
proaching to interface from the outside of the inclusion.
Therefore, it can be constructed through the regular part ex-
pansions,

pf 15 (
s8m8n8

@ f s8m8n8
* ~1! pf~ ûs8m8n8

~1!
!uR5a

1 f s8m8n8
~2! pf~ ûs8m8n8

~2!
!uR5a#, ~70!

wheref s8m8n8
* (1) and f s8m8n8

(2) are the undetermined coefficients,
and the scalar regular pressures are defined by the exterior
material properties,

pf~ ûs8m8n8
~1!

!uR5a5M ~am111!
kp1

2

kp
j n8~kp1a!Ys8m8n8 ,

~71!

pf~ ûs8m8n8
~2!

!uR5a5M ~a1m2!
kp2

2

kp
j n8~kp2a!Ys8m8n8 .

Then substituting Eq.~68! into Eq. ~69! and replacingu1

and t1 through the continuity conditions in Eq.~65!, we
obtain the incident coefficient,

asmn
~a! 5 i (

s8m8n8
F (

b51

4

Qsmn,s8m8n8
8~a,b! f s8m8n8

~b!

1Rsmn,s8m8n8
~a! f s8m8n8

* ~1! G , a51, 2, 3, or 4.

~72!

For this special case of spherical elastic inclusion,
Qsmn,s8m8n8

8(a,b) andRsmn,s8m8n8
(a) are diagonal with the indexes

(smn,s8m8n8) and the off-diagonal elements vanish. Thus

Qsmn,smn8~a,b! 5
ks

mDsmn
~a! 5 EES

@ t~usmn
~a! !"ûsmn~0!

~b! 2t~ ûsmn~0!
~b! !"usmn

~a! #dS for b51,3,4,

EE
S
pf~ ûsmn

~2! !n"w~usmn
~a! !dS for b52,

~73!

and

Rsmn,smn
~a! 5

ks

mDsmn
~a! EE

S
pf~ ûsmn

~1! !n"w~usmn
~a! !dS. ~74!

Similarly, the scattered coefficient in Eq.~51! can be de-
duced through the continuity conditions for the elastic inclu-
sion,

csmn
~a! 5

2 iks

mDsmn
~a! EE

S
@ t~ ûsmn

~a! !"u12t1"ûsmn
~a!

1pf 1n"w~ ûsmn
~a! !#dS, a51, 2, 3, or 4. ~75!

Substitution of Eqs.~66! and ~67! into Eq. ~75! yields,

csmn
~a! 52 i (

s8m8n8
F (

b51

4

Q̂smn,s8m8n8
8~a,b! f s8m8n8

~b!

1R̂smn,s8m8n8
~a! f s8m8n8

* ~1! G , a51, 2, 3, or 4,

~76!

where for the diagonal elements with index (smn,s8m8n8),
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Q̂smn,smn8~a,b! 5
ks

mDsmn
~a! 5 EES

@ t~ ûsmn
~a! !"ûsmn~0!

~b! 2t~ ûsmn~0!
~b! !"ûsmn

~a! #dS for b51,3,4,

EE
S
pf~ ûsmn

~2! !n"w~ ûsmn
~a! !dS for b52,

~77!

and

R̂smn,smn
~a! 5

ks

mDsmn
~a! EE

S
pf~ ûsmn

~1! !n"w~ ûsmn
~a! !dS, ~78!

and the off-diagonal elements ofQ̂smn,s8m8n8
8(a,b) and

R̂smn,s8m8n8
(a) also vanish. In order to obtain the undetermined

coefficient f s8m8n8
* (1) , we have to make use of the impervious

boundary condition at the interfacew1"eR50. The vector
operatorw1 is obtained by substitution of Eqs.~72! and~76!
into the operatorw of Eq. ~46! for the exterior region. The
condition,w1"eR50, requires

(
g51

4 H @J~g!Rsmn,smn
~g! 2H ~g!R̂smn,smn

~g! # f smn* ~1!

1 (
b51

4

@J~g!Qsmn,smn8~g,b! 2H ~g!Q̂smn,smn8~g,b! # f smn
~b! J 50, ~79!

for each spherical surface harmonicsYsmn(u,f) whereJ(g)

and H (g) are radial parts of w(ûsmn
(g) )uR5a"n and

w(usmn
(g) )uR5a"n at the interfaceS, respectively.
Since the inclusion is spherical with radiusa, J(g) is

reduced by the normal vectorn5eR ,

J~g!55
kp1 j n8~kp1a!/kp for g51,

m2kp2 j n8~kp2a!/kp for g52,

0 for g53,

m3~n21n! j n~ksa!/ksa for g54,

~80!

andH (g) is obtained by replacing the spherical Bessel func-
tion j n in Eq. ~80! with the spherical Hankel functionhn

(2) .
Hence, we find the undetermined coefficientf smn* (1) in terms of
the refracted coefficients,

f smn* ~1!52 (
b51

4

Psmn,smn
~b! f smn

~b! , ~81!

where

Psmn,smn
~b! 5

(g51
4 @J~g!Qsmn,smn8~g,b! 2H ~g!Q̂smn,smn8~g,b! #

(g51
4 @J~g!Rsmn,smn

~g! 2H ~g!R̂smn,smn
~g! #

. ~82!

Finally, substitution of Eq.~81! into Eqs.~72! and ~76!
gives the following relationships:

asmn
~a! 5 i (

b51

4

Qsmn,smn
~a,b! f smn

~b! ,

~83!

csmn
~a! 52 i (

b51

4

Q̂smn,smn
~a,b! f smn

~b! ,

where

Qsmn,smn
~a,b! 5Qsmn,smn8~a,b! 2Rsmn,smn

~a! Psmn,smn
~b! ,

~84!
Q̂smn,smn

~a,b! 5Q̂smn,smn8~a,b! 2R̂smn,smn
~a! Psmn,smn

~b! .

Similar to Eq.~57!, we obtain the transition matrix for the
case of the elastic spherical inclusion as

c5Ta. ~85!

The nonzero elements ofQ8 matrix as well asRsmn,smn for
a spherical elastic inclusion are listed in Appendix C.

IV. NUMERICAL RESULTS

In order to illustrate the validity and the accuracy of the
transition matrix method, we present some typical numerical
examples in the following.

A. Verification of the numerical implementation

To validate the numerical implementation presented in
this study, we verify the continuity conditions at the interface
by considering first a special example of the spherical inclu-
sion subjected to an artificial incident wave. Let an artificial
and arbitrary choice of the incident coefficients be given by

^asmn
~1! ,asmn

~2! ,asmn
~3! ,asmn

~4! &T

5H ^1.0,2.0,3.0,4.0&T when ~s,m,n!5~1,3,5!,

^0,0,0,0&T otherwise.
~86!

The material properties in the exterior and interior media are
converted from Zimmerman and Stern~1993a! and Yew and
Jogi ~1978!, respectively. The corresponding material con-
stants are listed in Table I. Since we adopt a special type of
the incident wave defined in Eq.~86!, the series representa-
tion of the field associated with the indexessmn is reduced
merely to a single one (s,m,n)5(1,3,5). With the aid of
Eqs.~53! and ~55!, we can get the simpler forms,

TABLE I. Material properties for the cases studied.

Exterior surrounding Interior inclusion

Coarse sand
~poroelasticity!

Alundum
~poroelasticity!

Iron
~elasticity!

lc (Pa) 4.33163109 1.675931010 l59.93831010

m ~Pa! 2.6103107 2.53331010 7.8131010

a 0.987 334 1 0.60 ¯

M (Pa) 4.014 228 63109 6.349 206 33109
¯

r ~kg/m3! 1874 2618 7870
r f (kg/m3) 1000 1000 ¯

m* (kg/m3) 2129.924 85 3174.603 17 ¯

b* (N s/m4) 1.001 064 63107 3.749 055 23108
¯
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a135
~a!5 i (

b51

4

Q135,135
~a,b! f 135

~b! ,

~87!

c135
~a!52 i (

b51

4

Q̂135,135
~a,b! f 135

~b! .

Let the radius of the spherical inclusion bea51.0 m, and the
excitation circular frequency bev5400p rad/s. Based on the
series representations in Eqs.~45! and ~46!, we obtain the
surface displacement, traction, and pore pressure fields in the
exterior surrounding. In the same way, we use Eq.~47! to
obtain those in the interior region. These results are repre-
sented through the composition of three mutually perpen-
dicular vectorsAsmn , Bsmn , andCsmn in Table II. For ex-
ample: the exterior surface displacements can be written as
follows:

u1~a,u,f!5~3.149 836 582 067 97731022

22.278 746 278 743 16031022i !Asmn

1~21.069 388 568 430 97331022

11.530 721 666 871 40431023i !Bsmn

1~22.814 212 411 037 52031023

24.426 656 392 015 44931023i !Csmn ,

~88!

and the exterior pressure as

pf 1~a,u,f!5~19 402 353 258.4207

211 075 018 273.1247i !Ysmn . ~89!

The final value of the displacements at any point (a,u,f) on
the interface may be calculated by assigning the associated
coordinatesu andf to the vectorsAsmn , Bsmn , andCsmn .
On the other hand, we also tested the continuity condition at
the interface for the elastic inclusion case subjected to the
same incident wave. The material properties of this elastic
inclusion are listed in Table I. The displacement and traction
fields approaching from inside or outside are shown in Table
III. Notice that the tangential relative fluid displacement and
the pressure at the interface are not equal to zero. From
Tables II and III, we can observe that the data for the dis-
placements, tractions, and pressure at the interface indeed
satisfy the conditions of the continuity with high accuracy.

B. A spherical inclusion subjected to a plane
compressional wave

Here, we compare our results with those obtained by
Zimmerman and Stern~1993a! for the case of an elastic in-
clusion embedded within a poroelastic medium. In another
case, we consider a poroelastic inclusion instead. The normal
tractions at the interface and the displacements along thez
axis were calculated for both cases.

For an incident plane compressional wave impinging on
the inclusion, the incident coefficients for the transition ma-
trix can be obtained by Eq.~50!. Let the incident wave be a
fast dilatational plane wave with a wave numberkp1 and the
incident wave travel along the negativez direction. There-
fore, the incident wave with unit amplitude travels from top
to bottom to the inclusion as shown in Fig. 2. The potential
of this plane wave can be represented as

TABLE II. The comparison with the coefficients obtained from the exterior and the interior regions.

Component Exterior region Interior region

Surface
displacement

u

Asmn Real 3.149 836 582 067 977E2002 3.149 836 582 020 882E2002

Image 22.278 746 278 743 160E2002 22.278 746 278 576 360E2002

Bsmn Real 21.069 388 568 430 973E2002 21.069 388 568 635 610E2002

Image 1.530 721 666 871 404E2003 1.530 721 668 937 751E2003

Csmn Real 22.814 212 411 037 520E2003 22.814 212 411 037 555E2003

Image 24.426 656 392 015 449E2003 24.426 656 392 015 722E2003

Surface
relative

fluid
displacement

w~u!

Asmn Real 25.021 354 976 511 661E2002 25.021 354 976 521 485E2002

Image 0.389 292 743 033 368 0.389 292 743 032 655

Bsmn Real 6.608 854 149 965 06 0.131 148 687 499 589

Image 6.682 124 300 918 16 0.224 211 345 631 806

Csmn Real 24.304 536 227 428 268E2004 21.473 556 357 287 508E2005

Image 4.683 584 516 659 844E2004 9.589 692 286 739 554E2006

Surface
traction
tr(u)

Asmn Real 2 428 314 018.991 16 2 428 314 018.989 99

Image 21 054 103 839.385 82 21 054 103 839.384 77

Bsmn Real 1 399 305 709.137 16 1 399 305 709.136 72

Image 22 995 786 997.034 60 22 995 786 997.034 18

Csmn Real 2284 238 498.416 907 2284 238 498.416 907

Image 2447 101 072.216 521 2447 101 072.216 522

Surface
pressure
pf(u)

Ysmn Real 19 402 353 258.420 7 19 402 353 258.421 5

Image 211 075 018 273.124 7 211 075 018 273.124 2
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w1
i 5

w0

m1
eikp1~z2a!. ~90!

With the series expansion, the exponential term can be ex-
panded into the series of the spherical Bessel function and
the Legendre polynomials~Ying and Truell, 1956! as

w1
i 5

w0

m1
eikp1ze2 ikp1a

5
w0

m1
e2 ikp1a(

n50

`

~2n11!i nj n~kp1R!Pn~cosu!, ~91!

wherePn(cosu) is the Legendre polynomials@i.e., Pn
m(cosu)

with m50]. At the same time, we sets51 ~even! through
comparing Eq.~91! with the spherical surface harmonics in
Eq. ~25!. Thus the associated displacement fields are ob-
tained from Eqs.~8! and ~18!,

ui5¹~w0eikp1z!e2 ikp1a

5
kp

m1
w0e2 ikp1a(

n50

`

~2n11!i nû10n
~1! . ~92!

Substituting Eq.~92! into Eq. ~50!, we obtain the incident
coefficients,

asmn
~a! 5H w0e2 ikp1a~2n11!i nkp /m1 a51,s51,m50, and nPN,

0 otherwise.
~93!

All results pertain to a spherical inclusion witha
51.0 m. Figure 3 shows the surface normal tractions on the
elastic inclusion at a low frequency 200 Hz and at a high
frequency 2000 Hz, respectively. Figure 4 shows the ampli-
tudes of the scattered wave along thez axis at the two fre-
quencies. The results obtained by Zimmerman and Stern
~1993a! are also plotted by an asterisk~* ! in Figs. 3 and 4.
The differences are negligible except those in the region near
the interface at 2000 Hz. In fact, the amplitude obtained from
Eq. ~43! consists of four parts:u(1), u(2), u(3), and u(4).
Under the incidence of the fast dilatational plane wave, the

contribution of the mode conversion for the third partu(3) is
zero. The details of the second and fourth parts in the region
near the interface plotted in Fig. 5 show that the curves sway
stronger and their phases change faster. As a result of the
constructive and destructive phase interference, the curve for
the radial amplitude in the region near the interface seems to
be rough and irregular as shown in Fig. 4. Figure 6 presents
the results for the surface normal tractions for the poroelastic
inclusion at a low frequency 200 Hz and at a high frequency
2000 Hz. The patterns in this case are more obscure than
those in the elastic case. The results shown in Fig. 7 display

TABLE III. The comparison with the coefficients obtained from the exterior surrounding and the elastic
inclusion.

Component Exterior region Interior region

Surface
displacement

u

Asmn Real 4.071 286 613 427 816E2003 4.071 286 611 782 576E2003
Image 21.685 221 590 015 828E2003 21.685 221 592 749 420E2003

Bsmn Real 2.035 293 559 519 147E2003 2.035 293 565 217 255E2003
Image 25.012 095 768 116 342E2003 25.012 095 766 713 687E2003

Csmn Real 29.107 823 272 134 219E2004 29.107 823 272 139 289E2004
Image 21.437 668 292 634 142E2003 21.437 668 292 634 112E2003

Surface
relative

fluid
displacement

w~u!

Asmn Real 23.006 039 861 475 074E2012'0
Image 8.982 370 403 032 292E2012'0

Bsmn Real 6.680 955 005 514 02
Image 6.959 414 289 793 27

Csmn Real 21.399 010 338 725 970E2004
Image 1.517 358 390 854 540E2004

Surface
traction
tr(u)

Asmn Real 2 434 871 386.974 41 2 434 871 386.975 46
Image 21 182 345 039.949 28 21 182 345 039.950 07

Bsmn Real 1 363 138 977.279 15 1 363 138 977.279 54
Image 23 007 829 193.450 28 23 007 829 193.448 97

Csmn Real 2283 656 981.051 847 2283 656 981.051 846
Image 2447 752 042.894 842 2447 752 042.894 843

Surface
pressure
pf(u)

Ysmn Real 20 087 161 071.830 8a 20 087 161 071.890 7b

Image 211 072 223 754.063 4a 211 072 223 754.018 2b

aThis result is calculated from Eq.~46!.
bThis result is calculated from Eq.~70!.
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the amplitudes of the radial displacements for the scattered
waves along thez axis at the two frequencies. The swaying
region for the curve at 2000 Hz is due to the interference
which has been discussed in the elastic inclusion case.

V. CONCLUDING REMARKS

A solution based on the transition matrix for the scat-
tered wave has several advantages especially for scatterers

FIG. 2. A plane harmonic wave impinges on an inclusion embedded in an
infinite medium.

FIG. 3. Amplitude of normal traction at surface~elastic inclusion!.

FIG. 4. Amplitude of radial displacement alongz axis ~elastic inclusion!.

FIG. 5. Radial displacement for each coupling part alongz axis at 2000 Hz
~elastic inclusion!.
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with an arbitrary shape because this approach can match the
surface boundary conditions geometrically. However, to ap-
ply the transition matrix method, it is necessary to construct
a set of complete and orthogonal basis functions satisfying
the three orthogonality conditions.

In this paper we adopt the approach introduced by Pao
~1978! for elastic scattering problem to develop the transition
matrix for the analysis of the scattering problem in poroelas-
tic medium. A set of basis functions for a poroelastic medium
are presented. The related orthogonality conditions are ob-

tained by applying Betti’s third identity generalized for the
poroelasticity and the transition matrix is derived accord-
ingly. In order to show its validity and accuracy, this transi-
tion matrix is employed to analyze the wave scattered by an
elastic spherical inclusion embedded in a poroelastic me-
dium.

It appears that solving the scattering problem for a po-
roelastic inclusion is more complex than that for the elastic
one. However, in our opinion, the analysis of the poroelastic
inclusion problem by applying the transition matrix approach
is actually easier than the elastic inclusion case because the
conditions at the interface of the latter are the degenerated
case of the former.

Some illustrative numerical results show that the regions
near the interface present strong interferences which are
caused by the coupling effect of the dilatational and rota-
tional waves. This phenomenon can be explained by the re-
flection of the coupling waves. In addition, the amplitude of
the radial displacement increases rapidly when the receiver
approaches to the interface. The difference between the elas-
tic and poroelastic inclusion shows that the amplitudes of
normal traction for the elastic case are larger with more defi-
nite patterns.
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APPENDIX A: NORMALIZING TO THE DIL ATATIONAL WAVES

This appendix presents the normalizing procedure for the dilatational waves. The determinant of the coefficients from the
characteristic equation in Eq.~10! is set to zero as

Ur2~2m1lc!
k2

v2
r f2aM

k2

v2

r f2aM
k2

v2
rm2M

k2

v2

U50. ~A1!

Equation~A1! provides the characteristic values as

FIG. 7. Amplitude of radial displacement alongz axis ~poroelastic inclu-
sion!.

FIG. 6. Amplitude of normal traction at surface~poroelastic inclusion!.
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kp1
2 /v25~B2AB224AC!/2A,

~A2!kp2
2 /v25~B1AB224AC!/2A.

whereA, B, and C are defined in Eq.~12!. Substitution of Eq.~A2! into Eq. ~A1! gives two corresponding characteristic
vectors,

^m1,1&T5K 2S rm2M
kp1

2

v2 D Y S r f2aM
kp1

2

v2 D ,1L T

,

~A3!
^1,m2&

T5K 1,2F r2~lc12m!
kp2

2

v2 G Y S r f2aM
kp2

2

v2 D L T

.

In order to normalize Eq.~10!, we rewrite the parametersm1 and m2 shown in the preceding equations in a common
denominator form,

m152S rm2M
kp1

2

v2 D S r f2aM
kp2

2

v2 D Y F S r f2aM
kp1

2

v2 D S r f2aM
kp2

2

v2 D G ,

~A4!
m252F r2~lc12m!

kp2
2

v2 G S r f2aM
kp1

2

v2 D Y F S r f2aM
kp1

2

v2 D S r f2aM
kp2

2

v2 D G ,

where Eq.~A4! can be further simplified to the equations presented in Eq.~15!. The normalized matrices corresponding to Eq.
~10! are expressed as

F ~lc12m!* 0

0 M* G[Fm1 1

1 m2
GTF ~lc12m! aM

aM M GFm1 1

1 m2
G

5F ~lc12m!m1
212aMm11M ~lc12m!m11aMm1m21aM1Mm2

~lc12m!m11aMm1m21aM1Mm2 ~lc12m!12aMm21Mm2
2 G , ~A5!

and

Fr* 0

0 rm*
G[Fm1 1

1 m2
GTF r r f

r f rm
GFm1 1

1 m2
G5F rm1

212r fm11rm rm11r fm1m21r f1rmm2

rm11r fm1m21r f1rmm2 r12r fm21rmm2
2 G . ~A6!

With the aid of

4ac2d2522b212bAb214ac, ~A7!

the symmetric off-diagonal elements of Eq.~A5! vanish,

~lc12m!m11aMm1m21aM1Mm250, ~A8!

in which the analogous condition has not been presented in Kargl and Lim’s paper. Through the aid of

b214ac5B224AC, ~A9!

the element~1,1! of Eq. ~A5! is given by

~lc12m!* 5
1

c2
@2AAB224AC#F r2~lc12m!

kp2
2

v2 G , ~A10!

and the element~2,2! of Eq. ~A5! is given by

M* 5
1

a2
AAB224ACS rm2M

kp1
2

v2 D . ~A11!

Based on the definitions of Eqs.~12! and ~14!, we have the diagonal elements of Eq.~A6!,

r* 52
A

c2

kp1
2

v2
AB224ACF r2~lc12m!

kp2
2

v2 G , ~A12!
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rm* 5
A

a2

kp2
2

v2
AB224ACS rm2M

kp1
2

v2 D , ~A13!

and show that the symmetric off-diagonal elements of Eq.~A6! are zero. Furthermore, we also use some algebraic techniques
to obtain the following identities among the factorsm1 , m2 , andm3 :

m1~lc12m!1aM2mm1~ks
2/kp1

2 !1m3M ~am111!50, ~A14!

lc12m1m2aM2m~ks
2/kp2

2 !1m3M ~a1m2!50.

These results will be useful in the evaluation of Eq.~B17! and the analogous conditions have not been presented in Kargl and
Lim’s paper.

APPENDIX B: ELEMENTS IN Q MATRIX FOR A POROELASTIC SPHERICAL INCLUSION AND THE DERIVATION
OF ORTHOGONALITY CONDITIONS

This appendix lists the elements ofQ for a poroelastic spherical inclusion with radiusa. In addition, we apply theQ*
matrix to derive the orthogonality conditions defined in Eqs.~37!–~39!. An opening interface condition is assumed between the
sphere inclusion and the surrounding medium. To take the advantage of the spherical symmetry in evaluationQsmn,s8m8n8

(a,b) , it
is convenient to choose the origin of the coordinate system to be located at the center of the sphere and designate the outward
unit surface-normal vectorn5eR . Making use of Eqs.~30!–~35!, we can evaluate the surface integral in Eq.~54!. The Q
matrix is written as

Qsmn,smn
~a,b! 5

ks

mDsmn
~a! FQ* ~1,1! Q* ~1,2! Q* ~1,3! Q* ~1,4!

Q* ~2,1! Q* ~2,2! Q* ~2,3! Q* ~2,4!

Q* ~3,1! Q* ~3,2! Q* ~3,3! Q* ~3,4!

Q* ~4,1! Q* ~4,2! Q* ~4,3! Q* ~4,4!

G
smn,smn

, ~B1!

where Q matrix is diagonal with the indexes (smn,s8m8n8). The elements are shown as follows:

Qsmn,smn* ~1,1! 5
4p~n1m!!a2

em~2n11!~n2m!! H hn
~2!~kp1a! j n~kp1~0!a!S 22m1m1~0!n~n11!

kpkp~0!a
3 D ~m2m~0!!1hn

~2!~kp1a! j n8~kp1~0!a!

3S kp1
2 kp1~0!

kpkp~0!
D F2lcm1m1~0!2am1~0!M2m1aM2M1S 2m1m1~0!n~n11!

kp1
2 a2 D ~m2m~0!!22mm1m1~0!G

1hn
~2!8~kp1a! j n~kp1~0!a!S kp1kp1~0!

2

kpkp~0!
D Flc~0!m1m1~0!1m1a~0!M ~0!1a~0!m1~0!M ~0!1M ~0!

1S 2m1m1~0!n~n11!

kp1~0!
2 a2 D ~m2m~0!!12m~0!m1m1~0!G1hn

~2!8~kp1a! j n8~kp1~0!a!S 24m1m1~0!kp1kp1~0!

kpkp~0!a
D

3~m2m~0!!J , ~B2!

Qsmn,smn* ~1,2! 5
4p~n1m!!a2

em~2n11!~n2m!! H hn
~2!~kp1a! j n~kp2~0!a!S 22m1n~n11!

kpkp~0!a
3 D ~m2m~0!!1hn

~2!~kp1a! j n8~kp2~0!a!S kp1
2 kp2~0!

kpkp~0!
D

3F2m1lc22mm12m1m2~0!aM2aM2m2~0!M1S 2m1n~n11!

kp1
2 a2 D ~m2m~0!!G1hn

~2!8~kp1a! j n~kp2~0!a!

3S kp1kp2~0!
2

kpkp~0!
D Fm1lc~0!12m~0!m11m1m2~0!a~0!M ~0!1a~0!M ~0!1m2~0!M ~0!1S 2m1n~n11!

kp2~0!
2 a2 D ~m2m~0!!G

1hn
~2!8~kp1a! j n8~kp2~0!a!S 24m1kp1kp2~0!

kpkp~0!a
D ~m2m~0!!J , ~B3!
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Qsmn,smn* ~1,4! 5n~n11!
4p~n1m!!a2

em~2n11!~n2m!! H hn
~2!~kp1a! j n~ks~0!a!S kp1

2

kpks~0!a
D F2lcm122mm12aM12m1S n21n21

kp1
2 a2 D

3~m2m~0!!1m1m~0!

ks~0!
2

kp1
2

2m3~0!M ~am111!G1hn
~2!~kp1a! j n8~ks~0!a!S 22m1

kpa2 D ~m2m~0!!

1hn
~2!8~kp1a! j n~ks~0!a!S 22m1kp1

kpks~0!a
2 D ~m2m~0!!1hn

~2!8~kp1a! j n8~ks~0!a!S 2m1kp1

kpa D ~m2m~0!!J , ~B4!

Qsmn,smn* ~2,1! 5
4p~n1m!!a2

em~2n11!~n2m!! H hn
~2!~kp2a! j n~kp1~0!a!S 22m1~0!n~n11!

kpkp~0!a
3 D ~m2m~0!!1hn

~2!~kp2a! j n8~kp1~0!a!

3S kp2
2 kp1~0!

kpkp~0!
D F2m1~0!lc22mm1~0!2m1~0!m2aM2aM2m2M1S 2m1~0!n~n11!

kp2
2 a2 D ~m2m~0!!G

1hn
~2!8~kp2a! j n~kp1~0!a!S kp2kp1~0!

2

kpkp~0!
D Fm1~0!lc~0!12m~0!m1~0!1m1~0!m2a~0!M ~0!1a~0!M ~0!1m2M ~0!

1S 2m1~0!n~n11!

kp1~0!
2 a2 D ~m2m~0!!G1hn

~2!8~kp2a! j n8~kp1~0!a!S 24m1~0!kp1~0!kp2

kpkp~0!a
D ~m2m~0!!J , ~B5!

Qsmn,smn* ~2,2! 5
4p~n1m!!a2

em~2n11!~n2m!! H hn
~2!~kp2a! j n~kp2~0!a!S 22n~n11!

kpkp~0!a
3 D ~m2m~0!!1hn

~2!~kp2a! j n8~kp2~0!a!S kp2
2 kp2~0!

kpkp~0!
D

3F2lc2m2aM2m2~0!aM2m2m2~0!M1S 2n~n11!

kp2
2 a2 D ~m2m~0!!22mG1hn

~2!8~kp2a! j n~kp2~0!a!

3S kp2kp2~0!
2

kpkp~0!
D Flc~0!1m2~0!a~0!M ~0!1m2a~0!M ~0!1m2m2~0!M ~0!1S 2n~n11!

kp2~0!
2 a2 D ~m2m~0!!12m~0!G

1hn
~2!8~kp2a! j n8~kp2~0!a!S 24kp2kp2~0!

kpkp~0!a
D ~m2m~0!!J , ~B6!

Qsmn,smn* ~2,4! 5n~n11!
4p~n1m!!a2

em~2n11!~n2m!! H hn
~2!~kp2a! j n~ks~0!a!S kp2

2

kpks~0!a
D F2lc22m2m2aM12S n21n21

kp2
2 a2 D

3~m2m~0!!1
m~0!ks~0!

2

kp2
2

2m3~0!M ~a1m2!G1hn
~2!~kp2a! j n8~ks~0!a!S 22

kpa2D ~m2m~0!!

31hn
~2!8~kp2a! j n~ks~0!a!S 22kp2

kpks~0!a
2D ~m2m~0!!1hn

~2!8~kp2a! j n8~ks~0!a!S 2kp2

kpa D ~m2m~0!!J , ~B7!

Qsmn,smn* ~3,3! 5n~n11!
4p~n1m!!a2

em~2n11!~n2m!! H hn
~2!~ksa! j n~ks~0!a!S 21

a D ~m2m~0!!1hn
~2!~ksa! j n8~ks~0!a!~2m~0!ks~0!!

1hn
~2!8~ksa! j n~ks~0!a!~mks!J , ~B8!
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Qsmn,smn* ~4,1! 5n~n11!
4p~n1m!!a2

em~2n11!~n2m!! H hn
~2!~ksa! j n~kp1~0!a!S kp1~0!

2

kp~0!ksa
D Fm1~0!lc~0!12m~0!m1~0!1a~0!M ~0!

12m1~0!

n21n21

kp1~0!
2 a2

~m2m~0!!2
mm1~0!ks

2

kp1~0!
2

1m3M ~0!~a~0!m1~0!11!G1hn
~2!~ksa! j n8~kp1~0!a!

3S 22m1~0!kp1~0!

kp~0!ksa
2 D ~m2m~0!!1hn

~2!8~ksa! j n~kp1~0!a!S 22m1~0!

kp~0!a
2 D ~m2m~0!!1hn

~2!8~ksa! j n8~kp1~0!a!

3S 2m1~0!kp1~0!

kp~0!a
D ~m2m~0!!J , ~B9!

Qsmn,smn* ~4,2! 5n~n11!
4p~n1m!!a2

em~2n11!~n2m!! H hn
~2!~ksa! j n~kp2~0!a!S kp2~0!

2

kp~0!ksa
D Flc~0!12m~0!1m2~0!a~0!M ~0!

12
~n21n21!

kp2~0!
2 a2

~m2m~0!!2
mks

2

kp2~0!
2

1m3M ~0!~a~0!1m2~0!!G1hn
~2!~ksa! j n8~kp2~0!a!S 22kp2~0!

kp~0!ksa
2D ~m2m~0!!

1hn
~2!8~ksa! j n~kp2~0!a!S 22

kp~0!a
2D ~m2m~0!!1hn

~2!8~ksa! j n8~kp2~0!a!S 2kp2~0!

kp~0!a
D ~m2m~0!!J , ~B10!

Qsmn,smn* ~4,4! 5n~n11!
2@4p~n1m!! #a2

em~2n11!~n2m!! H hn
~2!~ksa! j n~ks~0!a!S 21

ksks~0!a
3D F ~m2m~0!!1

1

2
a2~mks

22m~0!ks~0!
2 !G1hn

~2!

3~ksa! j n8~ks~0!a!S 1

ksa
2D F ~n21n21!~m2m~0!!2

1

2
a2mks

2G1hn
~2!8~ksa! j n~ks~0!a!S 1

ks~0!a
2D F ~n21n21!

3~m2m~0!!1
1

2
a2m~0!ks~0!

2 G1hn
~2!8~ksa! j n8~ks~0!a!S 21

a D ~m2m~0!!J , ~B11!

andQsmn,smn* (1,3) 5Qsmn,smn* (2,3) 5Qsmn,smn* (3,1) 5Qsmn,smn* (3,2) 5Qsmn,smn* (3,4) 5Qsmn,smn* (4,3) 50. Recall that a subscript~0! is used to indicate the
parameters of the interior material. Also, remember that there are no zero-order rotational basis functions. The elements ofQ̂
are obtained from those ofQ by replacing the spherical Hankel functionhn

(2) with the spherical Bessel functionj n .
If the interior medium is identical with the exterior one, the subscript~0! is directly removed. Consider on a specific

surfaceS1 with radiusa, the elements ofQ* matrix reduce to the third orthogonality condition presented in Eq.~39!. They are

Qsmn,smn* ~1,1! 5
4p~n1m!!a2

em~2n11!~n2m!! S 2kp1
3

kp
2 D W$hn

~2!~kp1a!, j n~kp1a!%@~lc12m!m1
212m1aM1M #

5S 2 im

ks
D 4p~n1m!!

em~2n11!~n2m!! F ~lc12m!*
kskp1

mkp
2 G , ~B12!

where the Wronskian formula~Abramowitz and Stegun, 1964! is defined as

W$hn
~2!~ka!, j n~ka!%5hn

~2!~ka! j n8~ka!2hn
~2!8~ka! j n~ka!

5 i /~ka!2, ~B13!

and (lc12m)* has been defined in Eq.~19!:

Qsmn,smn* ~2,2! 5
4p~n1m!!a2

em~2n11!~n2m!! S 2kp2
3

kp
2 D W$hn

~2!~kp2a!, j n~kp2a!%3@lc12m12m2aM1m2
2M #

5S 2 im

ks
D 4p~n1m!!

em~2n11!~n2m!! FM*
kskp2

mkp
2 G , ~B14!

whereM* has also been defined in Eq.~19!,
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Qsmn,smn* ~1,2! 5
4p~n1m!!a2

em~2n11!~n2m!! S 2kp1kp2

kp
2 D @kp1hn

~2!~kp1a! j n8~kp2a!2kp2hn
~2!8~kp1a! j n~kp2a!#

3@m1lc12mm11m1m2aM1aM1m2M #50, ~B15!

and

Qsmn,smn* ~2,1! 5
4p~n1m!!a2

em~2n11!~n2m!! S 2kp1kp2

kp
2 D @kp2hn

~2!~kp2a! j n8~kp1a!2kp1hn
~2!8~kp2a! j n~kp1a!#

3@m1lc12mm11m1m2aM1aM1m2M #50, ~B16!

where the zero value is given from Eq.~A8!. In addition,

Qsmn,smn* ~1,4! 50,

Qsmn,smn* ~4,1! 50,
~B17!

Qsmn,smn* ~2,4! 50,

Qsmn,smn* ~4,2! 50,

where we have made use of the relations in Eq.~A14!. Finally, we evaluate the last two elements:

Qsmn,smn* ~3,3! 5S 2 im

ks
D 4p~n1m!!

em~2n11!~n2m!!
@n~n11!#, ~B18!

Qsmn,smn* ~4,4! 5S 2 im

ks
D 4p~n1m!!

em~2n11!~n2m!!
@n~n11!#. ~B19!

When the spherical Bessel function is replaced by the spherical Hankel function from the Wronskian formulation of Eqs.
~B2!–~B11!, we obtain the zero value identically on any arbitrary surfaceS~outsideS1 and insideS`) and this result leads the
second orthogonality condition. While the spherical Hankel function is replaced by the spherical Bessel function in Eqs.
~B2!–~B11! on a specific surface insideS1 , we derive the first orthogonality condition.

APPENDIX C: ELEMENTS IN Q 8 MATRIX FOR AN ELASTIC SPHERICAL INCLUSION

For the case of an elastic spherical inclusion, the traction operators for a spherical surface of the inclusion are obtained as
follows ~Pao, 1978!:

tr~ ûsmn~0!
~1! !52m~0!kp~0!H F S n21n2

1

2
ks~0!

2 R2D j n~kp~0!R!

~kp~0!R!2
2

2 j n8~kp~0!R!

kp~0!R
GAsmn

1~n21n!1/2F j n8~kp~0!R!

kp~0!R
2

j n~kp~0!R!

~kp~0!R!2 GBsmnJ , ~C1!

tr~ ûsmn~0!
~3! !5m~0!Fks~0! j n8~ks~0!R!2

j n~ks~0!R!

R G~n21n!1/2Csmn , ~C2!

tr~ ûsmn~0!
~4! !52m~0!ks~0!H ~n21n!F j n~ks~0!R!

ks~0!R
G8Asmn

1F S n21n212
~ks~0!R!2

2 D j n~ks~0!R!

~ks~0!R!2
2

j n8~ks~0!R!

ks~0!R
G ~n21n!1/2BsmnJ . ~C3!

Then the elements ofQ8 matrix defined in Eq.~73! are

Qsmn,smn8~a,b! 5
ks

mDsmn
~a! FQ* ~1,1! Q* ~1,2! Q* ~1,3! Q* ~1,4!

Q* ~2,1! Q* ~2,2! Q* ~2,3! Q* ~2,4!

Q* ~3,1! Q* ~3,2! Q* ~3,3! Q* ~3,4!

Q* ~4,1! Q* ~4,2! Q* ~4,3! Q* ~4,4!

G
smn,smn

. ~C4!
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The nonzero elements are listed as follows:

Qsmn,smn* ~1,1! 5
4p~n1m!!a2

em~2n11!~n2m!! H hn
~2!~kp1a! j n~kp~0!a!S 22m1n~n11!

kpkp~0!a
3 D ~m2m~0!!1hn

~2!~kp1a! j n8~kp~0!a!S kp1
2

kp
D

3F2lcm12aM22mm112m1

n~n11!

kp1
2 a2

~m2m~0!!G1hn
~2!8~kp1a! j n~kp~0!a!S 2m1kp1

kpkp~0!a
2D

3Fn~n11!~m2m~0!!1
1

2
m~0!ks~0!

2 a2G1hn
~2!8~kp1a! j n8~kp~0!a!S 24m1kp1

kpa D ~m2m~0!!J , ~C5!

Qsmn,smn* ~1,2! 5
4p~n1m!!a2

em~2n11!~n2m!!
hn

~2!8~kp1a! j n~kp2a!H M ~a1m2!S kp1kp2
2

kp
2 D J , ~C6!

Qsmn,smn* ~1,4! 5n~n11!
4p~n1m!!a2

em~2n11!~n2m!! H hn
~2!~kp1a! j n~ks~0!a!S kp1

2

kpks~0!a
D F ~2lcm122mm12aM !

1S 2m1

kp1
2 a2D ~n21n21!~m2m~0!!1

m1m~0!ks~0!
2

kp1
2 G1hn

~2!~kp1a! j n8~ks~0!a!S 22m1

kpa2 D ~m2m~0!!

1hn
~2!8~kp1a! j n~ks~0!a!S 22m1kp1

kpks~0!a
2 D ~m2m~0!!1hn

~2!8~kp1a! j n8~ks~0!a!S 2m1kp1

kpa D ~m2m~0!!J , ~C7!

Qsmn,smn* ~2,1! 5
4p~n1m!!a2

em~2n11!~n2m!! H hn
~2!~kp2a! j n~kp~0!a!S 22n~n11!

kpkp~0!a
3 D ~m2m~0!!1hn

~2!~kp2a! j n8~kp~0!a!S kp2
2

kp
D

3F2lc2aMm222m1
2n~n11!

kp2
2 a2

~m2m~0!!G1hn
~2!8~kp2a! j n~kp~0!a!S 2kp2

kpkp~0!a
2D F ~n21n!~m2m~0!!

1
1

2
m~0!ks~0!

2 a2G1hn
~2!8~kp2a! j n8~kp~0!a!S 24kp2

kpa D ~m2m~0!!J , ~C8!

Qsmn,smn* ~2,2! 5
4p~n1m!!a2

em~2n11!~n2m!!
hn

~2!8~kp2a! j n~kp2a!FM ~a1m2!S m2kp2
3

kp
2 D G , ~C9!

Qsmn,smn* ~2,4! 5n~n11!
4p~n1m!!a2

em~2n11!~n2m!! H hn
~2!~kp2a! j n~ks~0!a!S kp2

2

kpks~0!a
D F ~2lc22m2aMm2!

1
2

kp2
2 a2

~n21n21!~m2m~0!!1
m~0!ks~0!

2

kp2
2 G1hn

~2!~kp2a! j n8~ks~0!a!S 22

kpa2D ~m2m~0!!

1hn
~2!8~kp2a! j n~ks~0!a!S 22kp2

kpks~0!a
2D ~m2m~0!!1hn

~2!8~kp2a! j n8~ks~0!a!S 2kp2

kpa D ~m2m~0!!J , ~C10!

Qsmn,smn* ~3,3! 5n~n11!
4p~n1m!!a2

em~2n11!~n2m!! H hn
~2!~ksa! j n~ks~0!a!S 21

a D ~m2m~0!!1hn
~2!~ksa! j n8~ks~0!a!~2m~0!ks~0!!

1hn
~2!8~ksa! j n~ks~0!a!~mks!J , ~C11!
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Qsmn,smn* ~4,1! 5n~n11!
4p~n1m!!a2

em~2n11!~n2m!! H hn
~2!~ksa! j n~kp~0!a!S 2

kp~0!ksa
3D F ~n21n21!~m2m~0!!

2
1

2
a2~mks

22m~0!ks~0!
2 !G1hn

~2!~ksa! j n8~kp~0!a!S 22

ksa
2D ~m2m~0!!1hn

~2!8~ksa! j n~kp~0!a!S 22

kp~0!a
2D ~m2m~0!!

1hn
~2!8~ksa! j n8~kp~0!a!S 2

aD ~m2m~0!!J , ~C12!

Qsmn,smn* ~4,2! 5
4p~n1m!!a2

em~2n11!~n2m!!
hn

~2!~ksa! j n~kp2a!FM ~a1m2!S m3kp2
2 ~n21n!

kpksa
D G , ~C13!

Qsmn,smn* ~4,4! 52n~n11!
4p~n1m!!a2

em~2n11!~n2m!! H hn
~2!~ksa! j n~ks~0!a!S 21

ksks~0!a
3D F ~m2m~0!!1

1

2
a2~mks

22m~0!ks~0!
2 !G

1hn
~2!~ksa! j n8~ks~0!a!S 1

ksa
2D F ~n21n21!~m2m~0!!2

1

2
a2mks

2G1hn8
~2!~ksa! j n~ks~0!a!

3S 1

ks~0!a
2D F ~n21n21!~m2m~0!!1

1

2
a2m~0!ks~0!

2 G1hn8
~2!~ksa! j n8~ks~0!a!S 21

a D ~m2m~0!!J , ~C14!

and Qsmn,smn* (1,3) 5Qsmn,smn* (2,3) 5Qsmn,smn* (3,1) 5Qsmn,smn* (3,2) 5Qsmn,smn* (3,4) 5Qsmn,smn* (4,3) 50. In the preceding equations, the elements
Q* (1,2), Q* (2,2), andQ* (4,2) are attributed from the pore pressure part. The elements ofQ̂8 can be obtained from those ofQ8
by replacing the spherical Hankel functionhn

(2) with the spherical Bessel functionj n . Similarly, the nonzeroR vector defined
in Eq. ~74! can be evaluated analytically,

Rsmn,smn
~1! 5S ks

mDsmn
~1! D 4p~n1m!!a2

em~2n11!~n2m!!
j n~kp1a!hn

~2!8~kp1a!M ~am111!S kp1
3

kp
2 D , ~C15!

Rsmn,smn
~2! 5S ks

mDsmn
~2! D 4p~n1m!!a2

em~2n11!~n2m!!
j n~kp1a!hn

~2!8~kp2a!M ~am111!S m2kp1
2 kp2

kp
2 D , ~C16!

Rsmn,smn
~4! 5n~n11!S ks

mDsmn
~4! D 4p~n1m!!a2

em~2n11!~n2m!!
j n~kp1a!hn

~2!~ksa!M ~am111!S m3kp1
2

kpksa
D . ~C17!

The elements ofR̂ can be obtained from those ofR by replacing the spherical Hankel functionhn
(2) with the spherical Bessel

function j n .
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Impulsive sound reflection from an absorptive and dispersive
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The impulsive sound reflection from a planar boundary with absorptive and dispersive properties is
investigated. The acoustic properties of the boundary are modeled via a local impedance transfer
function whose complex frequency domain representation is taken to be a Pade´ ~2,2! expression.
The coefficients in this representation are matched to frequency domain acoustic wave reflection
measurements. With the aid of the Cagniard–De Hoop method, a closed-form space-time expression
is derived for the acoustic pressure of the reflected wave arising from the incidence of a point-source
monopole excited spherical pulse. Depending on the acoustic impedance properties of the boundary,
large-amplitude oscillating surface effects can occur. These surface phenomena differ in nature from
the true surface waves like the Rayleigh, Scholte, and Stoneley waves in elastodynamics. Illustrative
numerical results are presented. ©2004 Acoustical Society of America.
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I. INTRODUCTION

For a variety of applications, the analysis of the reflec-
tion of sound waves, generated by a localized source, from a
boundary surface with certain reflection and absorption prop-
erties is of importance. In outdoor sound propagation, the
boundary can be a natural ground surface. In noise control, it
can be a sound-absorbing layer covering a machine part. In
architectural acoustics, the boundary can be a part of the
sound reflecting and/or scattering structure that serves to re-
alize a particular distribution of sound in, for example, a
concert hall. In all these cases, it is of importance to have
certain design parameters at one’s disposition. This need can,
at least partly, be satisfied through the study of certain ca-
nonical problems, in which category the analytically solvable
ones have the advantage of revealing rather explicitly how
the different configurational and material parameters influ-
ence the acoustic behavior of a particular structure as a
whole.

The present paper performs a study in this category. It
discusses the reflection of sound waves generated by an im-
pulsive monopole point source, from a planar boundary with
absorptive and dispersive properties. The latter are modeled
as a local acoustic impedance relation, i.e., a local relation
between the acoustic pressure and the normal component of
the particle velocity of the sound wave.1,2 The absorptive and
dispersive properties are expressed via a complex-frequency
domain Pade´-type expression that guarantees passivity and
causality, and in which the parameters can be adjusted to fit
measured material reflection data. With the aid of the
Cagniard–De Hoop~CdH! method,3,4 closed-form analytic
space-time expressions are obtained for the acoustic pressure
in its dependence on the mutual position of a~monopole!
source and a~monopole! receiver with respect to the bound-

ary. In the literature,5–8 much attention is paid to surface
effects that show up when source and receiver are close to
the boundary and that manifest themselves as large ampli-
tudes in the acoustic pressure~in excess even of the ones
associated with the reflection from a rigid boundary! occur-
ring after the arrival of the wave front of the impulsive re-
flected wave. This phenomenon also shows up in acoustic
experiments9 as well as in the pertaining Finite-Difference
Time-Domain method~FDTD! and field emission micros-
copy Finite Element Method~FEM! studies.10,11 A careful
analysis of the structure of our reflection function shows,
however, that this phenomenon is not in the same category as
the Rayleigh wave12 along the planar boundary of a traction
free elastic solid, the Scholte wave3 along the planar fluid/
solid interface, or the Stoneley waves13 along the interface of
two different solids. The analytic CdH method employed,
further provides the changes in wave shape that the reflected
wave undergoes, in their dependence on the parameters14 oc-
curring in the expression for the boundary’s acoustic imped-
ance.

One can argue whether a local impedance-type reaction
sufficiently accurately models the presence of the second me-
dium. As the analysis of the two-media problem with point-
source excitation shows, the relation between acoustic pres-
sure and normal component of the particle velocity is a
nonlocal one of the type of a Dirichlet-to-Neumann map.15

On the other hand, many studies in the acoustic literature use
the local impedance concept. In particular, this holds for the
numerical FDTD and FEM studies, where the discretization
of a nonlocal Dirichlet-to-Neumann map would destroy the
sparsity of the matrix representing the discretized acoustic
pressure, while the incorporation of dispersive effects would
also imply the incorporation of~noninstantaneous! time-
relaxation effects via the relevant temporal convolution inte-
grals. At least the latter phenomena are fully and exactly
handled in an approach.a!Electronic mail: b.j.kooij@ewi.tudelft.nl
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Finally, the analytic expressions obtained can serve as
benchmarks in further computational studies based on the
discretization of the acoustic wave equations.

II. FORMULATION OF THE PROBLEM

Position in the configuration is specified by the coordi-
nates$x,y,z% with respect to an orthogonal, Cartesian refer-
ence frame with the originO. Its base vectors$ ix ,iy ,iz% are
mutually perpendicular, of unit length each, and they form,
in the indicated order, a right-handed system. The position
vector isr5xix1yiy1ziz . The vectorial spatial differentia-
tion operator is“5 ix]x1 iy]y1 iz]z . The time coordinate is
t; differentiation with respect to time is denoted by] t .

The acoustic wave motion is studied in the half-space
D5$2`,x,`,2`,y,`,0,z,`%, which is filled with
a fluid with volume density of massr and compressibilityk.
The speed of sound waves in it is given byc5(rk)21/2. The
acoustic pressurep(r ,t) and the particle velocityv(r ,t) sat-
isfy the first-order acoustic wave equations

“p1r] tv50, ~1!

“"v1k] tp5Q~ t !d~r2r s!. ~2!

Here, Q(t) is the volume source density of injection rate
~model for the action of a monopole transducer!, and r s

5$0,0,h% is the location of the point source. The source
starts to act att50 and prior to this instant the configuration
is at rest. Figure 1 shows the configuration. The acoustical
properties of the planar boundary are modeled via the linear,
time-invariant, local acoustic impedance relation

p~x,y,0,t !52~rc!21Z~ t ! *
~ t !

vz~x,y,0,t !, ~3!

where *
(t)

denotes temporal convolution andZ(t) is the
acoustic time-domain impedance function of the wall, nor-
malized with respect to the acoustic wave impedancerc of
the fluid. A detailed discussion of the properties of the acous-
tic impedance is given in Sec. V. The acoustic wave field in
the half space is written as the superposition of the incident
wave field$pi ,vi%, which is the wave field in the fluid in the
absence of the boundary, and the reflected wave field
$pr ,vr%, that expresses the action of the reflecting wall, i.e.:

$p,v%5$pi ,vi%1$pr ,vr% in D. ~4!

III. THE COMPLEX SLOWNESS REPRESENTATION
FOR THE ACOUSTIC WAVE FIELDS

The time invariance and the causality of the sound
waves are taken into account by the use of the unilateral
Laplace transform

$ p̂,v̂%~r ,s!5L@$p,v%~r ,t !#

5E
t50

`

exp~2st!$p,v%~r ,t !dt. ~5!

The Laplace transform parameters is taken positive and real.
Then, according to Lerch’s theorem,16 a one-to-one mapping
exists between$p,v%(r ,t) and their time-Laplace trans-
formed counterparts$ p̂,v̂%(r ,s). The configuration is ini-
tially at rest with the consequence that the transformation
property] t→s holds. Next, the complex slowness represen-
tations for$ p̂,v̂%(r ,s) are introduced as

$ p̂,v̂%~r ,s!5
s2

4p2 Ea52`

`

daE
b52`

`

$ p̃,ṽ%

3~a,b,z,s!exp@2 is~ax1by!#db, ~6!

wherea andb are the wave slownesses in thex andy direc-
tions, respectively. This representation entails the properties
]x→2 isa, ]y→2 isb. Use of the transforms in Eqs.~1!
and ~2! yields

F p̃i

p̃r G~g,z,s!5
rQ̂~s!

2g F exp~2sguz2hu!
R̃~g,s!exp~2sgDz!

G , ~7!

in which

g~a,b!5~c221a21b2!1/2 ~8!

is the wave slowness normal to the boundary with Re$g%.0,
Dz5z1h, andR̃ denotes the slowness-domain reflection co-
efficient. Using the property,ṽz52(sr)21]zp̃, the imped-
ance boundary condition in the complex slowness domain
can be written as

lim
z↓0

]zp̃5
s

cẐ~s!
lim
z↓0

p̃. ~9!

From Eqs.~7! and ~9!, it follows that

R̃~g,s!5
cg21/Ẑ~s!

cg11/Ẑ~s!
. ~10!

IV. SPACE-TIME EXPRESSIONS FOR THE ACOUSTIC
WAVE FIELD CONSTITUENTS

A. Space-time incident wave fields

The expressions for the space-time incident sound waves
can be found in De Hoop17 and are given by

pi~r ,t !5r] t
2Q~ t ! *

~ t !

Gi~r ,t !, ~11!

vi~r ,t !52] tQ~ t ! *
~ t !

“Gi~r ,t !, ~12!

where

FIG. 1. Half-space configuration whereh is the source height.Z is the
normalized acoustic impedance transfer function of the planar boundary.
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Gi~r ,t !5
1

4pD0
H~ t2T0! ~13!

denotes the incident-wave Green’s function for the acoustic
pressure. Here,D05(x21y21uz2hu2)1/2.0 is the distance
between source and receiver,T05D0 /c is the arrival time of
the incident wave andH(t) denotes the Heaviside unit step
function.

B. Space-time reflected wave fields

The expressions for the reflected acoustic wave fields in
the space-time domain are now constructed. With the aid of
Eqs.~6! and~7!, we first write the expressions forp̂r and v̂z

r

as

p̂r~r ,s!5rs2Q̂~s!Ĝr~r ,s!, ~14!

v̂r~r ,s!52sQ̂~s!“Ĝr~r ,s!, ~15!

where

Ĝr~r ,s!5
1

4p2 Ea52`

`

daE
b52`

` R̃~g,s!

2g

3exp$2s@ i ~ax1by!1gDz#%db ~16!

denotes the reflected-wave Green’s function for the acoustic
pressure. From Eqs.~14!–~16!, it is clear that the determina-
tion of the space-time reflected acoustic wave fields has been
reduced to finding the space-time domain counterpart of Eq.
~16!. To this end, we employ the standard procedures in the
CdH method.3,4 The following transformation is carried out
first

a52 ip cos~u!2q sin~u!,
~17!

b52 ip sin~u!1q cos~u!,

which for the vertical slowness leads tog(q,p)5@V(q)2

2p2#1/2, with V(q)5(c221q2)1/2. Next, the integration
along the imaginaryp axis in the complexp plane is replaced
by one along the hyperbolic pathpr1g(q,p)Dz5t with
T1(q),t,` where T1(q)5D1V(q). Here, D15(x21y2

1Dz
2)1/2.0 is the distance from the image source to the

receiver. Subsequently, the transformation

q5~t2/D1
22c22!1/2sin~c! ~18!

leads to

Ĝr~r ,s!5
1

4pD1
E

t5T1

`

K̂r~r ,t,s!exp~2st!dt. ~19!

Here

K̂r~r ,t,s!5
2

p E
c50

p/2

Re@R̃~ ḡ,s!#dc ~20!

denotes the reflected-wave kernel function,T15T1(0)
5D1 /c is the arrival time of the reflected wave and
ḡ(r ,t,c) is the slowness after carrying out the indicated
transformations. Assuming thatK̂r(r ,t,s) has a causal time-
domain counterpartKr(r ,t,t), the space-time reflected-wave
Green’s function is found as

Gr~r ,t !5
1

4pD1
3E

t5T1

t

Kr~r ,t,t2t!dtH~ t2T1!.

~21!

Finally, the space-time reflected acoustic wave field quanti-
ties are obtained as

pr~r ,t !5r] t
2Q~ t ! *

~ t !

Gr~r ,t !, ~22!

vr~r ,t !52] tQ~ t ! *
~ t !

“Gr~r ,t !. ~23!

The determination of the reflected-wave kernel function,
which depends on the impedance of the acoustic wall is dis-
cussed in the next section.

V. THE ACOUSTIC IMPEDANCE MODEL AND THE
CORRESPONDING REFLECTED-WAVE KERNEL
FUNCTION

The acoustic impedance transfer function must satisfy
the conditions of linearity, time invariance, causality, and
passivity. Accordingly, its complex frequency-domain coun-
terpart must, together with its inverse, be an analytic function
of s in $Re(s).0% and it must take on real values for
$Re(s).0,Im(s)50%. To meet the condition of partly instan-
taneous impulse response,Ẑ(s) must attain a finite, real,
positive limit asusu→` in $Re(s)>0%. As in standard linear,
time-invariant, causal, passive system theory, we take for
Ẑ(s) the Pade´ ~2,2! expression

Ẑ~2,2!~s!5Z`

~s1az!~s1bz!

~s1ap!~s1bp!
, ~24!

in which Z` , az , bz , ap , andbp are adjustable parameters,
subject to the conditionsZ`.0, $az ,bz% either both real and
positive or each other’s complex conjugate with a positive
real part, and$ap ,bp% either both real and positive or each
other’s complex conjugate with a positive real part. In an
illustrative numerical result, the values of these coefficients
will be matched to frequency-domain (s5 i2p f ) reflection
measurements applying to the impedance boundary at hand.
The time-domain impedance transfer function follows from
Eq. ~24! as

Z~2,2!~ t !5Z`@d~ t !1C1 exp~2apt !H~ t !

1C2 exp~2bpt !H~ t !#, ~25!

in which

C15~azbz2azbp2bzbp1bp
2!/~ap2bp!,

~26!
C25~azbz2azap2bzap1ap

2!/~bp2ap!.

To proceed with the determination of the reflected wave,
R̃(ḡ,s) is written as a partial-fraction expression of the type

R̃~ ḡ,s!5R̃0~ ḡ !1
R̃1~ ḡ !

s1 p̃1~ ḡ !
1

R̃2~ ḡ !

s1 p̃2~ ḡ !
. ~27!

From Eqs.~10! and ~24!, the coefficients in this expression
are found as

R̃0~ ḡ !5a2 /b2 , R̃1~ ḡ !5d1/21D21~d1e1/22d0!,
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R̃2~ ḡ !5d1/21D21~d02d1e1/2!, ~28!

p̃1~ ḡ !5~e11D !/2, p̃2~ ḡ !5~e12D !/2,

where

D~ ḡ !5~e1
224e0!1/2, d0~ ḡ !5a0 /b22b0a2 /b2

2,

d1~ ḡ !5a1 /b22b1a2 /b2
2, e0~ ḡ !5b0 /b2 ,

e1~ ḡ !5b1 /b2 , a0~ ḡ !5cḡZ`azbz2apbp ,

a1~ ḡ !5cḡZ`~az1bz!2~ap1bp!, ~29!

a2~ ḡ !5cḡZ`21, b0~ ḡ !5cḡZ`azbz1apbp ,

b1~ ḡ !5cḡZ`~az1bz!1~ap1bp!,

b2~ ḡ !5cḡZ`11.

Use of Eq.~27! in Eq. ~20! yields

K̂r~r ,t,s!5
2

p E
c50

p/2

ReF R̃01
R̃1

~s1 p̃1!
1

R̃2

~s1 p̃2!
Gdc,

~30!

from which the space-time counterpart follows as:

Kr~r ,t,t !5
2

p E
c50

p/2

Re@R̃0d~ t !1R̃1 exp~2 p̃1t !H~ t !

1R̃2 exp~2 p̃2t !H~ t !#dc. ~31!

If in the integration on the right-hand side values ofc are
met whereD(ḡ)50, the last two terms do blow up, but their
sum attains a finite limit, as inspection of Eqs.~28! and~29!
learns. This difficulty is circumvented by keeping, in the nu-
merical procedure, always the last two terms together.

The solution for the kernel function is now complete and
the space-time Green’s function for the reflected acoustic
pressure is found with Eq.~21!. The delta function in Eq.
~31! yields an instantaneous response in the reflected-wave
Green’s function, while the remaining terms, containing the
exponential functions, start with zero values at the arrival
time, and lead to the occurrence of a dispersive tail.

VI. SPECIAL CASES

In this section, we present expressions for the Green’s
function in some special cases. These are A: the arrival-time
value, B: the case of source and receiver both placed on the
boundary, C: the case of source and receiver aligned normal
to the boundary.

A. Green’s function at the arrival time

At the arrival time, t5T1 , the t integral in Eq. ~21!
vanishes and only the delta function in Eq.~31! with R̃0 as
coefficient contributes to the reflected wave field value.R̃0

depends onZ` only and, hence, the relaxation properties of
the boundary material do not influence the reflected wave at
the early time. In terms of the angleu, which is indicated in
Fig. 1, the space-time reflected-wave Green’s function for the
acoustic pressure at the arrival time is

Gr~u~r !,t5T1!5
1

4pD1
R~u!, ~32!

where

R~u!5
cos~u!21/Z`

cos~u!11/Z`
. ~33!

At normal incidence, we haveR(0)5(Z`21)/(Z`11),
while at grazing incidenceR(p/2)521. Another observa-
tion is that the numerator in Eq.~33! becomes zero when
tan(uB)5(Z`

221)1/2. This occurs only forZ`>1, in which
caseuB is the Brewster angle, known from optics.

B. Source and receiver both on the boundary

For the case where both source and receiver are placed
on the boundary,Dz50, we can not treat the incident and
reflected wave fields separately. Therefore, we consider the
total-wave Green’s function for the acoustic pressure, whose
complex slowness representation is given by~cf. Eqs. ~16!
and ~17!!:

Ĝ~r ,s!uDz505
1

4p2i
E

q50

`

dqE
p52 i`

i` 11R̃~g,s!

g

3exp~2spr!dp. ~34!

Replacing the integration along the imaginaryp axis by a
loop integral along the branch cut on the positive realp axis,
which procedure is admissible since Jordan’s lemma and
Cauchy’s theorem apply, the total-wave Green’s function for
the acoustic pressure is obtained as

Ĝ~r ,s!uDz505
1

2pr Et5T1

`

K̂~r ,t,s!exp~2st!dt, ~35!

where

K̂~r ,t,s!uDz505
2

p E
c50

p/2 uḡu2

uḡu21@ Ẑ~s!c#22
dc ~36!

denotes the kernel function andT15r /c is the arrival time in
this special case. After some elaboration the kernel function
can be written in the form

K̂~r ,t,s!uDz50512@11Ẑ~s!2~t2/T1
221!#21/2. ~37!

For two special cases of this configuration, the transforma-
tion back to the time domain can be carried out analytically
rather than numerically. The first one occurs when the acous-
tic impedance can be modeled as a Pade´ ~0,0! expression,
Ẑ(0,0)(s)5Z` , i.e., when no boundary relaxation effects oc-
cur. Then

G~r ,t !uDz505
1

2pr
@12~11u2!21/2#H~ t2T1!, ~38!

where u(r ,t)5Z`(t2/T1
221)1/2. This function decreases

monotonically with increasingr andt and, hence, no peaked
surface effects do occur. The second case amounts to a~1,1!
Padérepresentation of the acoustic impedance
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Ẑ~1,1!~s!5Z`

~s1az!

~s1ap!
, ~39!

which case covers a large class of wool felts and grass
grounds.10 With the aid of Eqs.~35!, ~37!, and ~39!, the
space-time total-wave Green’s function becomes

G~r ,t !uDz505
1

2pr
H~ t2T1!

2
1

p E
t5T1

`

L21F ~s1ap!exp~2st!

~a2s21a1s1a0!1/2Gdt,

~40!

with

a0~r ,t!5ap
21az

2u2,
~41!

a1~r ,t!52~ap1azu
2!, a2~r ,t!511u2,

whereu5u(r ,t). Using

L21Fexp~2st!

As21a2 G5J0@a~ t2t!#H~ t2t!, a>0, ~42!

whereJ0(t) is the Bessel function of the first kind and order
zero, the space-time total-wave Green’s function for the
acoustic pressure is obtained as

G~r ,t !uDz50

5
1

2pr F12
1

Aa2~r ,t !
2E

t5T1

t exp@2v~ t2t!#

Aa2~r ,t!

3L$J0@w~ t2t!#%dtGH~ t2T1!, ~43!

where

v~r ,t!5a1 /~2a2!, w~r ,t!5uaz2apuu/a2>0, ~44!

and L given by L(r ,t,t)5] t1ap2v. The time derivative
acting on the Bessel function can be circumvented by using
the Bessel functions property:J1(t)52] tJ0(t). The argu-
ment of this Bessel function in Eq.~43! is always non-
negative and real. As a result, the part of the total-wave
Green’s function containing the Bessel function shows an
oscillating behavior.

Equation~43! is in agreement with the result obtained by
Donato8 through a different procedure. In his paper, Donato
used the Pade´ ~0,1! representation for this special case.

C. Source and receiver aligned normal to the
boundary

For the case of source and receiver aligned normal to the
impedance boundary, we proceed differently and first intro-
duce new variables of integration in Eq.~16!, viz.
a5n cos~f! andb5n sin~f!. Using the rotational symmetry,
the reflected-wave Green’s function for the acoustic pressure
now becomes

Ĝr~r ,s!ur 505
1

4p E
n50

` nR̃~g,s!

g
exp~2sgDz!dn, ~45!

whereg5(c221n2)1/2. After introducingt5gDz , the re-
sult is

Ĝr~r ,s!ur 505
1

4pDz
E

t5T1

`

R̃~t/Dz ,s!exp~2st!dt,

~46!

where T15Dz /c is the arrival time. The space-time
reflected-wave Green’s function for the acoustic pressure
then follows as:

Gr~r ,t !ur 505
1

4pDz
E

t5T1

t

R̃~t/Dz ,t2t!dtH~ t2T1!.

~47!

VII. SURFACE EFFECTS

As a result of the conditions laid upong andẐ(s) ~posi-
tive real parts for real, positives!, the denominator ofR̃(g,s)
as it occurs in Eq.~16! is free from zeros. This implies that
no true surface waves like the Rayleigh wave,12 Scholte
wave,3 and Stoneley waves13 in elastodynamics, where such
zeroes do occur in the pertaining complex slowness domain
reflection coefficients, exist. However, large surface effects
in the acoustic pressure have been reported if both source
and receiver are close to the boundary, depending on the
values of the parameters determiningẐ(s). In the frequency
domain, an impedance showing this behavior is found to
have a resistive part that is small compared with a~negative!
reactance part.6–8 Such a type of impedance can be modeled
as a Pade´ ~1,1! representation of the kind in Eq.~39!. For
source and receiver on the boundary, Eqs.~43! and~44! pro-
vide the Green’s function. The Bessel function in it shows an
oscillating behavior. Its argument is proportional touaz

2apu which is large asaz@ap ~the other possibility,az

!ap , has not been encountered in the literature!. To what
degree the oscillations in the Bessel function finally show up
in the Green’s function is, due to the integration with respect
to t, difficult to say.

The acoustic pressure is mathematically the temporal
convolution of the time signature of the source with the
Green’s function. Convolution is, however, a smoothing pro-
cess whose final result may mask many interesting details in
the Green’s function, the latter being determined by the con-
figurational and material parameters only. Therefore, we dis-
cuss and do show in the next section the Green’s functions
for three types of physical impedances and we will reveal
interesting features in the reflected sound waves that are only
mentioned qualitatively in the experimental literature.

VIII. NUMERICAL RESULTS

For three acoustic impedance models, the space-time
reflected-wave Green’s function for the acoustic pressure
will be presented. The results for the three impedance models
are discussed separately later.

A. Instantaneously reacting impedance boundary
„Padé „0,0… complex frequency domain representation …

For the instantaneously reacting impedance boundary,
we have the Pade´ ~0,0! representation:Ẑ(0,0)(s)5Z` . For
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this type of boundary, no large amplitude oscillating surface
effects are expected, a result confirmed by the literature.6–8

For Z52, Fig. 2 shows a density plot of the normalized
reflected-wave Green’s function, 4pD13Gr ~normalization
with respect to the reflected-wave Green’s function in the
rigid boundary case,Z→`), at ct/h5330 wherect51 m
andh.0. Note that the arrival-time response ofGr vanishes
at the Brewster angleuB560°. The plot is in agreement with
the results of Ingard.2 It is observed that the reflected-wave
Green’s function is less than unity everywhere in the con-
figuration.

B. Mineral wool acoustic impedance boundary „Padé
„1,1… complex frequency domain representation …

A 50 mm mineral wool with hard backing can be mod-
eled as a Pade´ ~1,1! representation~Eq. ~39!!. From the
literature,18 the following values are takenZ`51, az

56700 s21, ap50. The corresponding acoustic admittance
relaxation time ist rel5940ms and the spectral diagram
acoustic admittance corner frequency isf c,Y51.06 kHz. Fig-
ure 3 shows the real and imaginary parts of the frequency-
domain mineral wool acoustic impedance model,Ẑ(1,1)

( i2p f ). Figures 4~a!–~c! show density plots for the normal-
ized reflected-wave Green’s function atct/h5330 where

FIG. 2. Normalized density plot ofGr at ct/h5330, whereh.0, for an
instantaneously reacting wall impedance:Z52. The Brewster angle isuB

560°. No surface phenomenon appears at large offsets parallel to the
boundary.

FIG. 3. Frequency response of the mineral wool acoustic impedance model.
The acoustic admittance corner frequency isf c;Y51.06 kHz.

FIG. 4. ~a!–~c! Normalized density plot ofGr in the mineral wool acoustic impedance model withct/h5330 wherect5$1,4,16% m. Oscillating surface
effects occur at large offsets parallel to the boundary. The maximum value exceeds the value of the Green’s function in the rigid boundary case.~d!–~f! The
corresponding time snaps at source heighth.
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ct5$1,4,16% m, respectively. The relevant amplitude at
source heighth are depicted in Figs. 4~d!–~f!. Large ampli-
tude oscillatory surface effects are observed at large offsets
parallel to the boundary. The maximum value of the Green’s
function exceeds the value of the rigid boundary case
Green’s function, a phenomenon which has also been re-
ported by Diagleet al.7 It is noted that this phenomenon is
entirely due to the absorptive and dispersive behavior of the
boundary impedance. Furthermore, its magnitude depends on
the actual values of the parameters employed. Finally, some
time traces are shown in Fig. 5.

C. NASA Langley CT73 acoustic impedance „Padé
„2,2… complex frequency domain representation …

The NASA Langley CT73 flow impedance tube with a
constant depth ceramic tubular liner is considered and mod-
eled as a Pade´ ~2,2! expression. The data from frequency-
response measurements are taken from O¨ zyörük et al.19 The
first parameter to be estimated is the arrival time acoustic
impedance, which is taken asZ`52. The relaxation param-
eters in Eq.~24! are found by fitting the acoustic impedance
model to the measured data spectrum in the frequency inter-
val f P(0.5,3.0) kHz. The obtained values in theẐ(2,2)(s)
impedance model are: Z`52, az51000p s21, bz

55200p s21, ap51300p1 i3400p s21 and bp51300p
2 i3400p s21. The acoustic impedance damped natural fre-
quency isf d;Z51.7 kHz. Figure 6 shows the real and imagi-
nary parts of the frequency-domain Langley CT73 acoustic
impedance model,Ẑ(2,2)( i2p f ). Figures 7~a!–~c! show den-
sity plots for the normalized reflected-wave Green’s function
at ct/h5330 wherect5$1,4,16% m, respectively. The rel-
evant amplitude at source heighth are depicted in Figs.
7~d!–~f!. Small amplitude oscillatory surface effects occur in
the Green’s function, which are, however, hardly detectable

in the ~measured! acoustic pressure. It is noted that the
Green’s function is less than unity in all space. In Fig. 8,
finally, some time traces at source height and different hori-
zontal offsets are depicted to show the small amplitude tran-
sient oscillations in the reflected-wave Green’s function.

IX. DISCUSSION OF THE RESULTS

In Sec. VIII B, we used the same impedance model as in
the Refs. 6–8 where it can lead to large amplitude surface
effects. In the present analysis, oscillations in the reflected-
wave Green’s function do occur in space and time. The
maximum amplitude of the oscillations exceeds the value of
the rigid boundary Green’s function for the situations where
source and receiver are close to the impedance boundary.

FIG. 5. Time traces of the normalized total-wave Green’s function in the mineral wool acoustic impedance model. Time oscillations occur at large offsets
parallel to the boundary. The Green’s functionG→1/2pD1 as t→`.

FIG. 6. Frequency response of the Langley CT73 acoustic impedance
model. The acoustic impedance damped natural frequency isf d;Z

51.7 kHz.
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When the source and receiver are placed away from the
boundary, the magnitude of the oscillations decreases gradu-
ally.

In Sec. VIII C, we modeled the Langley CT73 acoustic
impedance with a Pade´ ~2,2! expression. Small amplitude
oscillations do occur in the reflected-wave Green’s function,
but they are hardly detectable in measurements.

As far as the agreement with the literature is concerned,
surface effects in the form of oscillatory features do occur.
The magnitude of the oscillations depends on the parameters
in the impedance model. Other experiments with the mineral
wool impedance model, where onlyZ` is increased, i.e.,
increasing the resisitive part of the frequency-domain acous-
tic impedance, while retaining the magnitude of the reac-
tance part, show that the amplitude of the oscillations de-
creases. This experimental finding, together with the remarks
in Sec. VII are indicative for the presence of large amplitude
oscillatory surface effects in the cases where the frequency-
domain acoustic impedance has a large negative reactance

part as compared with its positive resistive part. This spectral
property holds for the mineral wool impedance model, but
not for the Langley CT73 impedance model as observed
from Figs. 3 and 6.

X. CONCLUSIONS

Closed-form time-domain expressions are derived for
the reflected sound waves above an absorptive and dispersive
planar boundary. A Pade´ type expression has been used to
model the acoustic impedance. This choice makes the
partial-fraction decomposition of the reflection coefficient
possible with the consequence that the transformation back
to the time domain can be carried out analytically.

The surface wave phenomenon above the impedance
boundary has been discussed in Sec. VII. No surface waves
like the Rayleigh wave, the Scholte wave, and the Stoneley
waves in elastodynamics, are argued to exist. However, os-
cillatory surface effects do occur due to the absorptive and

FIG. 7. ~a!–~c! Normalized density plots ofGr in the Langley CT73 acoustic impedance model withct/h5330, wherect5$1,4,16% m. No oscillations with
large amplitudes in the Green’s function occur at large horizontal offsets parallel to the boundary.~d!–~f! The corresponding time snaps at source height.

FIG. 8. Time traces of the normalized reflected-wave Green’s function in the Langley CT73 acoustic impedance model at source height and different
horizontal offsets. The Green’s functionGr→1/4pD1 as t→`.
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dispersive properties of the boundary material. These oscil-
latory features are large in magnitude only if the frequency-
domain acoustic impedance possesses the property of a large
negative reactance part as compared with its positive resis-
tive part.
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A modal theory is developed for investigating the acoustic scattering by elastic cylinders of arbitrary
cross section immersed in a fluid. Numerical results are presented for a plane wave incidence normal
to the axis of an elliptical cylinder but arbitrary with respect to the noncircular cross section.
Experimental results are obtained for an aluminum elliptical cylinder with the use of an impulse
method. Comparisons between theoretical and experimental data are performed in the broad
frequency range 8.5<ka<30 ~k is the wave number in the fluid anda the major axis radius of the
elliptic cylinder!. The experimental observations are in good agreement with the theoretical
predictions. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1771592#

PACS numbers: 43.20.Fn, 43.20.Ks, 43.20.Bi@MO# Pages: 686–692

I. INTRODUCTION

Considerable work has been done on the scattering by
cylindrical objects having a circular cross section. A large
amount of literature devoted to this topic can be found in
Ref. 1. Comparatively, little attention has been given to the
more general case of the noncircular cylindrical cylinders.
Experimental results are even fewer for this type of
scatterers.2,3 The aim of our paper is first to calculate the
acoustic scattering by noncircular elastic cylinders with the
use of a modal formalism and then to compare theoretical
and experimental results in the case of elliptical elastic cyl-
inders immersed in water.

Generally speaking, the theoretical studies can be clas-
sified into three groups: Those concerned with elliptical cyl-
inders based on expansions in Mathieu functions,4–7 those
based on the T-matrix~or null field! method for which any
noncircular cylindrical geometries can be considered,8–14and
those using the Green’s function approach to obtain a gov-
erning Fredholm integral equation.15,16 Another method re-
ferred to as the Fourier Matching Method~FFM! which in-
volves a conformal change of variables has also been
developed by DiPerna and Stanton.17 As discussed by Simon
and Radlinski,10 since the angular Mathieu function depends
on the wave speeds, the wave functions for shear waves are
not necessarily orthogonal to any of those for dilatation over
a coordinate surface of constant radius. This results in a
greatly increased difficulty which has led to the exploration
of alternate methods. The more efficient method, on a com-
putational point of view, for elastic scatterers in which both
compressional~P! and shear~SV! waves propagate, is the
T-matrix method. Goal and Jain have considered the simpler
case of scattering of SH waves15 and the FFM has only been
applied to fluid scatterers even if the extension to elastic
cylinders would be direct. The T-matrix formalism based on
the full elasticity theory solutions has been first applied to

elliptic cylinders.8,11 In this case, numerical results are lim-
ited to the low frequency range 0.1<ka<5, wherek is the
corresponding wave number anda the major axis radius of
the elliptic cylinder. It has been observed that atka55 one
cannot really distinguish between a rigid cylinder and an
elastic one.12 Then, the T-matrix has been coupled with dif-
ferent thin shell theories.10,13 The use of thin shell theories
has allowed to calculate the scattering by elliptical shells at
higher frequencies (0.1<ka<15).13 It can be noted here that
the Fredholm integral equation coupled with the boundary
element method has also provided excellent results for thin
elliptical shells, even at high frequency.16 Resonances of thin
elliptical shells are most of the time analyzed in terms of
bending waves at low frequency and in terms of flexural
waves at higher frequency.14,16 The limitations of the thin
shell theory has been discussed by Baskaret al.13 according

to the ratiob̃/ã ~a is the shell external radius andb the inner
one! and were shown to be material dependent by Radlinski
and Simon.14 Special attention has also been given to the
resonances of water-filled cylindrical shells of elliptical cross
section.2 As the symmetry of the circular shell is broken by
deforming it to the more general ellipse, the resonance spec-
trum changes. Mode splittings and level crossings are ob-
served as the eccentricity increases.2 In connection with that,
it would be of interest to study resonances from the T-matrix
approach in the scope of the multichannel resonant acoustic
scattering.18–20

The modal formalism developed in this paper can be
considered as being rather similar to the T-matrix approach.
The procedure consists first in expanding the incident field in
a complete, orthogonal basis set with known coefficientsan ,
and the scattered field in terms of the unknown coefficients
An . Let (r ,u) be polar coordinates, the basis set is
Jn(kr)einu for the incident field andHn

(1)(kr)einu for the
scattered field, whereJn are the Bessel functions andHn

(1)

the Hankel functions of the first kind@the time dependence
exp(2ivt) is omitted throughout the text#. As for the
T-matrix, the goal is finally to calculate the unknown coeffi-
cientsAn .9 However, the modal formalism differs here from

a!Author to whom correspondence should be addressed. Electronic mail:
fernand.leon@univ-lehavre.fr
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the T-matrix because the unknown coefficientsAn are not
directly expressed in terms of the known coefficientsan .
Instead of using the Helmholtz integral formula as required
by the T-matrix method, displacement and stress fields in the
noncircular cylinder are directly expressed in terms of modal
series as for the incident and scattered fields. Of course, the
difficulty then consists in writing the boundary conditions.
The way of circumventing this difficulty is to expand all the
fields in trigonometric series. This procedure has already
been discussed by Varadan21 ~cf. the comment on pp. 38–39!
in another context dealing with elliptical cavities and the
angular Mathieu functions. Theoretically, the extension of
the modal formalism to the elastic scattering case is direct.
However, the real difficulty stands in the computations.

As previously mentioned, the aim of our paper is to
calculate the acoustic scattering by noncircular elastic cylin-
ders immersed in a fluid. The formulation of the problem is
presented in Sec. II. The elliptical elastic cylinder case is
considered in Sec. III. In this section, the validity of the
modal method is established by comparing our results with
those of Pillaiet al.11 in the 0.1<ka<5 frequency range.
Section IV gives a description of the experimental setup.
Experimental results are obtained for an elliptical aluminum
cylinder with the use of an impulse method.22 Comparisons
between theoretical and experimental results are performed
in Sec. V in the broad frequency range 8.5<ka<30 ~100–
350 kHz!.

II. FORMULATION OF THE PROBLEM

Consider a homogeneous fluid of densityr f and sound
velocity cf . An elastic infinite cylinder of arbitrary cross
section is immersed in the fluid. It is characterized by the
densityrs and the longitudinal and transverse velocitiescL

and cT , respectively. The wave numbers involved in the
problem are defined byk5v/cf , kL5v/cL , and kT

5v/cT , where v is the circular frequency. As previously
indicated, the time dependence exp(2ivt) is suppressed
throughout in the paper. Thez-axis is taken parallel to the
axis of the cylinder and (r ,u) are the polar coordinates in a
plane perpendicular toz. The boundaryBa of the cylindrical
cross section is assumed to be a closed curvea(u) ~Fig. 1!
with a continuously turning outward normaln(u). This nor-
mal can be written as follows:

n~u!5nr i r1nui u , ~1!

where

nr5
a~u!

Aa~u!21S da~u!

du D 2

and nu5

2
da~u!

du

Aa~u!21S da~u!

du D 2 . ~2!

A plane acoustic wave of unit amplitude and wave num-
berk is assumed to be incident on the scatterer with a direc-
tion of propagation normal to thez-axis. Consequently, the
problem reduces to two dimensions. The incident plane wave
is taken as

pinc5eik~x cosu inc1y sin u inc!, ~3!

it makes an angleu inc with the x-axis.
As indicated in the Introduction, the incident and scat-

tered fields are expanded in cylindrical wave functions. Since
the incident wave has no singularity in the neighborhood of
the origin, it can be expanded in regular wave functions

pinc5(
2`

1`

anJn~kr !einu ~4!

with

an5 i ne2 inu inc. ~5!

The scattered field must satisfy the Sommerfeld’s radia-
tion conditions at infinity and hence it is expanded in outgo-
ing wave functions

ps5(
2`

1`

anAnHn
~1!~kr !einu, ~6!

whereAn are the unknown coefficients to be determined. In
other words, incident and scattered waves are expanded in
modal series or Rayleigh’s series.23 Using the Helmholtz
decomposition23 the elastic displacementu within the cylin-
der is given by

u52¹f1¹3c, ~7!

wheref andc are the scalar and vector potentials associated
to the longitudinal and transverse fields. We havec5c i z

because of the invariance of the problem with regard to the
z-axis, and the scalar potentialsf andc verify the Helmholtz
equations¹2f1kL

2f50 and¹2c1kT
2c50. Since the lon-

gitudinal and transverse fields in the elastic cylinder have no
singularity in the neighborhood of the origin, they can also
be expanded in regular wave functions

f5
1

rsv
2 (

2`

1`

anAn
LJn~kLr !einu, ~8!

c5
1

irsv
2 (

2`

1`

anAn
TJn~kTr !einu, ~9!

whereAn
(L) andAn

(T) are the unknowns of the problem asso-
ciated to the longitudinal and transverse displacements

FIG. 1. Geometry of the problem.
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within the elastic cylinder. As usual, the unknown coeffi-
cients An , An

(L), and An
(T) are calculated by applying the

boundary conditions at the surfaceBa of the cylinder. These
boundary conditions are the following (u5(ur ,uu)):

~a! Continuity of the normal displacement

urnr1uunu5
1

rfv
2 F]~pinc1ps!

]r
nr1

1

r

]~pinc1ps!

]u
nuG ;

~10!

~b! continuity of the stress
srrnr1srunu52~pinc1ps!nr , ~11!

srunr1suunu52~pinc1ps!nu . ~12!

The expression of the stress tensors is given by Morse and
Feshbach.24 In the case of the circular cylindrical cylinder
(nr51 andnu50) Eq. ~11! and Eq.~12! reduce to the well
known boundary conditions1,23

ur5
1

r fv
2

]~pinc1ps!

]r
, ~13!

s rr 52~pinc1ps!, and s ru50. ~14!

Inserting Eqs.~4!, ~6!, ~8!, and ~9! into the boundary
conditions leads us to write the system of equations

(
n52`

1`

an@an
snr1 ibn

snu#Aneinu

1 (
n52`

1`

an@an
Lnr1 ibn

Lnu#An
Leinu

1 (
n52`

1`

an@an
Tnr1 ibn

Tnu#An
Teinu

5 (
n52`

1`

an@an
incnr1 ibn

incnu#einu, ~15!

(
n52`

1`

ancn
snrAneinu1 (

n52`

1`

an@cnn
L nr2 idn

Lnu#An
Leinu

1 (
n52`

1`

an@cn
Tnr2 idn

Tnu#An
Teinu5 (

n52`

1`

ancn
incnre

inu,

~16!

i (
n52`

1`

anen
snuAneinu1 (

n52`

1`

an@en
Lnr2 i f n

Lnu#An
Leinu

1 (
n52`

1`

an@en
Tnr2 i f n

Tnu#An
Teinu5 i (

n52`

1`

anen
incnueinu,

~17!

where the structural functionsan
t , bn

t , cn
t , en

t (t
5 inc, s, L, T) anddn

t , f n
t (t5L, T) are given in Appendix

A. For circular cylindrical cylinders the structural functions
are independent of angleu so that Eqs.~15!, ~16!, and ~17!
reduce to the linear system of equations1,23

S an
s an

L an
T

cn
s cn

L cn
T

0 en
L en

T
D S An

An
L

An
T
D 5S an

inc

cn
inc

0
D . ~18!

In such a case, the modes of vibration are uncoupled. As the
structural functions are 2p-periodic with regard tou, the
only way of solving the system of Eqs.~15!, ~16!, and~17! is
to expand it in trigonometric series. The following conven-
tion is used:

F~u!5 (
q52`

1`

Fqeiqu

with Fq5
1

2p E
2p

1p

F~u!e2 iqudu. ~19!

In order to circumvent the numerical problems related to
the convergence of trigonometric series, it is preferable to
introduce a number of expansions as little as possible. From
this ‘‘implicit rule,’’ the system of equations composed of
Eqs.~15!, ~16!, and~17! is rewritten as follows:

(
p52`

1` S (
n52`

1`

an@an,p2n
s An1an,p2n

L An
L1an,p2n

T An
T# D eipu

5 (
p52`

1` S (
n52`

1`

an,p2n
inc anD eipu, ~20!

(
p52`

1` S (
n52`

1`

an@bn,p2n
s An1bn,p2n

L An
L1bn,p2n

T An
T# D eipu

5 (
p52`

1` S (
n52`

1`

bn,p2n
inc anD eipu, ~21!

(
p52`

1` S (
n52`

1`

an@gn,p2n
s An1gn,p2n

L An
L1gn,p2n

T An
T# D eipu

5 (
p52`

1` S (
n52`

1`

gn,p2n
inc anD eipu, ~22!

where the Fourier coefficientsan,q
t , bn,q

t , gn,q
t (t

5 inc,s, L, T) are given in Appendix B.
In order to obtain compact expressions for the system of

equations made of Eqs.~15!, ~16!, and ~17!, we are led to
define the following matrices:A(t), the matrices whose com-
ponentsApn

(t) are anan,p2n
t (t5s,L,T); B(t), the matrices

whose componentsBpn
(t) are anbn,p2n

t (t5s,L,T); C(t) the
matrices whose componentsCpn

(t) areangn,p2n
t (t5s,L,T);

and the following vectors:as , the vector whose components
are An ; aL , the vector whose components areAn

L ; aT the
vector whose components areAn

T ; ainc the vector whose
components are

(
n52`

1`

an,p2n
inc an ;

binc the vector whose components are

(
n52`

1`

bn,p2n
inc an ;
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cinc the vector whose components are

(
n52`

1`

gn,p2n
inc an ,

where the unknown vectoras is related to the scattered field
and the unknown vectorsaL andaT are related to the longi-
tudinal and transverse fields in the cylinder. The use of these
vectors and matrices allows us to write

S A~s! A~L ! A~T!

B~s! B~L ! B~T!

C~s! C~L ! C~T!
D S as

aL

aT

D 5S ainc

binc

cinc

D ~23!

which is the linear system of equations used for computa-
tions.

It must be noted here that Eq.~23! do not provide an
explicit relation between the unknown vectoras and the
known vectora whose components arean , as required by
the T-matrix formalism.9 However, with the building of the
T-matrix in view, we can introduce the matrices:A(inc), the
matrix whose componentsApn

(inc) arean,p2n
inc ; B(inc), the ma-

trix whose componentsBpn
(inc) arebn,p2n

inc ; C(inc), the matrix
whose componentsCpn

(inc) aregn,p2n
inc , and rewrite the system

of Eq. ~23! as follows:

S A~s! A~L ! A~T!

B~s! B~L ! B~T!

C~s! C~L ! C~T!
D S as

aL

aT

D
5S A~ inc! 0 0

0 B~ inc! 0

0 0 C~ inc!
D S a

a
a
D . ~24!

Then, the matrix Eq.~24! can be formally inverted to solve
as , aL , andaT in terms ofa. Consequently, we can write

as5Ta, ~25!

where the matrixT in Eq. ~25! is, by definition,9 the
T-matrix. Its expression is given in Appendix C.

As a conclusion, the modal formalism allows to build
the T-matrix but we are dealing with Eq.~23! instead of Eq.
~25! for computations.

III. ELLIPTICAL ELASTIC CYLINDERS AT LOW
FREQUENCY

This section deals with the acoustic scattering by an el-
liptical aluminum cylinder immersed in a fluid. The geom-
etry of the scatterer is shown in Fig. 2. The aspect ratiob/a
of the ellipse is equal to 1/2 as in Ref. 11. Aluminum is
characterized by a densityrs52695 kg/m3, a longitudinal
velocity cL56296 m/s, and a transverse velocitycT

53016 m/s. The density and the sound velocity in the sur-
rounding fluid arer f51000 kg/m3 and cf51480 m/s. The
close curvea(u) describing the boundaryBa of the elliptical
cylinder can be written as follows:

a~u!5
a

Fcos2 u1S a

bD 2

sin2 uG1/2. ~26!

In order to verify the accuracy of the results obtained
with the use of the modal formalism, they have been com-
pared to those of Pillaiet al.11 for ka ranging from 0.1 to 5.
To this end, the following form functionf ` is considered:

f `5Aaeff

a
A2r

a U ps

pinc
U, ~27!

with an effective radiusaeff defined by

aeff5Aa21b2

2
. ~28!

The adjustment factorAaeff /a is equal to 1 for circular cyl-
inders and the form function in Eq.~27! is reduced to the one
usually considered in that case.1

As the linear systems to invert are infinite@cf. Eq. ~23!#,
a truncation has to be performed at some orderNmax. The
truncation orderNmax has been fixed according to a criterion
adapted from the one used for circular cylinders.28 In this
case, the number of terms of the modal series is given by
2N11 with N5ka110. In a similar way, the vectorsas ,
aL , and aT are truncated in order to keep 2N11 compo-
nents withN5ka110. As the matrix in Eq.~23! must be a
square one, the number of terms of the trigonometric series is
also equal to 2N11 with N5ka110. Consequently, the
truncation orderNmax has been defined for the studied cylin-
ders by

Nmax53~2~ka110!11!. ~29!

Of course, the flatter the ellipse is, the higher the truncation
order of the trigonometric series is; the outward normal turns
quickly around the sharp ends of the flat ellipse. In such a
case,Nmax increases and computations are more difficult to
manage.

The comparison between our results and those obtained
by Pillai et al.11 shows a very good agreement for the form
functions and the bistatic scattering patterns as well. Two
examples are presented in Fig. 3. So, the modal method has
been validated in the frequency range 0.1<ka<5.

FIG. 2. Sketch of the experimental set-up~top view not drawn to scale!.
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IV. EXPERIMENTAL SET-UP

The sketch of the experimental set-up is presented in
Fig. 2. The elliptical aluminum cylinder is vertically im-
mersed in a water-filled tank, 3 m in diameter and 2 m deep.
The aspect ratiob/a of the elliptical cylinder is equal to 3/4,
its length is 20 cm and the major axis radiusa is equal to 2
cm. The aluminum alloy used in our experiments is different
from that used by Pillaiet al.11 Consequently, the material
properties are not the same ones. Aluminum is characterized
by a densityrs52765 kg/m3, a longitudinal velocitycL

56440 m/s, and a transverse velocitycT53113 m/s. The
density and the sound velocity in the surrounding fluid are
r f51000 kg/m3 andcf51470 m/s. The transducers we used
are Panametric V3507 broad band transducers with central
frequency 200 kHz. The central frequency corresponds to
ka517.1 in reduced frequency. These transducers allow us
to analyze the acoustic scattering in the 100–350 kHz fre-
quency range (8.5<ka<30). The distance between the
transducer and the elliptical cylinder is equal to 0.76 m so
that the experiments are conducted in the far field of the
transducers. As the diameter of the radiating surface of the
transducers is 5 cm, this distance is large enough to be sure
that the cylinder is fully insonified.

An impulse method detailed in Ref. 22 is used. The
incident signal is a wide-band short pulse and the scattered

signal is the response of the elliptical cylinder obtained for a
given azimuth angle. The received signals were recorded on
a computer for further signal processing. This one is based
on an algorithm of Fast Fourier Transform. Two types of
measurement are performed:

~a! Monostatic set-up: Only one transducer~transducer 1
in Fig. 2!, acting alternatively as an emitter and as a
receiver, enables us to obtain the form function in
backscattering. The incident angleu inc is fixed.

~b! Bistatic set-up: Two transducers, one acting as an emit-
ter ~transducer 1 in Fig. 2!, and the other one as a
receiver~transducer 2 in Fig. 2!, enable us to obtain the
bistatic scattering patterns. The incident angleu inc is
fixed, while the recording angleu rec varies.

V. RESULTS AND ANALYSIS

In order to test the validity of the modal formalism at
higher frequency, numerical and experimental results are
compared for the elliptical aluminum cylinder. To this end, a
correction of the bandwidth of the transducers is carried out.
Figures 4 show both the experimental backscattered signal
~solid line! and the theoretical form function in backscatter-
ing ~dotted line!, plotted for the incidence anglesu50°, 45°,
and 90°.

Figure 4~a! (u50°) shows a good agreement between
the calculated and measured curves. Nevertheless, some dif-
ferences pointed out by asterisks can be observed in the low
frequency part of the backscattering spectrum. Sharp varia-
tions on the experimental curve are not visible on the theo-
retical one. The sharp variations, which are regularly spaced,
are very certainly due to the resonances of guided waves.
This interpretation of sharp variations can be suggested ac-
cording to what happens for the acoustic scattering by elastic
circular cylinders.25 The guided waves are SH-polarized he-
lical surface waves excited at oblique incidence only~the
wave vector of the incident wave is not perpendicular to the
z-axis!. This is the reason why the sharp variations are not
observed on the theoretical curve calculated for a normally
incident wave. However, they can be experimentally ob-
served because of the directivity of the transducers. So, if we
omit the differences due to guided waves, we can consider
that the experimental observations are in good agreement
with the theoretical computations. This analysis is still valid
for the other angles of excitation@cf. Figs. 4~b! and 4~c!#.

It is clear that the backscattering spectra can be analyzed
in terms of resonances. As for the elliptical elastic shells, for
which resonances are analyzed in terms of bending and flex-
ural waves,2,14,16the elliptical elastic cylinder resonances can
be associated to surface waves. Without performing a com-
plete study, it is rather obvious that Rayleigh and Wispering–
Gallery-type waves propagate around the elliptical elastic
cylinders. These waves reduce to the usual Rayleigh and
Wispering–Gallery waves circumnavigating circular elastic
cylinders26,27 when the aspect rationb/a tends towards 1.

It can also be observed that there are more detectable
resonances for the incidence angleu545° than for the inci-
dence angleu50°. This result is in agreement with the ob-
servations of Radlinski and Simon14 for elliptical thin elastic

FIG. 3. ~a! Far field form function (u inc5u rec50) of the elliptical elastic
cylinder considered by Pillaiet al. ~Ref. 11! ~cf. Fig. 2!. ~b! Angular dia-
gram of the elliptical elastic cylinder considered by Pillaiet al. ~Ref. 11! ~cf.
Fig. 9!.
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shells. This behavior can be explained by studying the sym-
metry of the displacement field of the surface waves~Ray-
leigh and Whispering–Gallery-type waves! which are re-
sponsible of the resonances. Finally, bistatic scattering
patterns have also been investigated. Two of them are plotted
in Figs. 5. They correspond to frequenciesf 15207.5 kHz
(ka517.8) andf 25222.5 kHz (ka519.02). These frequen-
cies were chosen in the vicinity of the central frequency of
the transducers and correspond in the backscattering spec-
trum to either a peak or a deep. The frequency at a deep is a
resonance frequency, contrary to the one at a peak. The fea-
ture of these two angular diagrams is rather similar. The
resonance influence is not obvious on the bistatic scattering
patterns. We can also observe the presence of a large lobe in

forwardscattering due to the Franz~creeping! waves.1 As in
the case of the backscattering spectra, a good agreement is
noted between theoretical and experimental angular dia-
grams. Of course, a significant variation is observed in the
vicinity of the recording angleu rec5180. This one is due to
the passage of the receiver transducer in front of the emitter
one.

VI. CONCLUSION

A modal formalism based on the theory of elasticity has
been developed for studying the acoustic scattering by elastic
cylinders of arbitrary cross section. It has been validated in
the elliptical aluminum cylinder case by comparing the the-
oretical predictions with the experimental results. The com-
putation of the acoustic scattering in a large frequency range
is the major result of our study.

APPENDIX A

The structural functions involved in the problem are 2p-
periodic. Let

x5ka~u!, xL5kLa~u!, and xT5kTa~u!

be terms which can be interpreted at fixed angle as reduced
frequencies, we have~the ‘‘prim’’ indicates the derivative
with regard to the argument of the considered function!:

FIG. 4. ~a! Far field form function of the elliptical aluminum cylinderu inc

5u rec50: Theoretical~dotted line! experimental~solid line!; ~b! Far field
form function of the elliptical aluminum cylinderu inc5u rec545: Theoretical
~dotted line! experimental~solid line!; ~c! Far field form function of the
elliptical aluminum cylinderu inc5u rec590: Theoretical~dotted line! experi-
mental~solid line!.

FIG. 5. ~a! Angular diagram of the elliptical aluminum cylinder at the fre-
quency f 15207.5 kHz: theoretical~dotted line! experimental~solid line!.
~b! Angular diagram of the elliptical aluminum cylinder at the frequency
f 25222.5 kHz: theoretical~dotted line! experimental~solid line!.
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APPENDIX B

an
tnr1 ibn

tnu5 (
q52`

1`

an,q
t eiqu~t5 inc,s,L,T!,

cn
tnr2 idn

tnu5 (
q52`

1`

bn,q
t eiqu~t5L,T!,

cn
tnr5 (

q52`

1`

bn,q
t eiqu~t5 inc,s!,

en
tnr2 i f n

tnu5 (
q52`

1`

gn,q
t eiqu~t5L,T!,

ien
tnu5 (

q52`

1`

gn,q
t eiqu~t5 inc,s!.

APPENDIX C

The expression of the T-matrix is given by

T5@ I 2GLB~s!2GTC~s!#A~s!21
A~ inc!1GLB~ inc!

1GTC~ inc!

with

GL52@A~s!21
1GTUCL#UBL

21,

GT52A~s!21
@UBT

212UBL
21#@UCTUBT

212UCLUBL
21#21,

and

UBL5B~L !A~L !21
2B~s!A~s!21

,

UBT5B~T!A~T!21
2B~s!A~s!21

,

UCL5C~L !A~L !21
2C~s!A~s!21

,

UCT5C~T!A~T!21
2C~s!A~s!21
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The characteristics of the pseudo-Stoneley wave along boreholes in porous formations are studied
in a broad band of frequencies~100 Hz–200 kHz!. Experiments are performed using a shock tube
technique to excite the pseudo-Stoneley wave in a water saturated confined reservoir. The formation
is a natural Berea sandstone. Frequency-dependent phase velocities and damping coefficients are
measured using this technique. Quantitative agreement between the experimental results and the
theoretical predictions is found for the phase velocity in the frequency range from 10 to 50 kHz.
Theoretically, the influence of the permeability on the phase velocity, attenuation, radial
displacement, and pore pressure is studied on the basis of the Biot theory and the contribution of the
different bulk modes to the average radial displacement is analyzed in the frequency domain. The
numerical results indicate that the permeability dependence at low frequencies is caused by the Biot
slow wave. © 2004 Acoustical Society of America.@DOI: 10.1121/1.1765197#
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I. INTRODUCTION

The study of surface acoustic waves provides a useful
tool in the characterization of elastic materials in a wide
range of applications. Several techniques in geophysics for
example, make use of surface acoustic waves in order to
characterize water and hydrocarbon reservoirs. In these situ-
ations, the effects of the presence of the fluid on wave propa-
gation cannot be neglected. Therefore, a realistic approach
must consider both the porous medium and the saturating
fluid separately rather than a single elastic material with av-
eraged fluid–solid properties.

Acoustic wave propagation in a fully saturated porous
medium can be described in terms of Biot’s theory.1 This
theory assumes a frequency-dependent coupling between the
solid matrix and the saturating fluid. An extra longitudinal
wave, usually called slowP wave, is predicted in addition to
the usualP and S waves. This wave is strongly frequency-
dependent, it shows a diffusive behavior at low frequencies
and a propagative behavior at high frequencies.

The influence of the slow Biot wave in the phase veloc-
ity and attenuation of the surface waves that propagate along
the interface between a fluid and a fully saturated porous
medium has been subject of study in the past. Feng and
Johnson2 applied Biot’s theory to the study of surface acous-
tic waves in flat interfaces. They considered the high-
frequency limit of the Biot theory for which the bulk waves
become nonattenuated and a lossless medium is obtained.
They found that there are three types of surface waves that
can propagate in these configurations: The Stoneley wave,
the pseudo-Stoneley wave and the pseudo-Rayleigh wave.

For lower frequencies the phase velocities and the attenua-
tion coefficients of the surface waves are predominantly in-
fluenced by the permeability of the formation, since the fluid
inflow and outflow in the interface region is the main dissi-
pative mechanism. Experimental data regarding flat inter-
faces have been reported by Mayeset al.,3 Nagy,4 and re-
cently by Allard et al.5,6 who studied surface waves in air-
saturated porous media.

Also in the case of a cylindrical porous medium-fluid
interface, the behavior of the surface waves has been dis-
cussed. Rosenbaum7 applied Biot’s theory to solve the high-
frequency modes of a fluid-filled borehole surrounded by a
porous formation. The low-frequency limit, where the pre-
dominant surface wave is referred as the tube wave, was
derived by Chang et al.8 Norris9 extended White’s
formulation10 for tube waves to take into account the com-
pressibility of the solid matrix. Schmittet al.11 studied the
wave response to a point source in both the time and fre-
quency domain using Biot’s theory modified according to
homogenization theory. They presented results for the Stone-
ley mode and the pseudo-Rayleigh mode. Chenget al.12 ap-
plied Biot’s theory to interpret the permeability dependence
of the properties of the Stoneley wave observed in field data.
Liu and Johnson13 simulated the effect of a mudcake in the
wall of the borehole with an elastic membrane. The influence
of a thin impairment layer in the wall of the borehole on the
dispersion relation of the surface waves was analyzed by
Tichelaaret al.14 Liu15 studied borehole modes in a cylindri-
cal water-saturated permeable medium.

Laboratory data for surface waves along boreholes in
porous formations are scarce. Winkleret al.16 measured
phase velocities and damping coefficients of Stoneley waves
in porous samples saturated with silicone oil. Hsuet al.17a!Electronic mail: d.m.j.smeulders@citg.tudelft.nl
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studied the influence of a cylindrical permeable mandrel on
the tube wave in an elastic formation. They performed mea-
surements using stainless steel and polyethylene as forma-
tions.

In this work we study the frequency-dependent behavior
of the pseudo-Stoneley wave along boreholes in a fully satu-
rated porous formation. We investigate the use of shock
waves to generate surface waves in a borehole. The Biot
theory is applied to calculate the phase velocity, attenuation
coefficient and radial penetration in the porous formation of
the pseudo-Stoneley wave. The experiments are performed
using a water-saturated natural rock sample placed in a ver-
tical shock tube. This shock tube has already been used to
study diverse aspects of wave propagation in porous media.
Van der Grintenet al.18,19 performed experiments in air and
water-saturated porous columns consisting of agglutinated
sand particles. Wave propagation in partially saturated po-
rous media was studied by Smeulders and van Dongen.20

Wisse et al.21 presented data for shock-induced guided
waves along the outer surface of porous cylinders.

The organization of this paper is as follows. The theo-
retical considerations that lead to the dispersion relation are
summarized in Sec. II. The numerical results in terms of the
permeability effects on the phase velocity, damping, radial
displacement and pore pressure are discussed in Sec. III. The
contribution of the slowP wave to the radial displacement
induced by the pseudo-Stoneley wave is analyzed too. The
experimental setup is described in Sec. IV, followed by the
experimental results in terms of the frequency-dependent
wave speeds and attenuation coefficients. The conclusions
are summarized in Sec. V.

II. THEORY FORMULATION

Figure 1 shows the borehole configuration. It consists of
a porous cylinder with a radiusR1537.1 mm placed in the
test section of a shock tube. In this cylindrically confined

reservoir, a borehole with a radiusR056.3 mm was drilled.
The borehole and the pores are fully filled with water. The
inner shock tube radiusR2 is 38.5 mm. Between the external
radius of the cylinder and the wall of the shock tube there is
a small annulus filled with water. Our aim is to study the
behavior of the pseudo-Stoneley wave which can be ob-
served in our experimental setup~as we will see!. All pos-
sible wave solutions that may exist in our borehole configu-
ration can be written as a linear combination of the bulk
modes in the borehole, the porous medium, and the fluid
annulus. The bulk modes are described as wave potentials. In
the borehole fluid only compressional waves can propagate
and the wave potential for the fluid displacement can be writ-
ten as

F0~kz ,v,r !5A0~kz ,v!J0~kfr !, ~1!

wherekz refers to the wavenumber in thez-direction,kf to
the radial wavenumber,v is the angular frequency, andr the
radial coordinate. In the formation both fast and slow com-
pressional waves, and shear waves can propagate. We intro-
duce for the wave potentialsFc1 , Fc2 , andCsh the follow-
ing expressions (Csh is the component ofCsh in the
u-direction!:

Fc1~kz ,v,r !5Ac1~kz ,v!J0~kc1r !

1Bc1~kz ,v!H0~kc1r !, ~2!

Fc2~kz ,v,r !5Ac2~kz ,v!J0~kc2r !

1Bc2~kz ,v!H0~kc2r !, ~3!

Csh~kz ,v,r !5Ash~kz ,v!J1~kshr !

1Bsh~kz ,v!H1~kshr !, ~4!

where J0 and J1 are Bessel functions andH0 and H1 are
Hankel functions of the first kind. The subscriptc1 refers to
the fast compressional wave,c2 to the slow compressional
wave and sh to the shear wave. The above potentials describe
axially symmetric wave modes that propagate in the
z-direction, where the exponential dependence,ei (kzz2vt), is
implicitly assumed. The relation between the radial wave-
numberskj andkz is given by:

kj
25

v2

cj~v!2
2kz

2, j 5c1,c2,sh,f , ~5!

wherecj denotes the free-field velocity of the corresponding
body wave. In the water annulus the following expression
holds

F2~kz ,v,r !5A2~kz ,v!J0~kfr !1B2~kz ,v!H0~kfr !.
~6!

The acoustic modes are determined by the boundary
conditions. In this case there are four boundary conditions
that must be satisfied both at the borehole wall and at the
outer cylinder wall. The first boundary condition represents
the continuity of volume flux:

U05~12f!u11fU1 at r 5R0 ~7!

and

FIG. 1. Scaled borehole configuration in a confined reservoir.
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~12f!u11fU15U2 at r 5R1 . ~8!

In Eqs. ~7! and ~8! U refers to the radial component of
the fluid displacement andu to the radial component of the
solid displacement. The porosity is denoted byf. The sub-
script 0 refers to the bore-fluid, 1 to the porous formation,
and 2 to the water annulus. The continuity of the average
stress in terms of the stress in the solidt i j , and the pressure
in the fluid p, yields that

2p05t rr 12fp1 at r 5R0 , ~9!

t rr 12fp152p2 at r 5R1 , ~10!

t rz150, at r 5R0 , R1 . ~11!

We also have that

p05p12 ivZf~U12u1!. ~12!

This last boundary condition defines the surface impedance
Z, which can be used to model permeability discontinuity
effects such as the mudcake and impairment layers.13,14,22In
this work we only consider the caseZ50, which corresponds
to open-pore conditions and leads to the continuity of pres-
sure:

p05p1 at r 5R0 ~13!

and

p15p2 at r 5R1 . ~14!

The shock tube sections are made out of steel and have
a wall thickness of 24 mm in order to minimize compliance
effects. Therefore it is reasonable to consider the shock tube
wall as rigid. Then, at the inner shock tube wall, the radial
displacement must be equal to zero:

U250 at r 5R2 . ~15!

The boundary conditions are expressed in terms of dis-
placements, pressures and stresses. These quantities are ob-
tained using the wave potentials according to Biot’s theory
~see Appendix A!. Substitution of the wave potentials~1!–~4!
and~6! into the boundary conditions leads to a linear system
of 9 equations and 9 unknowns,

M ~kz ,v!•a5b, ~16!

where the matrix M contains information about the
fluid and the porous formation,a is a vector containing
the amplitudes of the wave potentials, aT

5(A0 ,Ac1 ,Bc1 ,Ac2 ,Bc2 ,Ash,Bsh,A2 ,B2) and b is a source
term. In order to find the dispersion relation of the borehole
modes,b50 is considered. The matrix elements are shown in
Appendix B.

The guided wave modes are obtained by solving the
complex equation

det@M ~kz ,v!#50. ~17!

At a fixed frequencyv, the equation is numerically solved
for complexkz using a Newton–Raphson algorithm. In this
way, frequency-dependent phase velocities,V(v)
5vRe21(kz), and damping coefficients,D(v)5Im(kz), are
obtained. There are an infinite number of wavemodes satis-
fying the boundary conditions. One of these is the so-called

pseudo-Stoneley wave which is generated in our experimen-
tal set-up~as we will show!. Following Feng and Johnson,2

we define the pseudo-Stoneley wave as the surface wave that
propagates at a speed that is higher than the slow wave and
lower than that of the rest of the bulk modes. The main
difference with the true surface Stoneley wave is that the
pseudo-Stoneley wave is strongly attenuated in the direction
of propagation. We will compare the results for the pseudo-
Stoneley wave in our configuration, when the reservoir has a
finite lateral dimensionR1 ~confined reservoir! with a more
realistic situation whereR1→` ~laterally infinite reservoir!.
In this case,Ac15Ac25Ash5A25B250, and the dimension
of the matrix reduces to 434. The matrix elements for this
case are given in Appendix C.

III. PERMEABILITY EFFECTS ON THE
PSEUDO-STONELEY WAVE

In this section we investigate the permeability depen-
dence of the properties of the pseudo-Stoneley wave for lat-
erally infinite reservoirs. We also examine how good this
condition of lateral infinity is approached by our shock tube
configuration which has a confined reservoir atr 5R1 .

In Figs. 2 and 3 we compute the phase velocities and
damping coefficients as a function of frequency for different
permeability values. We generally assumed laterally un-
bounded media, except for the casek05360 mD where also
the bounded reservoir is considered~dotted line!. For com-
parison, the bulk slow and shear waves are also shown for
this case~dashed lines,k05360 mD). The parameter values
for the porous reservoir and the saturating fluid are given in
Table I. It can be seen that the pseudo-Stoneley wave is
always faster than the slow wave and slower than the rest of
the bulk modes. Its attenuation is in between the damping
coefficients of both bulk modes. For frequencies over 30 kHz
for the k05360 mD case, the damping decreases, but we
found that af 1 behavior is reached forf→` ~not shown in
the figure!. It is also noticed that the shock tube configuration
is a good approximation for the radially infinite reservoir,

FIG. 2. Frequency-dependent phase velocity for the p-Stoneley wave for
different permeability values. The solid lines correspond to the infinite res-
ervoir configuration. The results for the confined reservoir configuration for
k05360 mD are shown in dotted line. The slow wave and shear wave ve-
locities are also displayed for this case (k05360 mD).
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especially at high frequencies. As this agreement is expected
to become better for lower permeability values~less influ-
ence of the shock tube structure as will be explained below!,
all other permeability curves are computed for the laterally
infinite reservoir only.

A clear dependence on permeability was found for both
the phase velocities and damping coefficients. The increase
of the attenuation with permeability can be explained by the
fact that a larger permeability implies a larger flow rate be-
tween the pores and the borehole. This constitutes the main
dissipative mechanism for the surface waves and it is present
in the complete range of studied frequencies~100 Hz–200
kHz!. The dependence of the phase velocities on permeabil-
ity is basically restricted to the low-frequency range~100
Hz–10 kHz!.

We also study the radial distribution of the pore pressure
and the weighted radial displacementz5fU11(12f)u1

which is continuous across the fluid–porous solid interfaces.
This provides yet another way to compare radially bounded
and infinite reservoirs and helps to assess the validity of
shock tube data for infinitely extended reservoirs. Also the
permeability dependence of the radial distributions ofp andz
is studied~for the laterally infinite configuration!.

Figures 4 and 5 show the radial distribution ofz as a

function of the permeability. The results are normalized with
respect to the value at the borehole wall (r 5R0). In the
borehole (r ,R0) the weighted radial displacement linearly
increases with radius until the maximum value is reached at
r 5R0 . In the porous material,z decreases which is typical
for nonradiating surface waves. The decrease is displaying
1/r dependence~incompressibility condition at low frequen-
cies!. For the confined reservoir, the weighted radial dis-
placement in the annulus linearly decreases until it reaches
zero at the rigid wall. Also here, a good agreement between
the results for confined and infinite reservoirs is obtained.
This agreement is even better forf 55 kHz ~Fig. 5!. Here the
wavelengths involved are much smaller than the radius of the
borehole and the shock tube, so less influence of the shock
tube wall is to be expected.

Similar conclusions can be drawn for the radial distribu-
tions of the pore pressure~Figs. 6 and 7!. The dependence on
the permeability, however, is more prominent in this case and
it is more clear that the radial decay increases when the per-

FIG. 3. Frequency-dependent damping coefficient for the p-Stoneley wave
for different permeability values. The solid lines correspond to the infinite
reservoir configuration. The results for the confined reservoir configuration
for k05360 mD are shown in dotted line. The slow wave and shear wave
damping are also displayed for this case (k05360 mD).

TABLE I. Physical properties of the Berea sandstone and the saturating
fluid ~water!.

Inner radiusR0 (mm) 6.3
External radiusR1 (mm) 37.1
Density of the solidrs (kg/m3) 2644
Porosityf 0.20
Permeabilityk0 (mD) 360
Tortuositya` 2.4
Bulk modulus of the solidKb (GPa) 10.37
Shear modulusN (GPa) 4.02
Bulk modulus of the solid grainsKs (GPa) 36.5
Density of the fluidr f (kg/m3) 1000
Bulk modulus of the fluidK f (GPa) 2.25
Viscosity of the fluidh ~mPa s! 1.0

FIG. 4. Radial and permeability dependence of the average radial displace-
ment at f 5500 Hz. The results for the confined reservoir are shown in
dotted line.

FIG. 5. Radial and permeability dependence of the average radial displace-
ment atf 55 kHz. The results for the confined reservoir are shown in dotted
line.
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meability is decreased. This implies that the use of lower
permeability samples will improve the agreement between
the results corresponding to the radially bounded and un-
bounded reservoirs. Forf 5500 Hz ~Fig. 6! there is still dis-
crepancy between the results for bounded and unbounded
reservoirs but it has disappeared at 5 kHz~Fig. 7!. These
results correspond to the low-frequency deviations between
the bounded and unbounded configurations that are found in
the phase velocities and damping coefficients~Figs. 2 and 3!.

Next, we examine the relative contributions of the dif-
ferent bulk modes to the weighted radial displacement
caused by the pseudo-Stoneley wave~Fig. 8!. We limit our
analysis to the laterally infinite reservoir. Following the the-
oretical considerations explained in Appendix A, the
weighted radial displacementz (pS) induced by the pseudo-
Stoneley wave can be written as:

z~pS!5gc1
~pS!Bc1

~pS!~kz ,v!H1~kc1r !

1gc2
~pS!Bc2

~pS!~kz ,v!H1~kc2r !

1gsh
~pS!Bsh

~pS!~kz ,v!H1~kshr !, ~18!

where the frequency-dependent coefficientsgc1
(pS) , gc2

(pS) ,
andgsh

(pS) are given in Appendix B. Furthermore, the poten-
tial amplitudesBc1

(pS) , Bc2
(pS), andBsh

(pS) are at each frequency
linearly related to the potential amplitude of the fluid wave in
the borehole,A0

(pS) , by frequency-dependent coefficients
u j

(pS)(v) @this follows from the fact that the pseudo-Stoneley
wave mode satisfies Eq.~17!#. Then, the contribution of each
bulk mode to the average radial displacement of the pseudo-
Stoneley wave is defined as follows:

z j
~pS!~v!5g j

~pS!~v!u j
~pS!~v!A0

~pS!~v!, j 5c1,c2,sh.
~19!

In Fig. 8 the normalized mode contributions (g j
(pS)u j

(pS))
are displayed representing the relative effect of the different
bulk modesc1, c2, and sh upon the radial displacementz (pS)

associated with the pseudo-Stoneley wave. The dependence
of the pseudo-Stoneley wave on the permeability can now be
explained by considering the contributiongc2

(pS)uc2
(pS) of the

slow wave. By nature, the slow wave is highly permeability-
dependent. We notice that it plays an important role at low
frequencies and thus also the phase velocity and damping of
the pseudo-Stoneley wave are strongly dependent on perme-
ability at those low frequencies~see Figs. 2 and 3!. At higher
frequencies the contributions of the fast and shear waves
become more important and consequently the dependence on
permeability of the properties of the pseudo-Stoneley wave
diminishes.

IV. EXPERIMENTAL SETUP AND RESULTS

The vertical shock tube is shown in Fig. 9. It consists of
a high-pressure section and a low-pressure section, separated
by a diaphragm which is ruptured by an electric pulse. The
dimensions of the sections are indicated in the figure.

A porous Berea cylinder with a concentric borehole is
mounted in the test section of the shock tube and carefully
saturated with water. The water level is approximately 70 cm
above the top of the sample. The properties of the sample
used are given in Table I. A miniature pressure transducer is
mounted in a mobile probe, P2, that can be displaced along

FIG. 6. Radial and permeability dependence of the pore pressure atf
5500 Hz. The results for the confined reservoir are shown in dotted line.

FIG. 7. Radial and permeability dependence of the pore pressure atf
55 kHz. The results for the confined reservoir are shown in dotted line.

FIG. 8. Bulk modes weight for the pseudo-Stoneley wave. The results are
expressed in terms of the frequency-dependent contribution of each bulk
mode to the weighted radial displacement.
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the axial direction of the borehole. In practice, the position of
the transducer is changed 0.5 cm after each shock tube run;
then a new shock wave experiment is carried out. Due to the
excellent repeatability of the wave experiments, these mea-
surements can be combined in one single record. Combining
25 measurements, a record of 25 equidistant pressure signals
is obtained. The pressure transducer P1 mounted in the shock
tube wall is used to trigger the data acquisition system. Fig-
ure 10 shows a typical FFT conversion of the signal regis-
tered by P1.

Figure 11 shows the combined record of four pressure
measurements. Distances are measured with respect to the
water–porous medium interface. Knowing their approximate
velocities, two arrivals can be distinguished. The first one
corresponds to the fast bulk wave followed by an arrival with
a larger amplitude corresponding to the pseudo-Stoneley
wave. It can be observed how these two arrivals separate in
time when the depth increases. In order to find the dispersion
relation and consequentlyV(v) and D(v), the complete

record of 25 measurements is transformed from the time-
space domain to the frequency-wave number domain apply-
ing a combined FFT-Prony method.21 For further details
about Prony’s method we refer to Marple23 and Wisse.24 The
results are shown in Figs. 12 and 13, together with the the-
oretical computations. Good agreement is obtained for the
phase velocity in a broad band of frequencies~10–50 kHz!.
At lower frequencies there are deviations from the theoretical
values. The resolution for low frequencies is limited by the
length of the sample and diminishes when the wavelength is
comparable with that length. The experimentally determined
damping coefficients present large oscillations. Similar prob-
lems were reported by Hsuet al.17 and Wisse et al.21

Ellefsen et al.25 have pointed out that the combined FFT-
Prony method has inherent limitations in the determination
of the attenuation coefficients. Moreover, Wisseet al.21 indi-
cate that the accuracy of the determination of the damping
coefficient is very sensitive to the signal-to-noise ratio. We
note that all input parameters for the numerical computations
~Table I! were obtained from independent laboratory mea-
surements without any adjustable parameters. Our results are
in agreement with those reported by Winkleret al.,16 who

FIG. 9. Vertical shock tube. The measuring probe P2 is shown in detail.

FIG. 10. Normalized absolute pressure values of the incident wave.

FIG. 11. Pressure recordings at different depths. For readability, traces have
been shifted upwards.

FIG. 12. Comparison between experiment and theory for the phase velocity
of the pseudo-Stoneley wave. The formation is a Berea sandstone. Dots:
experimental data, solid line: theoretical computations.
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performed similar measurements using an acoustic source
located in the borehole. In their technique, however, consid-
erably less oscillations in the damping were observed.

V. CONCLUSIONS AND DISCUSSION

Using a shock tube technique, accurate measurements of
the phase velocity of the pseudo-Stoneley wave along bore-
holes in a water-saturated porous reservoir were performed.
The frequency band involved ranges from 1 to 50 kHz. Good
agreement with the computations based on Biot’s theory is
observed. The quality of the attenuation data is less good;
intense scattering is observed and only qualitative agreement
with the theoretical calculations is possible.

Permeability effects were studied numerically. The
damping of the pseudo-Stoneley wave shows a strong depen-
dence on permeability over the entire frequency range. The
phase velocity shows strong dependence on permeability for
low frequencies only~below 10 kHz!. The contribution of
the slow wave in comparison with the other bulk modes has
been calculated for the weighted radial displacement. The
slow wave contribution to the weighted radial displacement
is one order of magnitude larger than that of the fast com-
pressional and shear waves in the porous reservoir. The out-
come of these calculations explains the strong dependence of
the properties of the pseudo-Stoneley wave on permeability
for low frequencies.

Finally, we point out that the results obtain so far indi-
cate that the shock tube technique can be successfully imple-
mented in order to study the propagation of surface waves in
porous infinite reservoirs. The agreement will improve when
samples with low permeability values are used, since the
radial penetration of the weighted radial displacement and
pore pressure in the formation decreases with permeability.
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APPENDIX A: POTENTIAL FORMULATION OF BIOT’S
THEORY IN CYLINDRICAL COORDINATES

Biot’s equation of poroelasticity can be written in terms
of the displacements as follows:

r11

]2u

]t2
1r12

]2U

]t2
5P¹~¹•u!1Q¹~¹•U!2N¹3¹

3u1
hf2

k0
F~v!S ]U

]t
2

]u

]t D ~A1!

and

r12

]2u

]t2
1r22

]2U

]t2
5R¹~¹•U!1Q¹~¹•u!

2
hf2

k0
F~v!S ]U

]t
2

]u

]t D , ~A2!

whereu is the solid displacement,U is the fluid displace-
ment.N is the shear modulus of the composite material,P,
Q, and R are the so called generalized elastic coefficients.
They are related to the porosityf, the solid frame bulk
modulusKb , the solid grain bulk modulusKs , the pore fluid
modulus,K f andN according to the following expressions:
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, ~A4!
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12f2f
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1f
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. ~A5!

The density terms are given by:

r115~a`21!fr f1~12f!rs , ~A6!

r125~12a`!fr f , ~A7!

r225a`fr f , ~A8!

wherers is the density of the constitutive material~quartz in
our case!, r f is the density of the saturating pore fluid anda`

is the tortuosity. The frequency-dependent formation factor
F(v) is given below according to the formulation of
Johnsonet al.26

F~v!5S 12
ivr fa`k0

2hf D 1/2

, ~A9!

where h is the viscosity of the pore fluid andk0 is the
steady-state permeability.

FIG. 13. Experimental~dots! and theoretical~solid lines! damping coeffi-
cients of the pseudo-Stoneley wave. The formation is a Berea sandstone.
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Introducing the displacements wave potentials associ-
ated with each of the three different body waves that can
propagate in the porous medium,Fc1 , Fc2 , Csh , the solid
and fluid displacement can be expressed as follows (eu is the
unit vector in theu-direction!:

u5¹Fc11¹Fc21¹3~Csheu!, ~A10!

and

U5Gc1¹Fc11Gc2¹Fc21Gsh¹3~Csheu!, ~A11!

where

Gc15
P2vc1

2 r̃11

vc1
2 r̃122Q

, ~A12!

Gc25
P2vc2

2 r̃11

vc2
2 r̃122Q

~A13!

and

Gsh5
ã21

ã
. ~A14!

In the above equationsvc1 , vc2 , and vsh refer to the
frequency-dependent wave velocities of the fast, the slow
and the shear wave, respectively, andã to the frequency-
dependent tortuosity given by26

ã5a`1
ihf2F~v!

k0fvr f
. ~A15!

The density termsr̃11, r̃12, andr̃22 in Eqs.~A12! and~A13!
are frequency dependent and are calculated usingã:

r̃115~ ã21!fr f1~12f!rs , ~A16!

r̃125~12ã !fr f , ~A17!

r̃225ãfr f . ~37!

The stress in the solid and the pore pressure in the po-
rous reservoir can be obtained using the Biot stress–strain
relations given by:

t i j 5~P22N!ukkd i j 12Nui j 1QUkkd i j ~A18!

and

p5
21

f
~Qukk1RUkk!, ~A19!

where summation over repeated indexes is assumed,ui j

51/2(]ui /]xj1]uj /]xi) andd i j is the Kronecker delta. In
the bore fluid the following expressions hold for the radial
displacement and pressure:

U5
]F0

]r
~A20!

and

p5r fv
2F0 . ~A21!

APPENDIX B: MATRIX COEFFICIENTS FOR THE
CONFINED RESERVOIR

In this Appendix we give the matrix elements for the
confined reservoir. In order to simplify the notation, we in-
troduce the following variables:

gc15~12f1fGc1!kc1 , ~B1!

gc25~12f1fGc2!kc2 , ~B2!

and

gsh5~12f1fGsh!ikz . ~B3!

m1152kfJ1~kfR0!, m125gc1J1~kc1R0!,
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2
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2
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where Cc15(P22N)1Gc1Q1RGc11Q and Cc25(P
22N)1Gc2Q1RGc21Q.

APPENDIX C: MATRIX COEFFICIENTS FOR THE
RADIALLY INFINITE POROUS FORMATION
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Response of multiple rigid porous layers to high levels
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A model has been developed for the response of a rigid-porous hard-backed medium containing an
arbitrary number of layers to high amplitude sound. Nonlinearity is introduced by means of a
velocity-dependent flow resistivity in Johnson’s equivalent fluid model for the complex tortuosity of
each layer. Numerical solution of the resulting system of algebraic equations allows prediction of
the dependence of surface impedance and reflection coefficient on the incident pressure amplitude.
Measurements have been made of the surface impedance of various triple layers, made from
different diameters of spherical lead shot and double layers consisting of gravel with different mean
particle size, subject to high-intensity continuous sound. Good agreement between the model
predictions and data for these multiple-granular layers is demonstrated. Moreover it is shown both
theoretically and experimentally that the layer configuration giving optimum performance at low
sound intensities may not continue to do so as the incident sound level is increased and the response
becomes increasingly nonlinear. It is shown also that the nonlinear behavior depends strongly on
layering and that, in some cases, the behavior is changed simply by changing the top layer
thickness. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1766051#

PACS numbers: 43.25.Ed, 43.25.Jh, 43.25.Ba, 43.58.Bh@RR# Pages: 703–712

I. INTRODUCTION
Multilayered porous absorbers are used widely in vari-

ous acoustical applications.1 In addition to geometrical pa-
rameters, including layer thickness, number of layers, and
overall thickness, their performance depends on the porosity-
related parameters in each layer.2 By suitable manipulation
of the properties of the layers, for example by having a flow
resistivity that increases away from the insonified surface, it
is possible to adjust the parameters to achieve maximum
absorption in the required frequency range. The possibility of
using a layered absorber with density gradually increasing
from layer to layer for military noise mitigation purposes has
been discussed.3 In the linear domain, the use of the transfer
matrix formalism based on the Biot theory4 is the most con-
venient way to describe acoustic properties of multilayered
absorbers. However at high intensities, the linear transfer
matrix formalism cannot be used if the porous material re-
sponse becomes dependent on the incident sound amplitude.5

Consequently it is of interest to the study of nonlinear acous-
tic properties of rigid-porous absorbers with multiple layers.

The key role in the nonlinear behavior of rigid-porous
materials is played by the variation of flow resistivity with
flow velocity. Particular attention has been paid to Forchhe-
imer’s nonlinearity, i.e., a linear variation of flow resistivity
with flow velocity,6–8 which is valid in the range of moderate
flow velocities. Forchheimer’s nonlinearity has been com-
bined with the Johnson/Allard equivalent fluid model for
rigid porous materials9–11 in previous publications.12,13 The
latter paper13 allowed for non-constant flow through the po-
rous material and paid particular attention to the reflection
coefficient behavior near the resonance of a hard-backed po-
rous layer for incident pressure levels up to 1 kPa. Either

growth or decrease of reflection coefficient with pressure am-
plitude was predicted and measured depending on material
parameters and layer thickness. There is an indirect
evidence14 that for much higher levels of incident sound
~tens of kPa! Forchheimer’s correction is no longer valid and
has to be replaced by a more complicated dependence of
flow resistivity on flow velocity. Here the previously pub-
lished approach13 is extended to predict acoustic properties
of multiple rigid porous layers at high levels of incident
sound.

In Sec. II the problem of sound reflection from a hard-
backed multilayered absorber with arbitrary number of layers
is treated theoretically. The resulting system of nonlinear al-
gebraic equations describes the dependence of the reflection
coefficient and surface impedance spectra on the incident
pressure amplitude. Section III describes impedance tube ex-
periments on three triple-layer configurations formed with
different sizes of spherical lead shot and three double-layer
configurations of gravel with different particle sizes in each
layer. The resulting data are compared with predictions and
good agreement is demonstrated. The acoustical characteris-
tics of multiple-layer absorbers are shown to have a strong
dependence on pressure amplitude especially near the system
resonance. Section IV gives the conclusions.

II. NONLINEAR MODEL FOR MULTIPLE
RIGID-POROUS LAYERS

A schematic representation of a multilayered absorber is
shown in Fig. 1. The sound wave propagation in thenth
layer (n51,...,N, whereN is the total number of layers and
numbering starts with a top layer! is described by the com-
plex tortuosity9 a (n)(v) and complex compressibility10,11

C(n)(v) of the fluid contained in of the pores of the layer.
These may be written13a!Author to whom correspondence should be addressed.
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a (n)~v!5a`
(n)1

s (n)f (n)

2 ivr0
A11~2 iv!

4a`
(n)2

r0h

s (n)2
f (n)2

L (n)2, ~1!

C(n)~v!5g2
g21

S 11
hf (n)

2 ivr0k08
~n!Npr

A11~2 iv!
r04k08

~n!2
Npr

hL8(n)2
f (n)2D , ~2!

wherev is the angular frequency,c0 is the adiabatic sound
speed in air,r0 is the air density,h is the coefficient of
dynamic viscosity for air,g is the adiabatic constant, andNpr

is the Prandtl number.
This approach requires knowledge of 6 parameters for

the material in each layer. The tortuosity,a`
(n) , is a measure

of pore or streamline curvature. The flow resistivity,s (n), is
the ratio of the static pressure gradient along the sample to
the resulting flow velocity through the sample. The charac-
teristic viscous length,L (n), is a geometrical parameter de-
termined by the viscous interactions between fluid and struc-
ture and indicative of the narrowest pore dimensions. The
thermal permeability,k08

(n) , is related to diffusion and trap-
ping of air molecules at pore walls. The characteristic ther-
mal lengthL8(n) is a geometrical parameter similar to hy-
draulic radius that can be determined from the internal
surface area per unit volume. The volume porosity of the
layern material,f (n), is the ratio of the volume occupied by
the connected pores to the total volume of the material. The
number of parameters necessary to model sound propagation
in granular materials with spherical grains can be reduced by
using a similarity relationship between the complex density
and complex compressibility functions15

C(n)~v!5g2
g21

~ 2
3 ~12Q (n)!~a (n)~vNpr!2a`

(n)!11!
,

~3!

whereQ (n)'0.675(12f (n)).

It is assumed that the flow resistivity of the material in
thenth layer grows linearly with the particle velocity ampli-
tude uv (n)u associated with the sound wave in this layer

s (n)~v (n)!5s0
(n)~11j (n)f (n)uv (n)u!, ~4!

where j (n) is the Forchheimer’s nonlinearity parameter
which can be measured by standard flow resistivity tests. The
factor of porosity in Eq.~4! allows for the difference be-
tween the velocity in the pores and the flow velocity mea-
sured outside the material in flow resistivity tests. As in the
previously published approach,13 s (n)(v (n)) is substituted
into ~1! to get the velocity dependent complex tortuosity
function a (n)(v,v (n)). It is assumed that the complex com-
pressibility does not depend on the particle velocity. The
resulting equations for particle velocity variations in thenth
layer are solved by the method of slowly varying
amplitudes,16 i.e., the solution for particle velocity associated
with the sound wave is sought in the form

v (n)5V1
(n)~x!1V2

(n)~x!

5v1
(n)~x!eik(n)(v)x1v2

(n)~x!e2 ik(n)(v)x,

wherev6
(n) are the slowly varying amplitudes of particle ve-

locity in the forward and backward propagating waves in
layer n.

The following pair of first order nonlinear differential
equations describes spatial changes inv6

(n) :

dv1
(n)

dx
52M (n)~v!SA11 i

vc
(n)

v
~11j (n)f (n)uv (n)u!2

2A11 i
vc

(n)

v
D v1

(n) ,

dv2
(n)

dx
5M (n)~v!SA11 i

vc
(n)

v
~11j (n)f (n)uv (n)u!2

2A11 i
vc

(n)

v
D v2

(n) , ~5!

wherex is the vertical axis withx50 being the top surface
of the material,

M (n)~v!5~12 i !
a`

(n)v2C(n)~v!

c0
2k(n)~v!

d~v!

2L (n) ,

vc
(n)5S s0

(n)f (n)L (n)

2a`
(n) D 2 1

r0h
,FIG. 1. Representation of a multiple-layer configuration of rigid-porous

materials.
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and d(v)5A2h/vr0 is the viscous layer thickness,
k(n)(v)5 (v/c0)Aa (n)(v)C(n)(v).

If the velocities at the upper and lower surface of thenth
layer areV6

(n) andṼ6
(n) , respectively, the boundary condition

of zero velocity on the impervious hard backing yields

Ṽ1
(N)1Ṽ2

(N)50.

Another 2N22 equation results from continuity of the flux
and pressure at the boundaries between layers and have the
following form:

f (m)~V1
(m)1V2

(m)!5f (m21)~Ṽ1
(m21)1Ṽ2

(m21)!, ~6!

1

C(m)~v!

d

dx
~V1

(m)1V2
(m)!5

1

C(m21)~v!

d

dx
~Ṽ1

(m21)

1Ṽ2
(m21)!, ~7!

wherem52,...,N. At the insonified boundary, the air pres-
sure and flux continuity equations can be written by intro-
ducing reflection coefficientR ~defined as the ratio of par-
ticle velocities in the reflected and incident waves,R
5 v r /v i):

f (1)~V1
(1)1V2

(1)!5v i1v r5v i~11R!, ~8!

1

C(1)~v!

d

dx
~V1

(1)1V2
(1)!5

iv

c0
v i~12R!. ~9!

A relationship betweenV6
(n) and Ṽ6

(n) can be found by ap-
proximate solution of ~5! using the mean field
approximation13 and is defined by the following transcenden-
tal equation:

Ṽ6
(n)5V6

(n) exp$6s(n)bf (n)~V1
(n)1V2

(n)!,f (n)~Ṽ1
(n)

1Ṽ2
(n)!c l (n)%, ~10!

where

s(n)~a,b!5
G(n)~a!1G(n)~b!

2
, ~11!

G(n)~a!5 ik (n)2M (n)SA11 i
vc

(n)

v
~11j (n)uau!2

2A11 i
vc

(n)

v
D , ~12!

and l (n) is thenth layer thickness.
The system of 2N11 equations can be simplified by

introducing new unknown functions:y(n)5f (n)(V1
(n)

1V2
(n)), ỹ(n)5f (n)(Ṽ1

(n)1Ṽ2
(n)) and the plane wave reflec-

tion coefficientR:

c0

ivC(1)~v!f (1) G(1)~y(1)!@ ỹ(1)Q(1)~y(1),ỹ(1)!

2y(1)P(1)~y(1),ỹ(1)!#5v i~12R!, ~13!

y(1)5v i~11R!,

G(m)~y(m)!

C(m)~v!f (m) @ ỹ(m)Q(m)~y(m),ỹ(m)!

2y(m)P(m)~y(m),ỹ(m)!#

5
G(m21)~ ỹ(m21)!

C(m21)~v!f (m21) @ ỹ(m21)P(m21)~y(m21),ỹ(m21)!

2y(m21)Q(m21)~y(m21),ỹ(m21)!#,

y(m)5 ỹ(m21),

ỹ(N)50,

where

Q(n)~a,b!52
exp~s(n)~a,b!l (n)!

exp~2s(n)~a,b!l (n)!21
, ~14!

P(n)~a,b!5
exp~2s(n)~a,b!l (n)!11

exp~2s(n)~a,b!l (n)!21
. ~15!

After some algebra~13! can be reduced to a system ofN
11 transcendental equations for the unknown functionsx0

5(11R), xn5 ỹ(n)/v i :

x0A1~v ix0 ,v ix1!1x1B1~v ix0 ,v ix1!52,

xm22Am~v ixm22 ,v ixm21!

1xm21Bm~v ixm22 ,v ixm21 ,v ixm!

1xmCm~v ixm21 ,v ixm!50, ~16!

xN50,

where

A1~a,b!52
c0G(1)~a!

ivC(1)~v!f (1) P(1)~a,b!11, ~17!

B1~a,b!5
c0G(1)~a!

ivC(1)~v!f (1) Q(1)~a,b!, ~18!

Am~a,b!5Q(m21)~a,b!, ~19!

Bm~a,b,c!5
G(m)~b!

G(m21)~b!

f (m21)

f (m)

C(m21)~v!

C(m)~v!
P(m)~b,c!

1P(m21)~a,b!, ~20!

Cm~a,b!52
G(m)~a!

G(m21)~a!

f (m21)

f (m)

3
C(m21)~v!

C(m)~v!
Q(m)~a,b!. ~21!

To determine the reflection coefficient of a multilayered me-
dium for different valuesv i of particle velocity in the inci-
dent wave, Eqs.~16! must be solved numerically. By using
the free-field relationship betweenv i and pressure amplitude
pi , v i5pi /r0c0 , the dependence on incident pressure am-
plitude can be obtained also. The nonlinear~pressure-
dependent! normalized surface impedanceZ of the multilay-
ered medium can be calculated from the reflection coefficient
usingZ5 (12R)/(11R) .
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III. EXPERIMENTS AND COMPARISON OF
PREDICTIONS WITH DATA

A. Triple-layers of lead shot

The model has been tested against data for the acoustical
properties of three triple-layer configurations formed from
lead shot with three different particle sizes~Fig. 2!. There are
four reasons for using lead shot in such experiments. First, it
is relatively easy to change the thickness of layers composed
of unconsolidated particles. Secondly, particles of lead shot
are approximately spherical and identical so the drag param-
eters required can be estimated using a cell model.17 Thirdly,
layers with different acoustic properties are obtained simply
by changing particle size. This follows since the parameters
controlling the acoustical behavior (s0 , L, k8, andL8) de-
pend on the particle radius.17 Finally, lead shot packings ex-
hibit strong Forchheimer-type nonlinearity.

Three triple-layer configurations were prepared in a cy-
lindrical container with a hard backing and acoustically-
transparent mesh lid. The container was designed to fit a
vertically installed impedance tube. The length of the con-
tainer was approximately 15 cm and the total length of all of
the configurations was close to 14.7 cm. The top layer al-
ways consisted of 3.8 mm diameter lead shot, the middle
layer was 2.1 mm diameter lead shot and bottom layer was
formed from 1.25 mm diameter lead shot. The decreasing
particle size from top to bottom results in layers with in-
creasing flow resistivity. In the three tested configurations,

the top layer thickness was 4.7 cm, 7.7 cm, and 9.7 cm,
respectively. The middle and bottom layer thicknesses were
made equal to each other. The smallest layer thickness was
chosen to be at least ten times bigger than the particle size so
that it should be representative of the bulk material.

The impedance measurements on the multiple layers
were similar to those described elsewhere.13 First the transfer
function between the two transducers in a tube with a rigid
termination was measured using pure tones of different in-
tensity in the frequency range between 200 and 800 Hz and
was shown to be independent of amplitude. This suggests
that it is possible to exclude the influence of hydrodynamic
nonlinearity inside the impedance tube. Linear reflection co-
efficient and impedance of single and multiple-layers were
measured using the transfer function method for low inten-
sity pure tones of different frequencies or by using low in-
tensity white noise. The sound pressure levels in the imped-
ance tube for these low intensity tests were between 60 and
90 dB. Subsequently high-intensity measurements were per-
formed on the multiple layer configurations. As remarked in
the previous study,13 the high intensity measurements were

FIG. 3. Measured flow resistivity as a function of flow velocity for lead shot
and best-fit straight lines,~a! d53.8 mm, ~b! d52.1 mm, ~c! d
51.25 mm.

FIG. 2. The three triple-layer configurations of lead shot used in the experi-
ments.
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made with pure tones to enable generation of sufficiently
high pressures.

The porosity of a random packing of identical spheres
does not depend on the particle radius. For all three types of
lead shot it was obtained by weighing and was close to
0.385. The flow resistivity and Forchheimer’s parameter for
each type of lead shot were obtained experimentally@Figs.
3~a!, 3~b!, 3~c!#. The materials show strong dependence of
flow resistivity on flow velocity, i.e., are highly nonlinear.
The lead shot with the largest particles exhibits the strongest
Forchheimer’s nonlinearity. The tortuosity and the character-
istic viscous length of lead shot can be estimated assuming
identical spherical particles. Relationship~3! between the
complex density and the complex compressibility for a pack-
ing of spheres was used for the predictions. Figure 4 shows

good agreement between the predictions of the linear equiva-
lent fluid model9–11 and low intensity reflection coefficient
and admittance data for single hard-backed layers of the two
smaller types of lead shot, using measured values of flow
resistivity and cell model values of tortuosity and character-
istic viscous length. However, as a result of the larger dis-
crepancy between impedance data and predictions near the
layer resonance frequencies, it was found necessary to adjust
the tortuosity and characteristic viscous length values for the
lead shot with the largest particles for best fit. The parameter
values and the methods used to determine them are summa-
rized in Table I.

Figure 5 shows that the linear predictions for multiple
layers of lead shot~with the layer parameters given in Table
I! agree well with reflection coefficient data for all three

FIG. 4. The frequency dependence of the reflection co-
efficient amplitude and surface admittance for low am-
plitude sound incident on a single 14.7 cm thick layers
of 3.8 mm, 2.1 mm, and 1.25 mm diameter lead shot
~left to right respectively!. For the 3.8 mm shot, the
points represent data, the dashed line represents equiva-
lent fluid model predictions using cell model values of
L anda` , and the solid line represents predictions us-
ing fitted values ofL and a` . For the smaller diam-
eters of lead shot, the points represent data and the solid
lines represent predictions using cell model values ofL
anda` .

TABLE I. Parameters for lead shot and their method of determination.

Particle diameter/
parameter d53.8 mm d52.1 mm d51.25 mm

Method of
parameter

determination

Porosityf 0.385 0.385 0.385 Measured
Flow resistivitys0 ,
Pa s m22

1373 3496 6818 Measured

Characteristic
viscous lengthL, m

5.531024 2.831024 2.131024 Cell modela

3.731024 Adjusted to fit low
amplitude impedance
data

Tortuositya` 1.6 1.6 1.6 Empirical formulab

1.5 Adjusted to fit white
noise impedance data

Forchheimer’s
parameter
j, s m21

3.7 2.3 2.0 Measured

aReference 17.
bReference 18.
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configurations. Note that the resonant frequency of the con-
figurations increases slightly as the top layer thickness is
increased~the approximate values are 395 Hz, 405 Hz, and
410 Hz, respectively!. The dashed line in Fig. 5~a! illustrates
the effect of doubling the measured flow resistivity of second
layer to 6992 Pa s/m2. The resonant frequency of the ab-
sorber is not affected much by this change. However, after
doubling the flow resistivity of the second layer, the pre-
dicted value of the reflection coefficient of the multilayer
configuration at resonance frequency exceeds that predicted
using the measured value of flow resistivity in the second
layer by almost 100%.

The predictions of the nonlinear model have been tested
against data for high amplitude sound in the frequency range
between 300 Hz and 600 Hz and the results are shown in Fig.
6. It has been established elsewhere13 that, as the incident
pressure amplitude increases, two types of reflection coeffi-
cient behavior at layer resonance are possible depending on
the material parameters. The typical result for high flow re-
sistivity materials is that the reflection coefficient with inci-
dent pressure. For a single hard-backed rigid-porous layer, a
criterion has been established for a different type of behavior
in which the reflection coefficient decreases and then in-
creases as the incident amplitude increases. The complexity
of calculations precludes analytical derivation of a similar
criterion in the case of a multilayered medium. However the
data and predictions shown in Fig. 6 confirm that both types

of nonlinear behavior are possible with multiple layered ab-
sorbers. Moreover it is apparent that the nonlinear behavior
can be changed, simply, by increasing the top layer thick-
ness. The pressure level at which the reflection coefficient at
resonance is changed by 30% of its linear value decreases as
the linear reflection coefficient decreases. It is approximately
180 Pa~139 dB re 231025 Pa) for the 4.7/5/5 cm configu-
ration, 65 Pa~130 dB re 231025 Pa) for the 7.7/3.5/3.5 cm
configuration, and 100 Pa~134 dB re 231025 Pa) for the
9.7/2.5/2.5 cm configuration. In the first case there is an in-
crease in the reflection coefficient value at the 30% ‘‘thresh-
old’’ level. In the latter two cases the reflection coefficient is
decreased by nonlinearity. At the resonant frequencies of all
three triple-layer configurations, predictions have been made
also with nonlinearity assumed in the first layer only (j (2)

5j (3)50). The results are indicated by the dashed lines in
the second row of Fig. 6. Not surprisingly, the nonlinearity of
the inner layers has most effect for the configuration with the
thinnest upper layer. As the thickness of the upper layer is
increased, the attenuation of sound within this layer in-
creases. This means a decrease in the amplitude of the sound
entering the second layer and a weakening of the nonlinear
effects in the inner layers. It seems that the top layer thick-
ness used in the second and third configurations is too large
for nonlinear effects beyond the top layer.

FIG. 5. Measurements and predictions of the reflection coefficient amplitude
of the triple-layer lead shot configurations subject to low amplitude sound.
Solid lines represent linear model results and points represent data.~a! l 1

54.7 cm, l 255 cm, l 355 cm. Dashed line represents predictions with the
second layer flow resistivity increased by 100% compared with the mea-
sured value;~b! l 157.7 cm, l 253.5 cm, l 353.5 cm; ~c! l 159.7 cm, l 2

52.5 cm, l 352.5 cm.

FIG. 6. The reflection coefficient of three configurations of triple-layers of
lead shot as a function of incident wave pressure amplitude at four different
frequencies. Respectively from left to right:l 154.7 cm, l 255 cm, l 3

55 cm, l 157.7 cm, l 253.5 cm, l 353.5 cm, andl 159.7 cm, l 252.5 cm,
l 352.5 cm. Dashed lines represent predictions assuming nonlinearity only
in the first layer.
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In the linear regime for sound pressure, the best absorp-
tion in the chosen range of frequencies and for a given total
thickness can be achieved by changing the relative thickness
of the component layers. According to Fig. 5, at low ampli-
tudes of the incident sound, the configuration with a 7.7 cm
thick top layer has the lowest value of the reflection coeffi-
cient at 400 Hz. The dependence of predicted and measured

reflection coefficient at 400 Hz on the first layer thickness at
different amplitudes of incident sound is shown in Fig. 7. It
is apparent that, as a result of nonlinearity, the optimum con-
figuration depends on the incident pressure amplitude. The
optimum configuration based on the linear assumption is not
the most efficient when the incident sound amplitude is 1
kPa. In this case a single layer consisting exclusively of the
largest diameter lead shot is predicted to perform equally
well.

B. Double-layers of gravel

Three double-layer configurations using two types of
gravel were prepared in turn in the same cylindrical con-
tainer as for the lead shot samples. Particle size distributions
for these types of gravel are shown in Fig. 8. The mean
maximum dimension of the coarse gravel is 9.02 mm and
that of the fine gravel is 1.81 mm. As with the configurations
of lead shot, the top layer was formed by gravel with bigger
particles so that the flow resistivity of the bottom layer was
greater than that of the top layer. Three configurations with
overall thickness of approximately 15 cm were tested, the
top layer thickness being 5 cm, 7.5 cm, and 10 cm, respec-
tively @Figs. 9~a!, ~b!, and ~c!#. The acoustical properties of
gravel are very sensitive to the degree of compaction. More-
over, since the degree of compaction could be changed by
the action of high amplitude sound, each of the layers was
compacted prior to any measurements. The porosity of the
compacted layers was measured by weighing and was close

FIG. 7. Measured and predicted reflection coefficient at 400 Hz as a func-
tion of the top layer thicknessl 1 at different levels of incident sound ampli-
tude,l 11 l 21 l 3514.7 cm,l 25 l 3 . Points represent data and lines represent
predictions: 1, low intensity sound~linear model!; 2, Pi5580 Pa, 3,Pi

51 kPa.

FIG. 8. Measured distributions of the maximum dimension in 103 particles
of two types of gravel:~a! coarse gravel, mean maximum dimension
59.02 mm, standard deviation51.81 mm; ~b! fine gravel, mean maximum
dimension51.81 mm, standard deviation51.41 mm.

FIG. 9. The three double-layer gravel configurations used in the experi-
ments.
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to 0.38 for both types of gravel. Results of flow resistivity
and Forchhheimer’s parameter measurements are shown in
Fig. 10. There is a much bigger difference between the flow
resistivities of the gravel layers than between those of the
lead shot layers. The flow resistivity of the bottom gravel
layer is more than thirty times higher than that of the top
layer. A significant contrast is observed between the values
of the Forchheimer’s parameter also. The value for the top
layer value is over ten times bigger than that for the bottom
layer. Since gravel particles are irregularly shaped, estima-
tions of tortuosity and characteristic viscous length assuming
spherical particles are not possible. Instead their values have
been deduced by fitting the linear model to the low intensity
~linear! surface impedance data shown in Figs. 11 but assum-
ing the relationship between complex density and complex
compressibility@Eq. ~3!# valid for identical spherical par-
ticles. The parameters of gravel layers used in the predictions
are summarized in Table II.

In the linear regime the resonant frequency of the double
layer is observed to decrease from approximately 750 Hz to
500 Hz, as the top layer thickness is increased from 5 to 10

cm, in reasonable agreement with the predictions~Fig. 12!.
Despite the fact that gravel parameters have been adjusted to
fit single layer data the agreement between model and theory
for double layers is not that good as in the case of lead shot
triple-layers. The randomness in particle size and shapes
means that their properties depend more strongly on the
packing configuration and it is impossible to replicate gravel
samples as well as lead shot samples. Moreover the wider
distribution on particle size and shape leads to mixing at the
boundary between the gravel layers. The behavior shown in
Fig. 12 is different to that observed for the lead shot and
results from the greater contrast between the properties of the
top and bottom layers. For all three configurations, growth of
the reflection coefficient at resonance with incident pressure

TABLE II. Parameters for gravel and their method of determination.

Maximum particle
dimension/parameter d59.02 mm d51.81 mm

Method of parameter
determination

Porosityf 0.38 0.38 Measured
Flow resistivity
s0 , Pa s m22

1648 58710 Measured

Characteristic viscous
lengthL m

1.931024 9.031024 Deduced by fitting
~linear! surface
impedance data

Tortuositya` 1.55 1.8 Deduced by fitting
~linear! surface
impedance data

Forchheimer’s parameter
j, s m21

8.23 0.63 Measured

FIG. 10. Measured flow resistivity as a function of flow velocity for gravel
and best-fit straight lines,~a! 9.02 mm gravel,~b! 1.81 mm gravel.

FIG. 11. The frequency dependence of the reflection coefficient amplitude
and the surface admittance for low amplitude sound incident on a single 15
cm thick layer of gravel. The left-hand graphs correspond to 9.02 mm gravel
and the right-hand graphs to 1.81 mm gravel. Points represent data and the
solid line represents equivalent fluid model predictions using fitted values of
L anda.
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amplitude is observed and predicted~Fig. 13!.
Despite the facts~a! that the Forchheimer’s parameter of

the larger gravel is higher than that of the lead shot and~b!
that the flow resistivity values are comparable, the measured
nonlinear variations in reflection coefficient are less pro-
nounced with the gravel configurations than with the lead
shot configurations. Indeed the incident sound pressure level
required for a 30% increase in reflection coefficient at reso-
nance is 1 kPa~154 dB re 231025 Pa) for the configura-
tions with 5 cm and 7.5 cm top layer thickness and is 375 Pa
~145 dB re 231025 Pa) when the top layer thickness is 10
cm. These threshold values are much higher than similar
ones for lead shot layers. It should be noted that the pressure
in the wave which penetrates a material configuration with
low values of the reflection coefficient amplitude, is higher
than in layers with higher values of reflection coefficient am-
plitude. The values of the reflection coefficient at layer reso-
nance for the triple-layers of lead shot~between 0.02 and
0.09 according to Fig. 5! are much lower than the corre-
sponding values for double layers of gravel~between 0.35
and 0.5 according to Fig. 12!. This means that, at a given
value of incident sound pressure, the amplitude of the sound
penetrating the gravel is at least 4 times lower than that pen-
etrating the lead shot layer. According to Eq.~4! the effect of
nonlinearity is proportional to the product of Forchheimer’s

parameter, the particle velocity amplitude in the pores of the
material ~proportional to pressure! and porosity. Conse-
quently, despite the fact that Forchheimer’s parameter of the
top layer gravel~8.32 s/m! is 2.25 times higher than that for
top layer lead shot~3.7 s/m! and the porosity values are
comparable, the four times smaller pressure and hence veloc-
ity associated with the penetrating sound means that the
value of this product is still lower for gravel. Consequently
nonlinear effects are predicted to be less pronounced in the
gravel configurations. This is confirmed by Fig. 14 where
reflection coefficients at 500 Hz, 650 Hz and 750 Hz for both
layered gravel configurations are plotted as a function of the
top layer thickness for different amplitudes of incident
sound. The predicted dependence changes only slightly with
sound amplitude and this is in agreement with data.

IV. CONCLUSION

A model which combines Forchheimer’s nonlinearity
with an equivalent fluid model13 has been extended to predict
acoustical properties of layered rigid-porous media with an
arbitrary number of layers. It has been tested against data for
three configurations of 3-layer and 2-layer absorbers and is
shown to give valid predictions for the reflection coefficient
behavior at sound amplitudes up to 1 kPa~154 dB re 2
31025 Pa) over a wide range of frequencies. It has been
shown that nonlinear effects are stronger with a multilayer

FIG. 12. Measurements and predictions of the reflection coefficient ampli-
tude of two layered absorbers subject to low amplitude sound. Lines repre-
sent linear model prediction results, points represent data:~a! l 155 cm, l 2

510 cm; ~b! l 157.5 cm, l 257.5 cm, ~c! l 1510 cm, l 255 cm.

FIG. 13. The reflection coefficient of two double layer configurations of
gravel as a function of incident wave pressure amplitude at four different
frequencies. Lines represent nonlinear model predictions and points repre-
sent data. Respectively from left to right:l 155 cm, l 2510 cm; l 1

57.5 cm, l 257.5 cm andl 1510 cm, l 255 cm.
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configuration having a relatively small contrast in layer prop-
erties. The transition between two types of the reflection co-
efficient behavior at resonance,~monotonic growth or de-
crease growth as the incident amplitude increases! observed
with single hard-backed layers,13 can be achieved with mul-
tiple layersby changing the relative thickness of the compo-
nent layers while keeping the overall thickness constant. Fi-
nally, it has been shown both theoretically and
experimentally that absorbers designed to perform optimally
at low sound intensities may not have the optimum configu-
ration as the sound level increases. These results suggest that
both sound amplitude and Forchheimer’s nonlinearity in
component layers should be taken into account in the design
of multilayered rigid-porous absorbers for high-intensity
sound.
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In this paper, we consider the propagation of shear acoustic waves in a single spherical bead and in
linear one-dimensional periodic chains of identical spheres. In both cases, normal force of
interaction compresses the sphere~s! and obeys the nonlinear Hertz’ law. In the low-frequency
domain, the spectroscopy of the transmitted impulses gives rise to peaks the existence and the origin
of which are discussed. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1768251#

PACS numbers: 43.25.Gf, 43.25.Rq@MFH# Pages: 713–716

I. INTRODUCTION

The propagation of elastic waves in compressed granular
media was thoroughly studied in the recent past and in many
domains~physics, biology, geophysics, etc.!. If most of the
studies are concerned with the propagation of compressional
waves in compact and linear media,1–9 few theoretical papers
are concentrated on the propagation of shear waves in peri-
odic structures.10–12In the case of the linear limitation, it was
shown that the system, describes two types of wave process
characterized by dispersion laws of acoustic and optic type:
The first one~low-frequency case! represents shear waves
whose motion of spheres is reduced to a transverse deflection
from the direction of propagation and a small rotation. The
second one~high-frequency case! describes oscillations of
the spheres and a small transverse displacement. These the-
oretical results are based on the periodicity of the specimen
and on the nonlinear Hertz’ law13 which predicts that the
relative distance of approach between two adjacent spheres
submitted to a compressing forceF0 is not linear: F0

5Cd3/2, where the constantC depends on the material prop-
erties and the radius of the sphere.

The purpose of this paper is to investigate the frequency
response of finite one-dimensional chains~including the
single sphere! made up of free spherical beads submitted to
shear acoustic pulses and compressed by a static force ap-
plied to one of the extremities of the chain. In the low-
frequency region, the experimental power spectra of the de-
tected pulses point out peaks whose frequency positions vary
with the radius of the sphere, the compressive force, and the
material properties. These dependencies are experimentally
recorded and the data are compared with the theoretical ap-
proaches which are available at the present time. To our
knowledge, it is the first time that such a spectroscopy analy-
sis is achieved on linear granular media submitted to a shear
excitation.

II. EXPERIMENTAL RESULTS

The experimental procedure is described in Ref. 14. It
includes a pair of shear broadband transmitters excited by

short ultrasonic pulses. The transducers compress the inves-
tigated samples by a static force (F0) applied in the direction
of the line joining the centers of the spheres of the chain. The
specimen are monodisperse chains of spheres the radius of
which is designated byR.

A typical time signal recorded in the case of a linear
chain made up of 13 spheres~diameter58 mm! compressed
by a forceF0(545 N) is plotted in Fig. 1~a!. The associated
frequency spectrum is given in Fig. 1~b!. We notice that this
power spectrum~the vertical scale is in dB and the frequency
resolution is 1 kHz! may be divided into two parts: The first
one (f .300 kHz) reveals the excitation of free torsional and
spheroidal modes;14 the second one (f ,200 kHz) points out
the existence of a peak~64 kHz! the origin of which is not
yet well established and needs additional experiments to elu-
cidate its existence. Notice that this peak is much larger than
the other maximum of the spectrum.

Now the question we try to answer is: How does one
modify the structure of this peak when the number of the
spheres of the chain diminishes up to a single sphere? A
qualitative response can be obtained from Figs. 2–4 which
display the power spectra obtained with chains made up of
different numbers of steel beads: 19, 9, 4, 3, 2, and 1, respec-
tively. The fast Fourier transforms are calculated over a time
signal of 1 ms length and 6ms after the beginning of the
excitation.

Let us designate byn the number of spheres in the finite
chain that corresponds to (n11) contact points which in-
cludes the contact points between the transmitters and the
spheres located at the two extremities of the chain. One of
the main experimental observations is the existence of (n
11) peaks in the frequency power spectrum as is clearly
illustrated in Figs. 3 and 4. For large values ofn ~Fig. 2!, the
frequency resolution of our experimental equipment does not
let us isolate the (n11) peaks, and then the maximum shows
small oscillations at the top. For very high values ofn, the
detected peak presents a frequency distribution which ap-
pears to be ‘‘continuous’’ and whose maximum can be iden-
tified as a resonance corresponding to the propagation of a
‘‘stationary shear chain wave’’. Notice that in the case of a
chain, the spheres are driven in a cardboard cylinder. It was
experimentally verified that for materials of high acoustica!Electronic mail: mdebilly@ccr.jussieu.fr
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impedance~steel, aluminum, brass, etc.!, the presence of the
cardboard tube modifies the amplitude of the time signal but
does not affect the frequency. In the case of nylon material
(r51.13103 kg/m3 and C152620 m/s), the cardboard cyl-
inder significantly modifies the frequency power spectrum.
This is illustrated in Fig. 5 in which compared the frequency
spectra obtained with two nylon beads of 7.9 mm in diameter
without @Fig. 5~a!# and with @Fig. 5~b!# a cardboard tube,
respectively. Incidentally, this behavior is typically character-
istic of a surface wave.

In the case of a finite chain of few beads~typically less
than five!, the fine structure varies from one material to an
other. In addition, it is observed that for a given material, the
low-frequency resonancef depends on the static force (F0)
and on the radius~R! of the sphere as is expected for tor-
sional and spheroidal modes.

The variations of the frequency of the two peaks of the
multiplet observed in the case of a single steel bead were
recorded as a function of the diameter. The experimental
curves are plotted in Fig. 6~a!. It is interesting to notice that,
for each maximum, the best fitting of the curves by a power
law (Xa) is obtained fora521.27 and21.34. These values
are different from the unity encountered for torsional and
spheroidal modes as is shown in Fig. 6~b! which represents
the variationsf (2R) measured for the free modesT20 ~a
520.99! andS11 ~a521.01!.

The experimental variations of the frequency positions
of each component of the lowest-frequency multiplet as a

FIG. 1. ~a! Temporal signal recorded with a one-dimensional chain of 13
steel spheres~diameter58 mm!; transverse excitation.~b! Frequency power
spectrum of the time signal given in the~a!.

FIG. 2. Low-frequency range of the power spectra obtained in the case of a
shear polarization of the initial pulse:~a! Case of 19 free steel spheres and
~b! Case of nine free steel spheres.

FIG. 3. Low-frequency range of the power spectra obtained in the case of a
shear polarization of the initial pulse:~a! Case of four free steel spheres and
~b! Case of three free steel spheres.
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function of the strengthF0 for samples of two and three steel
spheres, respectively~diameter58 mm!, are plotted in Figs.
7 and 8. We can compare the experimental data obtained
with a finite chain of 23 identical spheres of the same mate-
rial plotted in Fig. 8~open circular marks!.

III. ANALYSIS OF THE RESULTS

The experimental results reported above suggest that
low-frequency surface waves type propagate in the one
granular medium~chain! made up of spherical beads excited
by shear acoustic impulses. The multiplets observed in the
frequency power spectra underline the discrete character of
the investigated samples. At the present time, the difficulty
seems to be the identification of the peaks which could be
interpreted either as ‘‘stationary nonlinear chain waves’’ or
solitary waves depending on the validity of the linear ap-
proximation.

It is interesting to notice that the experimental data con-
firm the (R)24/3 and the (F0)1/6 dependence of the frequency
positions of the singlets@see Figs. 6~a!, 7, and 8, respec-
tively#. We may notice that these dependences are in agree-
ment with the expression of the cutoff frequencyf c obtained
in the case of the linear approximation for a one-dimensional
chain of spheres under Hertz’ law contact and compressed by
a constant normal forceF0 applied along the line of the
centers of the spherical beads. This particular frequency is
given by the expression:

f c5A~n,E,r!R24/3F0
1/6,

whereA is a function of the material properties. So, the reso-
nance observed in the low-frequency peak seems to verify a
law similar to the one described in literature1–3,7and devoted
to compressional excitation impulses. Each component of the
multiplet verifying the same dependence versusR andF0 , it
is not surprising to observe that in the case of a chain of a
large number of beads, theR andF0 dependences on of the
peak are the same~see in the Fig. 8 the open circular marks!.

It is also interesting to verify experimentally that the
width of the low-frequency peak does not increase continu-
ously with the number of beads in the chain; this behavior
indicates the existence of permitted and forbidden bands in
the process of the generation of this kind of waves as was
predicted by Boganov and Skorvtsov10,12 when a linear sys-
tem is considered. However in that case the ‘‘acoustic dis-
persion law’’ seems to be only described.

IV. CONCLUSION

In this paper, we focused on the spectroscopy of a low-
frequency component observed experimentally in a monodis-
perse finite chain of elastic spheres submitted to a static lon-
gitudinal force and impacted by a shear dynamic
perturbation. In the case of a finite chain, our studies made
up of n spherical beads revealed the existence of low-
frequency peaks resulting from the superposition ofn11

FIG. 4. Low-frequency range of the power spectra obtained in the case of a
shear polarization of the initial pulse:~a! Case of two free steel spheres and
~b! Case of a single free steel spheres.

FIG. 5. Low-frequency range of the power spectra obtained with a nylon
sphere~diameter57.9 mm! in the case of a shear polarization of the initial
pulse:~a! Case of two free spheres and~b! Case of two free spheres coupled
with a cardboard cylinder.
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maximum or waves whose frequencies seem to belong to a
‘‘permitted acoustic band’’ and whoseF0 andR dependence
are very similar to the one observed with limited periodic
samples excited with compressional waves. We did not suc-
ceed in solving the difficulty to interpret these standing
waves as ‘‘shear chain waves’’ or ‘‘solitary type waves’’. The
influence of the cardboard tube was investigated and the re-

sults suggest that we have to consider the low-frequency
waves as surface wave type. In this study, we hope to con-
tribute to the interpretation of the low-frequency component
observed in the power spectrum and simultaneously due to
the nonlinear contact between the adjacent spheres and the
dispersion provided by the periodicity of the sample. In the
future, our objective is to apprehend how it would be pos-
sible to get information on the coupling at each contact sur-
face of a finite one-dimensional chain by using the ultrasonic
spectroscopy method which has been illustrated in this paper.
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FIG. 6. Experimental variations of the frequencies as a function of the
diameter (F0545 N) recorded in the case of a single steel sphere:~a! Case
of the two low-frequency peaks and~b! Case of the modesT20 andS11 .

FIG. 7. Experimental variations of the low-frequency resonance as a func-
tion of the axial forceF0 ~in N! recorded for the three low-frequency peaks
observed with two steel beads.

FIG. 8. Experimental variations of the low-frequency resonance as a func-
tion of the axial force~in N! recorded for the four low-frequency peaks
observed with three steel beads. The open circular marks represent the ex-
perimental data obtained with a chain of 23 steel spheres.
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In this paper we derive a general expression for the acoustic Casimir pressure between two parallel
slabs made of arbitrary materials and whose acoustic reflection coefficients are not equal. The
formalism is based on the calculation of the local density of modes using a Green’s function
approach. The results for the Casimir acoustic pressure are generalized to a sphere/plate
configuration using the proximity theorem. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1768253#
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I. INTRODUCTION

Due to quantum vacuum fluctuations, two parallel neu-
tral plates will attract each other. This phenomenon is known
as the Casimir force.1 Although a small force, it has been
measured accurately using torsion balances, atomic force mi-
croscopes, and micromechanical oscillators.2–5 An acoustic
analog to the Casimir effect was reported in 1996 by Larraza
and collaborators,6–8 where two parallel plates, placed at a
distanceL, were subjected to a broadband noise background.
The plates were observed both to attract and to repel each
other, depending on the separation distance and the broad-
band noise cutoff frequencies. Following Casimir’s method,1

a theory for the acoustic Casimir force was developed as-
suming perfectly reflective plates with approximations that
turned out to be valid for the frequency range, material, and
plate thickness that were used in the experiment. In this work
we derive a general expression for the acoustic Casimir pres-
sure for materials with arbitrary impedances by calculating
the density of modes between the plates using the Green’s
function formalism borrowed from the electromagnetic case.
We also present an acoustic analog to the proximity theorem
to calculate the Casimir pressure between a sphere and a
plate.

II. THEORY

Consider two different parallel slabs labeledi 51,2 of
thicknessd1,2, separated by a distanceL along thez axis.
The slabs are parallel to thex–y plane and have an arbitrary
acoustic reflectivityr 1,2 @Fig. 1~a!#.

For a perfect acoustic reflector, the radiation pressure of
a wave of intensityI and speedc impinging on the slab is
given by6,9

P5
2I

c
cos2~u!, ~1!

whereu is the angle of incidence.

As in Refs. 6–8 we consider broadband acoustic noise
of constant spectral intensityI v in the frequency interval
@v1 ,v2#, and its spectral representation in the wave vector
space

I k5
cIv

4pk2 , ~2!

wherek25(v/c)25kx
21ky

21kz
2 .

The total radiation pressure on a plate for perfect reflec-
tors, using Eq.~1!, is

P05
I v

2p2 E dkxdkydkz

kz
2

k4 . ~3!

Between the plates, the total radiation pressurePin is
determined by the allowed modes that satisfy the boundary
conditions at the plate surfaces. If the plates are large
enough,kx and ky take on continuous values. For perfect
reflectors the normal component of the wave vector takes the
valueskz5np/L, wheren is an integer. Thus, the calcula-
tion of the energy density is reduced to integration overkx

andky and summation overn. The Casimir pressure results
from the differencePin2P0 .

For arbitrary materials the mode summation is no longer
direct, since we are no longer allowed to specify Dirichlet
boundary conditions that restrict the allowed modes, and it
becomes necessary to calculate the total density of modes
D(kz) and integrate over all wave vector space. To do this
we use a Green’s function approach.

The wave equation for the velocity potential can be writ-
ten as the eigenvalue equation2]z

2f5kz
2f, with eigenval-

ueskz
2 . Let ln be an eigenvalue for the eigenfunctionfn . In

terms of the velocity potentialf, the particle velocityvz , the
fluid density r and with the definitionsvz5]zfn and p5
2r] tfn we can write the normal component of the wave
stress tensor10 as

wn5
r

2
~~]zfn!21kz

2fn
2!. ~4!

The total contribution to the stress tensor is obtained by
adding up all modes and integrating over all possible values
of kz

2 .a!Electronic mail: raul@fisica.unam.mx
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w5
r

2 E dkz
2(

n
d~kz

22ln!~~]zfn!21kz
2fn

2!, ~5!

where we have assumed an harmonic behavior of the poten-
tial f and the Dirac’s delta function is introduced since only
the eigenmodes contribute tow. Now, using the identity

1

kz
122ln

5P
1

kz
22ln

2 ipd~kz
22ln!, ~6!

with kz
125 limh→0(k21 ih) we can write Eq.~5! as

w5
r

2 E dkz
2S 2

1

p D Im (
n

1

kz
122ln

~~]zfn!21kz
2fn

2!.

~7!

In this equation, we can identify the spectral representation
~or eigenfunction expansion! of the Green’s function and its
derivative,11 and we interpret the quantity

D k
z
252

1

p
Im~G~z,z!1]z]zG~z,z!!, ~8!

as the density of modes. Another way of understanding the
result is as follows. The basic definition of denisty of modes
in terms of the Green’s funtion is obtained from Eq.~6! as
2Im G(z,z)/p. The acoustic pressure obeys the wave equa-
tion and with the appropriate boundary conditions, we can
obtain the Green’s functionGp and thus the density of
modes. From the acoustic stress tensor component@Eq. ~4!#,
besides the pressure field, there is a contribution from the
velocity field. Let this field have an associated Green’s func-

tion Gv . The total density of modes of the system is
2Im(Gp1Gv)/p. Writing the pressure and velocity in terms
of the scalar potential yields Eq.~8!. This is equivalent to
what happens in zero point Casimir effect where the density
of modes comes from adding the contribution of the electric
field plus that due to the magnetic fields, and both fields are
related through a constitutive equation~Maxwell’s equa-
tions!.

To construct the Green’s function for the velocity poten-
tial we can use the standard definition

Gk2~z,z8!5
f,~z,!f.~z.!

W
, ~9!

whereW is the Wronskian and

f,~z!5e2 ikzz1r 1eikzz,
~10!

f.~z!5eikz(z2L)1r 2e2 ikz(z2L),

are the solutions to the one-dimenional wave equation where
the superscript (,,.) represents the smaller and larger ofz
andz8, respectively.

Substitution of the potentials@Eq. ~10!# into Eqs.~9! and
~8! yields the local density of modes

D k
z
25

1

2kzp
ReF11r 1r 2e2ikzL

12r 1r 2e2ikzLG , ~11!

where we have obviated the dependence of the reflectivities
with wave vector. The density of states Eq.~11! was obtained
from the Green’s function for the Helmholtz equation with
eigenvalueskz

2 . However, we are interested in the density of
states forkz . This is simply obtained fromD k

z
25d(kz

2)Dkz

52kzD k
z
2, or

Dkz
5

1

p
Re F11r 1r 2e2ikzL

12r 1r 2e2ikzLG . ~12!

The radiation pressure due to the inside modes can now
be written as

Pin5
I v

4p E dkxdkydkzDkz

kz
2

k4 . ~13!

In the limit of perfect reflectorsr→1 the density of states
becomes (k0 /p) d(kz2nk0) where k05p/L. Thus, from
Eq. ~13! the pressure due to all the modes is

Pin5
k0I v

2p2 E dkxdkydkz(
n

d~kz2nk0!
kz

2

k4 , ~14!

or

Pin5
k0

3I v

2p E dkxdky(
n

n2

~kx
21ky

21n2k0
2!2 , ~15!

which is the same as that obtained by Larraza and
collaborators.6–8 Finally, the acoustic Casimir force per unit
areaf 5Pin2Pout takes the form

f 5
I v

2p2 ReS E dkxdkydkz

kz
2

k4 S 1

j21D D , ~16!

FIG. 1. ~a! Geometry and coordinate system for the two parallel plate con-
figuration and~b! for the sphere-plane configuration.
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where j5(r 1r 2 exp(2ikzL))21. Notice that it is enough to
know the separation between the slabs and the reflectivities
to determine the acoustic Casimir force.

To illustrate the application of Eq.~16!, in Fig. 2 we plot
the forceversusseparation for two identical slabs with con-
stant reflectivitiesr 51, 0.8, 0.7. In all cases the force goes
from attractive to repulsive as the separation increases. The
magnitude of the force is not only related to the reflectivity
but also to the finite bandwidth being used. If the bandwidth
extends from zero to infinity, the acoustic Casimir pressure
for a perfect reflector2pI v/4L is always attractive. If we
integrate Eq.~16! over all frequencies the force is also al-
ways attractive and as the reflectivity decreases the force
does too12 in all cases. Without loss of generality we have
assumed a constant value ofr within the bandwidth under
consideration. However, the formalism is valid even when
the reflectivity shows a strong dependence with frequency.
The bandwidth and intensity used in these calculations are
the same as in Laraza.6 Even if we consider a finite fre-
quency bandwidth it is possible to obtain a purely attractive
force if we consider the force between a surface with reflec-
tivity r 151 and a pressure release surfacer 2

521. In this limit the force is constant and always attractive
sinceDkz

→0, as can be seen from Eq.~12! and the external
pressure field pushes the plates together.

III. THE PROXIMITY THEOREM IN ACOUSTICS

Practical measurements of the Casimir force due to zero
point energy fluctuations are done between a large sphere
and a plane due to the difficulty of keeping two plates par-
allel at the submicron scale.2–5 The force between a large
sphere and a plane@see Fig. 1~b!# is calculated using the
proximity theorem13 or Derjaguin approximation,14 which
states that

the force between two smooth surfaces as a function of
the separation degree of freedom is proportional to the
interaction potential per unit areaE between two flat
surfaces, the proportionality factor being 2p times the
reciprocal of the square root of the Gasussian cuadra-

ture of the gap width function at the point of closest
approach.

For a sphere-plane system, the forceFsp is obtained from the
Casimir free energy per unit area between two parallel plates
E as

f sp52pRE, ~17!

whereR is the radius of the sphere. The proximity theorem is
valid providedL/R,1, L being the closest distance between
the surface, although the limit ofL→0 can at be described
by the proximity theorem. A current problem15 is that there
are no bounds on how bigL/R has to be in order to obtain
the correct result. Experimentally this becomes difficult at
the submicron scale. The acoustic analog of the Casimir
force provides a simpler~not necessarily easier! way of solv-
ing this problem, since as shown by Larraza6 the scale of the
acoustic experiments allows a more precise control of the
involved parameters. Furthermore, the proximity theorem is
valid for any interaction. In the acoustic case, the free energy
per unit area for parallel plates is

E5
I v

4p2 E dkxdkydkz

kz

k4 Re~ ln~12r 1r 2e2ikzL!!). ~18!

This expression forE is such that the force@Eq. ~16!# is given
by f 52]E/]L. Thus, the force between a sphere and a
plane is

f ps5
RIv
2p E dkxdkydkz

kz

k4 Re~ ln~12r 1r 2e2ikzL!!). ~19!

To show the application of this approximation, in Fig. 3 we
have plotted the force between two parallel plates and the
force between a 20 cm sphere and a plate. We observe that
although the proximity theorem gives a correct behavior and
overall order of magnitude for the force, the region in the
limit of L approaching zero is not well described.

IV. CONCLUSIONS

We have derived a general expression for the acoustic
Casimir force between two parallel slabs with arbitrary
acoustic properties characterized by the reflection coeffi-
cients of the material. We also extended our results to include

FIG. 2. Acoustic Casimir force between two parallel plates for different
values of the reflectivityr assuming both plates are equal. The values ofr
are indicated. The intensity and bandwidth are the same as in the experi-
ments of Laraza~Ref. 6!.

FIG. 3. Acoustic Casimir force between a sphere (R50.2 m) and a plane
for reflectivity r 51 ~dashed line!. For comparison the force between two
parallel plates is also shown~solid line!.
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the force between a sphere and a plane. The expression we
obtain for the Casimir force is convenient for calculations
since it depends mainly on the reflection coefficients that can
be obtained straightforwardly in theoretical computations or
through experimental work. Our approach is analogous to the
electromagnetic dielectric case, so this formalism is equiva-
lent to the Liftshitz formula.16,17 In the limit of a perfectly
reflective plate our results agree with those of Larraza.6 This
formalism can be extended to the case of highly porous ma-
terials or viscous propagation media, although the calcula-
tions involved can be of increasing difficulty. It must be
pointed out that for the case when the material is deformed
by the wave, this density of states approach is no longer
valid: the reflection coefficient is angular dependent, and
since the angle itself is time dependent the use of a static
density of states would be incorrect. Also, we have excluded
the possible effects of roughness.

The crucial difference between the system we consider
and the original treatment6 is the inclusion of the density of
states through the Green’s function method. The analytical
interpretation of the density function gives a deeper insight
into what really happens in a nonperfect reflector. For a per-
fect reflector the density of modes consists of a series of
Dirac’s deltas. As the reflectivity decreases from unity, the
resonance bands increase in width, which is heuristically
equivalent to a spatial diffusion of the nodes that appear
inside the resonant cavities.

Although the use of perfectly reflectiving plates is a
good approximation in some experimental situations, this is
not the case for other bodies~such as rubber, as an extreme
example! hence our efforts to broaden the horizon of appli-
cation. As an example, we have considered the possibility of
using acoustic experiments to prove the validity of the prox-
imity theorem. Additionally, this treatment could allow for a
larger range of experimental versus theoretical comparison in
this field where, as noted by Larrazaet al., the possibility of
direct technological application of the acoustic Casimir ef-
fect is considerable.
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The persistence of acoustic cavitation in a pulsed wave ultrasound regime depends upon the ability
of cavitation nuclei, i.e., bubbles, to survive the off time between pulses. Due to the dependence of
bubble dissolution on surface tension, surface-active agents may affect the stability of bubbles
against dissolution. In this study, measurements of bubble dissolution rates in solutions of the
surface-active polymer poly~propyl acrylic acid! ~PPAA! were conducted to test this premise. The
surface activity of PPAA varies with solutionpH and concentration of dissolved polymer molecules.
The surface tension of PPAA solutions~55–72 dynes/cm! that associated with the polymer surface
activity was measured using the Wilhelmy plate technique. Samples of these polymer solutions then
were exposed to 1.1 MHz high intensity focused ultrasound, and the dissolution of bubbles created
by inertial cavitation was monitored using an active cavitation detection scheme. Analysis of the
pulse echo data demonstrated that bubble dissolution time was inversely proportional to the surface
tension of the solution. Finally, comparison of the experimental results with dissolution times
computed from the Epstein–Plesset equation suggests that the radii of residual bubbles from inertial
cavitation increase as the surface tension decreases. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1765198#

PACS numbers: 43.25.Yw, 43.35.Ei, 43.20.Fn@AJS# Pages: 721–728

I. INTRODUCTION

Several studies have demonstrated the therapeutic poten-
tial of the synergistic effect of ultrasound and chemical com-
pounds. Ultrasound has been used to enhance the cytotoxic-
ity of chemotherapeutic drugs~Harrison et al., 1996; Saad
and Hahn, 1989; Yuet al., 2001!, photodynamic agents~Ta-
chibanaet al., 1993, 1994; Uchidaet al., 1997!, and organic
solvents ~Jeffers et al., 1995!. In many of these studies,
acoustic cavitation was proposed as a primary mechanism
for cellular damage resulting in cell death or transport of the
additive across the cell membrane. Unlike ultrasound con-
trast agents, these additives are not gas-based, and a relation-
ship between these agents, cavitation, and cells has not been
clearly identified.

In a study conducted by Mouradet al. ~2001!, high-
intensity focused ultrasound~HIFU! was combined with a
pH-responsive, membrane-destabilizing polymer, poly~ethyl
acrylic acid! ~PEAA! to hemolyse red blood cells synergisti-
cally. A passive cavitation detection system was used to
monitor inertial cavitation during HIFU exposure. Inertial
cavitation was detected only from red blood cell suspensions
that were mixed with PEAA in mildly acidic conditions be-
fore insonation, and these samples had the highest percent-
age of lysed cells. The results suggested that the inception

and dose of inertial cavitation was dependent on the presence
and activity of the polymer, and that hemolysis was caused
by cavitation activity. In order to elucidate the mechanism
for the reported bioeffect, an understanding of the relation-
ship between the polymer and inertial cavitation must be
achieved. PEAA is a member of a poly~alkyl acrylic acid!
family designed to become more surface active in mildly
acidic conditions and adsorb to intracellular membranes, re-
sulting in the destabilization of membranes and the release of
internalized genetic material from endosomes~Cheunget al.,
2001; Murthyet al., 1999; Thomaset al., 1994!. Given its
pH-dependent hydrophobicity, PEAA may adsorb to bubble
walls and enhance inertial cavitation in mildly acidic condi-
tions.

There is evidence from theoretical and experimental
work demonstrating that the presence of impurities, micro-
particles, or stabilized gas bodies in a liquid lowers the pres-
sure threshold for inertial cavitation~Apfel, 1970, 1984;
Changet al., 2001; Holland and Apfel, 1989, 1990; Miller
and Thomas, 1995!. Impurities or microparticles may contain
crevices with stabilized gas pockets that serve as nucleation
points for cavitation~Apfel, 1970, 1984; Holland and Apfel,
1990!. Ultrasound contrast agents~UCA! such as Albunex®
and Optison® can adequately serve as stabilized bubbles for
cavitation nucleation~Changet al., 2001; Chenet al., 2002,
2003; Holland and Apfel, 1990; Miller and Thomas, 1995;
Poliachik et al., 1999!. The common characteristic of these
endogenous~e.g., dust! and exogenous~e.g., UCA! nuclei is
that they either stabilize or delay the dissolution of a gas

a!Current address of corresponding author: Department of Biomedical Engi-
neering, University of Cincinnati, 231 Albert Sabin Way, ML 0586, Cin-
cinnati, OH 45267. Electronic mail: tyrone.porter@uc.edu
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body until the arrival of a tensile stress~i.e., negative pres-
sure wave! with a magnitude sufficient to drive the formation
and/or oscillation of a bubble.

Unlike dust or UCAs, a poly~alkyl acrylic acid! has not
been proven to carry trapped gas into a fluid. However, a
poly~alkyl acrylic acid! has variable surface activity, and
therefore may stabilize preexisting bubbles against dissolu-
tion. For example, PEAA is amphipathic and will dissolve in
a neutral solution. Upon acidification, PEAA becomes more
hydrophobic and migrates to air/liquid interfaces, lowering
the surface tension~Thomaset al., 1994!. Because the dis-
solution of a gas microbubble depends on the surface tension
~Epstein and Plesset, 1950; Leighton, 1994!, the adsorption
of PEAA onto the bubble wall may decrease the surface ten-
sion and, consequently, the dissolution rate. In the case of
pulsed ultrasound, increasing the lifetime of a bubble created
by a single pulse increases the probability that it will serve as
a nucleation site for inertial cavitation in subsequent pulses
~Flynn and Church, 1984!. Understanding how surface-
active molecules affect the nuclei population may allow for
better control of cavitation in applications in medicine and
industry. Therefore, the objective of this study was to inves-
tigate the relationship between the surface activity of
poly~propyl acrylic acid! ~PPAA! and the dissolution of
bubbles created by acoustic cavitation.

A comparative study of the hemolytic activity of PEAA
and PPAA concluded that PPAA is a more effective molecule
for disrupting cell membranes~Murthy et al., 1999!. How-
ever, the surface activity of PPAA has not been well charac-
terized. In this study, surface tension measurements of PPAA
solutions at varying concentrations andpH’s were made to
evaluate the surface activity of the polymer. These measure-
ments were used to calculate the surface excess concentra-
tion, which is a measure of the amount of polymer that mi-
grates from the bulk media to the air/liquid interface.
Measurements of the dissolution rate of air bubbles in these
polymer solutions at varying surface tensions were made
acoustically, and the results were compared with numerical
simulations.

II. MATERIALS AND METHODS

A. Theory

The dissolution of an air bubble in fluid is dependent on
the initial bubble radius (R0) and the concentration of gas in
solution. Additionally, as bubbles dissolve, the Laplace pres-
sure due to surface tension begins to dominate, increasing
the rate of dissolution. Because PPAA is a surface-active
molecule, variations in surface tension were included in the
theoretical treatment of bubbles dissolving in solution.

The stability of an air bubble in liquid-gas solutions was
modeled by the following equation~Epstein and Plesset,
1950!:

dR

dt
52D

12ci /cs1t/Rrg

112t/3Rrg
H 1

R
1

1

~pDt !1/2J ,

~1!

t5
2Ms

RGT
.

Definitions and values for variables used in the equation are
listed in Table I.

For the special case when the gas concentration in poly-
mer solution has reached saturation (ci5cs), the solution of
the Epstein–Plesset equation is

12«31d~12«2!5~3d/2!x82, ~2!

whered5t/(R0rg), and« andx are dimensionless variables
proportional to bubble radius and time, respectively, as de-
fined by

«5R/R0 , x825~2Dd/R0
2!t. ~3!

Given thatd5cs /rg and setting«50, the dissolution time
for a free air bubble in solution can be solved while varying
the surface tension.

B. Synthesis of poly „propyl acrylic acid …

The propyl acrylic acid monomer was synthesized ac-
cording to the previously described method for ethyl acrylic
acid ~Ferrito and Tirrell, 1992!. The propyl acrylic acid
monomer was polymerized in bulk at 60 °C for 24 h using
2,28-azobisisobutyronitrile~AIBN ! as the initiator and cysta-
mine as a chain transfer agent. The PPAA was purified by
dissolving the reaction product in methanol and precipitating
in diethyl ether three times. The weight-averaged molecular
weight of PPAA was determined by gel permeation chroma-
tography with PEG standards using Ultrahydrogel 250 and
1000 columns connected in series~Waters Corporation, Mil-
ford, MA!, with the polydispersity index calculated by
manual integration of the GPC curve~Rosen, 1993!.

C. Surface tension measurements

The Wilhelmy plate technique was used to measure the
surface tension of PPAA solutions~Thomaset al., 1994!. So-
lutions of PPAA ~MW583 kDa! were made at concentra-
tions ranging from 1 to 10 mg/L in 100 mM phosphate buff-
ered saline solutions made with water filtered by a
nanofiltration system~Barnstead, Dubuque, IA!. The measur-
ing system consisted of a 1 cm W31.5 cm L rectangular
piece of Whatman hardened filter paper, force transducer,
and computer. The filter paper was first boiled to remove
surface-active agents before being suspended from the force
transducer. Measurements for each polymer concentration

TABLE I. Definition of variables used in the Epstein–Plesset equation and
solution.

Variable Description Value

ci Initial concentration of dissolved
gas in solution~kg/m3!

cs Saturation concentration of dissolved
gas in solution~kg/m3!

0.023

D Diffusion coefficient of air~m2/s! 2.4231029

M Molecular weight of air~kg/mol! 0.029
RG Gas constant~J/mol °K! 8.314
R Radius of bubble~m!
T Temperature~°K! 293
t Time ~s!
s Surface tension~N/m!
rg Density of air~kg/m3! 1.16
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were made atpH 6.2, 6.6, 7.0, and 7.4, and the data were
used for calculating the surface excess concentration for each
pH.

D. Preparation of PPAA solutions for HIFU exposure

Solutions of PPAA~MW583 kDa! were made atpH
6.2, 6.6, and 7. The volume of each sample was 0.5 ml and
three polymer concentrations were used~@PPAA#52, 5, and
10 mg/ml!. Samples were treated in cylindrical sample cham-
bers constructed with acoustically transparent 0.03-mm-thick
biocompatible polyester heat shrink tubing~Advanced Poly-
mers, Salem, NH! attached to a reusable delrin tube and
plug. These sample chambers were durable, reusable, and
allowed for easy deposition and recovery of the polymer so-
lutions.

E. Acoustic arrangement

1. Cavitation inception

All experiments were conducted in a 16.5 cm L312.5
cm W312.5 cm H acrylic tank containing degassed water.
HIFU provided by a source transducer~aperture569.9 mm,
focal length562.6 mm! with a center frequency of 1.1 MHz
was used for cavitation inception in the polymer solutions.
The source transducer was mounted so that its beam axis was
parallel to the long axis of the tank. An acoustic absorber
made of Sylgard~Dow Corning, Midland, MI!, nickel pow-
der ~Cerac, Inc., Milwaukee, WI!, and microballoons~The
PQ Corporation, Valley Forge, PA! was mounted to the op-
posing wall to minimize standing waves in the tank. The
sample chambers were suspended vertically at the focus of
the HIFU transducer with a delrin sample chamber carrier.

Waveforms for the HIFU transducer were created by a
function generator~HP33120A, Hewlett Packard, Palo Alto,
CA! and amplified by a power amplifier~ENI A150, Roch-
ester, NY, Gain555 dB! and matching network~Sonic Con-
cepts!. For this study, acoustic pulses~pulse length50.1 ms,
pulse repetition period50.4 s! were used for bubble produc-
tion in PPAA solutions.

2. Observation of bubble dissolution

An active cavitation detection~ACD! system was as-
sembled to monitor bubble production and dissolution~Fig.
1!. The system consisted of a 5 MHz transducer
~aperture512 mm, focal length546 mm, Sonic Concepts,
Woodinville, WA!, a Transmit/Receive~T/R! switch ~5072,
Panametrics, Waltham, MA!, an oscilloscope~LC334AM,
Lecroy, Chestnut Ridge, NY!, and a computer for data stor-
age and processing. The 5-MHz transducer was mounted in
the side wall adjacent to the wall with the HIFU transducer
so that the focal volumes of the transducers overlapped. The
T/R switch allowed for transmission and reception of inter-
rogation pulses with the 5-MHz transducer. The focal vol-
ume of the 5-MHz transducer was comparable to the sample
volume; therefore, the ACD scheme was sufficient to moni-
tor for the existence and dissolution of bubbles. The peak
pressure of the interrogation pulse was approximately 90
kPa, which is not sufficient to excite explosive bubble
growth since it does not overcome atmospheric pressure. The

pulses may retard bubble dissolution; therefore, a low duty
cycle ~;0.1%! was selected to limit the affect of the pulses
on the dissolution rate~Chenet al., 2002!.

The timing between the HIFU transducer and the ACD
system was controlled by a series of function generators
~HP33120A! and a time delay generator~Stanford Research
Systems, DG535!. The primary function generator delivered
synchronized trigger signals to the T/R switch and time delay
generator. The time delay generator, which was connected to
the HIFU signal generator, offset the timing of the 1.1-MHz
transducer and 5-MHz transducer by 0.4 s. A total of 1000
interrogation pulses with a PRF of 1 kHz were used for
bubble detection, limiting the number of HIFU pulses to two.

F. Data acquisition and signal processing

The dissolution time of bubbles was determined by ana-
lyzing the acoustic data generated by the ACD. Acoustic sig-
nals received from sample volume interrogation were com-
pared to predetermined baseline values. Signals with
amplitudes greater than baseline were indicative of echoes
from bubbles. Bubble dissolution times were determined by
tracking the decay of these signals over time until baseline
was reached.

The oscilloscope in the ACD system was operated in
sequence acquisition mode, which allowed for digitization
and storage of consecutive interrogation pulses in one data
set. Each data packet was composed of 1000 segments, and
each segment represented approximately 5ms of acoustic
data. The data packets were digitized~rate553107 samples/
segment! and stored on a desktop computer~Dell, Austin,
TX!.

Each data packet was loaded into Matlab as a vector, but
was restructured to allow for easier analysis of the 1000 seg-
ments for scattering. Each vector was transformed into an
array in which each row contained 250 data points that were
captured once every millisecond. This data array was con-
densed into a vector by taking the absolute value of each
point and recording the maximum positive value for each
row. A second vector was generated by taking the FFT of the
original array and integrating the values in each row. The

FIG. 1. Experimental setup for evaluating the effect of PPAA on dissolution
rate of air bubbles. A central function generator controls the timing for the
source transducer pulses and the active cavitation detection system.
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resulting temporal and frequency data vectors~TDV, FDV!
each contained 1000 points and each point represented 1 ms
in time.

Baseline in the temporal and frequency domains was
established by analyzing the voltages of the interrogation
data that was captured from PPAA solutions prior to HIFU
exposure~Fig. 2!. Each sample of PPAA solution was care-
fully handled during preparation for HIFU exposure so that
bubbles did not form. This was as close to a bubble-free
solution that was achievable with the available instruments.
Because the first HIFU pulse did not arrive until at least 400
ms after acoustic interrogation of the sample began, baseline
was defined as the lowest voltage that was greater than 99%
of the first 300 data points. Values that were greater than
10% above baseline were interpreted as evidence of bubbles
in the polymer solution. For each vector, the timepoints for
the arrival of the HIFU pulse~production of bubbles! and for
the last integer greater than 10% above baseline were re-
corded. The difference between the two timepoints was cal-
culated and recorded as the bubble dissolution time.

III. RESULTS

A. Simulation of bubble dissolution

The Epstein–Plesset equation@Eq. ~1!# is a well-
established model for the stability of a gas bubble in a liquid-
gas solution. The solution given in Eq.~2! is for an air
bubble that exists in a liquid saturated with air. In this case,
the bubble dissolves primarily due to the pressure generated
by the surface tension. This force is known as the Laplace
pressure,ps , and is given by

ps52s/R ~4!

where s is the surface tension andR is the radius of the
bubble. The simulations in Fig. 3 demonstrate how changes
in bubble radius or surface tension affect the Laplace pres-
sure, and ultimately the bubble dissolution time. It is difficult
to resolve the size of bubbles generated from acoustic cavi-
tation experimentally. However, by providing the surface
tension and dissolution times, this model may be used to
ascertain how a molecule like PPAA with varying surface
activity may affect the size range of bubbles created with
HIFU.

B. Polymer surface activity

The surface activity of PPAA was characterized by mea-
suring the surface tension of PPAA solutions. The activity of
this polymer varies, depending on the concentration of dis-
solved polymer and thepH of the solvent. Upon acidifica-
tion, the polymer becomes more nonpolar and surface-active.
The surface tension of several PPAA solutions~MW583
kDa! was measured using the Wilhelmy plate technique, and
the results are shown in Fig. 4.

The plot illustrates an inverse linear relationship be-
tween the surface tension of PPAA solutions and the loga-
rithm of the concentration at allpH levels. Similar activity
was reported by Thomaset al. ~1994! for poly~ethyl acrylic
acid! ~PEAA!, another member of the membrane-disruptive
polycarboxylate family. Because measurements were made
with dilute polymer solutions, this observation can be ex-
plained thermodynamically with the Gibbs equation:

G i52
dg

dm i
52

1

RGT

dg

d ln ci
, ~5!

whereG i is the surface excess of the polymer at the air/liquid
interface,g is the surface tension of the solution,m i is the
chemical potential, andci is the polymer concentration.

The Gibbs equation states that for a dilute solution, a

FIG. 2. Analysis of the pulse-echo
data for determination of bubble disso-
lution time. ~a! The maximum values
collected every millisecond during in-
terrogation of PPAA solution.~b! The
values produced by taking the integral
of spectral data calculated for each
millisecond of pulse-echo data. In
each plot, values above the established
baselines~---! were inferred as scatter-
ing from bubbles.

FIG. 3. Theoretical predictions for bubble dissolution times.~a! Predicted
dissolution curves of air bubbles (R052- and 3-mm; s572-mN/m! in PPAA
solutions saturated with air.~b! Predicted dissolution curves of air bubbles
(R053-mm; s555- and 72-mN/m! in PPAA solutions saturated with air.
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reduction in surface tension is caused by the adsorption of
the solute to the surface~Adamson, 1976!.

Using the surface tension measurements, the surface ex-
cess of PPAA~MW583 kDa! at pH 6.2, 6.6, and 7.0 was
calculated~Table II!. The increase in surface excess frompH
7.0 to pH 6.6 demonstrates the migration of PPAA to the
air/water interface. Additionally, there is a change in the sec-
ondary structure of the polymer, which is illustrated by the
reduction in area per molecule~Table II!. In mildly acidic
conditions, the carboxyl groups along the polymer chain are
protonated, and the polymer undergoes a conformational
change from an extended, hydrophilic state to a hydrophobic,
more compact form~Bordenet al., 1987; Eumet al., 1989!.
Thus, the energetic cost for keeping the polymer hydrated
increases, forcing its migration to the air/liquid interface.

C. Acoustic interrogation of bubble dissolution

The recorded pulse-echo data was a collection of indi-
vidual signal acquisitions or pulse-echo data packets. Each
data packet contained 250 points, and was acquired every
millisecond. The plots in Fig. 5 are typical recordings of
pulse-echo data obtained from interrogation of polymer so-
lutions. The main plot and insets represent three key events
in time: pre-HIFU, arrival of HIFU, and post-HIFU. Before
the arrival of the HIFU pulse, the signal recorded by the
ACD system was primarily noise with no sinusoidal wave-
forms. We inferred from this data that bubbles of a detectable
size were not present. The spike in the plot corresponded
with the arrival of the HIFU pulse, followed by multiple
sinusoidal waves with increased amplitude. This signal sug-
gests that bubbles were created by the HIFU pulse, and that
these bubbles survived for hundreds of milliseconds before

final dissolution. Dissolution of bubbles was represented by a
slow decay in signal amplitude, eventually returning to base-
line upon bubble extinction.

Each pulse-echo data packet was analyzed for bubble
dissolution time using temporal- and frequency-analysis
techniques. After signal processing, each data packet was
represented by the maximum positive voltage in the
temporal-domain and the integral of the power spectrum in
the frequency domain. These values were compared against
baseline values that were representative of signals acquired
from interrogation of bubble-free media. The bubble disso-
lution times for PPAA solutions~MW583 kDa! at varying
pH’s are presented in Fig. 6.

FIG. 4. Surface tension measurements of dilute PPAA solutions~MW583
kDa! at pH 7 ~l!, pH 6.6 ~j!, andpH 6.2 ~n!. A linear inverse relation-
ship exists between surface tension and the logarithm of the polymer con-
centration, indicating surface excess of the polymer at the air/liquid inter-
face.

TABLE II. Surface excess concentrations for PPAA~MW583 kDa!.

pH
G i , surface excess
~molecules/nm2!

area/molecule
~nm2/molecule!

7.0 0.380 2.63
6.6 0.859 1.16
6.2 0.823 1.22

FIG. 5. Interrogation of PPAA solution for bubbles.~a! Bubbles generated
by a HIFU pulse~d! dissolve before the arrival of the second HIFU pulse.
~b! Before the arrival of the HIFU pulse, the amplitude of the signal was low
and uneventful.~c! After the HIFU pulse, the amplitude of the acquired
signal was heightened and contained multiple sinusoidal waves, character-
istic of scattering from bubbles. The signal returned to baseline before the
arrival of the second HIFU pulse, indicating bubble dissolution.

FIG. 6. Total time for bubble to dissolve in PPAA~MW583 kDa! solutions
as a function of polymer concentration for threepHs ~pH 7.05d; pH
6.65h; pH 6.25l!.
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The data demonstrate that decreasing the solutionpH or
increasing the polymer concentration enhanced the stability
of bubbles formed in PPAA solutions. For example, in solu-
tions where@PPAA#55 mg/ml, the dissolution time was in-
creased significantly by reducing the solutionpH from 7.0 to
6.6 (p,0.05) or 6.2 (p,0.01). Increasing the polymer con-
centration from 2 to 10mg/ml was also effective for increas-
ing bubble lifetime significantly independent of the solution
pH (p,0.01).

The fact that the lifetime of bubbles in PPAA solutions
responded to variations in solutionpH or polymer concen-
tration implies that polymer surface activity was an impor-
tant factor. Results in Fig. 4 demonstrate that polymer sur-
face activity directly affects the tension at an air/liquid
interface. PPAA may also affect other rate-determining fac-
tors of bubble dissolution, such as the radius of ‘‘daughter
nuclei’’ resulting from bubble fragmentation. Simulations of
bubble dissolution demonstrated that initial bubble radius has
a significantly greater effect on the bubble dissolution rate
than surface tension~Fig. 3!. Therefore, a comparison be-
tween the experimental data and numerical solutions to the
Epstein–Plesset equation was made to determine the rela-
tionship between the polymer, surface tension, bubble size,
and bubble dissolution time. The bubble radii selected for the
simulation were within a factor of 2 for the resonance size of
a bubble at a frequency of 1.1 MHz (Rres

51.64– 1.87mm). The theoretical and experimental data
support the hypothesis that the surface tension of the PPAA
solution was a rate-determining factor for bubble dissolution.
The data also suggest that larger bubbles were more likely
formed at lower surface tensions. Explanations for this ob-
servation are given in the following section.

IV. DISCUSSION AND CONCLUSIONS

PPAA is a synthesizedpH-sensitive polymer designed to
disrupt intracellular membranes, resulting in the release of
drugs from endosomes~Cheunget al., 2001; Murthyet al.,
1999!. It was hypothesized that PPAA would associate with
bubbles upon acidification and influence the bubble dissolu-
tion rate. Data collected in this study revealed that the disso-
lution rate of bubbles in PPAA solutions was dependent on
the chemical properties of the solution. There are several
possible explanations for this observation.

First, the surface excess concentration data~Table II!
show that PPAA will associate with air/liquid interfaces as its
hydrophobicity increases, including a bubble wall, resulting
in a decrease in the surface tension. Epstein and Plesset
~1950! derived an equation to model the stability of gas
bubbles in liquid/gas solutions as a function of gas concen-
tration, initial bubble radius, and surface tension. In this
study, the equation was solved for the case where the dis-
solved gas concentration in solution approaches saturation to
predict bubble dissolution times in the polymer solution. Us-
ing the surface tension measurements from polymer solu-
tions as the independent variable, good agreement between
the numerical simulation and the experimental data was
achieved for a bubble size distribution of 1.5–3.0mm ~Fig.
7!. However, the analysis demonstrated that the dissolution
time of a bubble was more dependent on the bubble radius

rather than surface tension. A significant observation is that
both surface tension and bubble radius can be controlled by
the hydrophobicity of PPAA, which is dependent on the acid-
ity of the solution.

When a bubble collapses, it will rebound or fragment
and form residual bubbles. The factors that affect the number
and size of these residual bubbles are not well understood.
However, it can be postulated that the number, size, and
surface characteristics of the collapsing bubbles play a role.
Increasing the size of bubbles driven to oscillate, or the
maximum radius attained during growth, may generate larger
residual bubbles. Due to the hydrophobicity of PPAA, the
polymer may increase the size range of activated cavitation
nuclei to include larger gas bodies. It is unlikely that PPAA
migrates to the surface of oscillating bubbles over the period
of oscillation; the diffusion of PPAA is much too slow for
this to occur. It is more likely that the polymer forms aggre-
gates or associates with preexisting gas bodies found on dust
or other floating particles. By reducing the surface tension of
the host fluid, PPAA decreases a force that opposes explosive
bubble growth. Therefore, bubbles that are released by cavi-
tation nuclei into a solution of PPAA may grow to a larger
maximum radius before collapse. These bubbles contain
more gas and, upon collapse, may form larger residual
bubbles.

Studies conducted by Ashokkumaret al. ~1997, 1999,
2000! provide valuable information and insight into how
surface-active solutes may affect the dynamics of bubbles
forced into growth, collapse, and rebound. These studies
have shown that quenching of sonoluminescence~SL! by
surface-active agents could be directly related to the surface
excess of the solutes at the bubble wall and not the bulk
concentration~Ashokkumaret al., 1997, 1999, 2000!. Stud-
ies using simple organic acids and bases demonstrated that
this quenching effect was dependent on thepH of the solu-
tion ~Ashokkumaret al., 1999!. Similar to PPAA, the polar-
ity and surface activity of these solutes can be altered by
varying the solutionpH. Ashokkumaret al. ~1999! proposed
that these solutes, when adsorbed to oscillating bubbles,
eventually evaporate into the bubble and serve as an energy
sink, resulting in a decline in bubble core temperature and a
decrease in photon emissions.

The hydrodynamic radius of PPAA,RH , has not been
measured, butRH for PEAA is approximately 6 nm in ionic
form and collapses to;4.4 nm atpH 5.9 ~Eumet al., 1989!.

FIG. 7. Comparison between theory~———! and experimental data~j! of
the relationship between surface tension and bubble dissolution for three
radii.
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Therefore, theRH for PPAA was assumed to be less than 10
nm. Assuming the volume occupied by the globular form of
PPAA is spherical, then the volume of a bubble withR0

51 mm will be approximately nine orders of magnitude
larger than the volume occupied by the polymer. Conse-
quently, it is possible for PPAA to evaporate into the bubble
core and affect the dynamics of bubble collapse and rebound.
The bubbles that survive collapse may then grow upon re-
bound to an equilibrium size larger than the initial radius.
There is evidence in experiments conducted by Ashokkumar
et al. ~2000! that supports this premise. Plotting the radius
versus time profile of a single bubble undergoing sonolumi-
nescence in an alcohol solution, an increase in equilibrium
radius after collapse from 3.2 to 4.1mm was measured. Simi-
lar to the analysis performed in the current study, a reduction
in surface tension was not sufficient to explain this observa-
tion.

Viscosity and elasticity are factors that influence bubble
dynamics; therefore, any changes in these properties due to
the presence of PPAA may influence equilibrium bubble size
and, accordingly, the time for the bubble to dissolve. It has
been shown theoretically that a single layer of surface-active
molecules possessing viscosity and elasticity will impart
damping~Church, 1995; Hoff, 2001! and reduce the rate of
diffusion of gas across the bubble wall upon collapse~Yount,
1979, 1982!. Viscous damping of the radial oscillations of a
bubble is dependent upon bulk and surface viscosity~Leigh-
ton, 1994, Hoff, 2001!. The low concentrations of PPAA
used in this study resulted in negligible changes in bulk vis-
cosity. It is also unlikely that the association of PPAA with
the bubble wall significantly changed the surface viscosity.
Ashokkumaret al. ~2000! demonstrated that the dynamics of
a single bubble undergoing sonoluminescence was not sig-
nificantly affected by the presence of solutes having surface
activity similar to PPAA. In fact, the maximum radial dis-
placement measured was increased by the presence of pro-
panol, suggesting that the surface viscosity was not de-
creased. Therefore, a surface layer of PPAA probably does
not change the surface viscosity, but it might increase the
elasticity. Yount~1979, 1982! proposed that an elastic sur-
face layer will counteract surface tension and will form an
impermeable barrier to gas diffusion as the bubble radius
decreases due to applied pressure. The increase in internal
gas pressure and elasticity provides sufficient force to in-
crease the displacement of the bubble wall during rebound,
resulting in larger bubbles that require more time to dissolve.

Understanding how long bubbles will survive in PPAA
solutions may provide some insight into the synergistic ac-
tivity of the polymer PEAA and HIFU, which resulted in
hemolysis ~Mourad et al., 2001!. Because an increase in
cavitation activity was seen in mixtures of red blood cells
and PEAA exposed to bursts of HIFU atpH 6.2, inertial
cavitation was proposed as a possible mechanism for the
increase in measured hemolysis. The data collected in this
study demonstrates that the presence of polymers such as
PEAA and PPAA during insonation of a liquid can influence
the persistence of bubbles that are generated by inertial cavi-
tation events. Bubbles that survive can then serve as cavita-
tion nuclei for additional acoustic pulses, and the energy and

forces generated by cavitating bubbles can directly or indi-
rectly cause hemolysis.

In conclusion, the results obtained in this study demon-
strate that the dissolution rate of a bubble can be reduced by
the presence of surface-active agents. Evidence was pre-
sented to support the idea that the adsorption of PPAA to
bubbles at the gas/liquid interface precedes the changes in
time of dissolution. The affinity for PPAA to the surface of
the bubble is dependent on its surface activity, which is a
function of the solutionpH and concentration of dissolved
polymer. Arguments were presented to explain how adsorbed
PPAA could affect the dissolution of bubbles in solution.
Information gathered in this study will prove helpful in elu-
cidating the mechanisms for the synergy between HIFU and
surface-active polymers. Using these polymers or similar
agents, scientists can adjust chemical as well as acoustic pa-
rameters to control cavitation for scientific, medical, or in-
dustrial applications.
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A general scattering formulation is presented for predicting the far-field scattered pressure from
irregular, axisymmetric, finite-length bodies for three boundary conditions—soft, rigid, and fluid.
The formulation is an extension of a two-dimensional conformal mapping approach@D. T. DiPerna
and T. K. Stanton, J. Acoust. Soc. Am.96, 3064–3079~1994!# to scattering by finite-length bodies.
This extended formulation, which is inherently numerically efficient, involves conformally mapping
the surface of an irregular, finite-length body to a new, orthogonal coordinate system in which the
separation of variables method may be used to solve the Helmholtz equation and satisfy the
boundary conditions. Extensive comparisons with previously published results using other
formulations are presented. This formulation is shown to be accurate in the prediction of scattering
from smooth, symmetric bodies for a wide range of frequencies~Rayleigh through geometric
scattering region!, scattering angles~monostatic and bistatic!, aspect ratios, and for each of the three
boundary conditions listed above. Reasonable agreement has also been demonstrated for irregular,
realistic shapes with soft boundary conditions. ©2004 Acoustical Society of America.
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I. INTRODUCTION

The prediction of acoustic scattering from finite and in-
finitely long bodies has been pursued for many years, start-
ing with Lord Rayleigh’s work on scattering from a sphere
~Rayleigh, 1945!. Exact analytical solutions to the acoustic
wave equation require the scatterer’s surface to exactly
match the locus of all points for which the radial coordinate
is a constant. Such exact analytical solutions exist only for a
limited number of cases for which the separation of variables
is possible~Morse and Feshbach, 1953, Vol. I, Chap. 5; Bow-
man et al., 1987!. In all of these cases, the boundary is
simple; e.g., a sphere, infinitely long cylinder, and prolate
spheroid.

For complex shapes, approximate analytical solutions,
including the perturbation method, and approximate
asymptotic formulations, such as physical optics~Gaunaurd,
1985! and the geometric theory of diffraction~Levy and
Keller, 1959; Yamashita, 1990!, have been developed. Nu-
merical solutions have also been developed, including the
boundary element method~Tobacman, 1984; Francis, 1993!,
T-matrix ~Waterman, 1968; Varadanet al., 1982; Lakhtakia
et al., 1984; Hackman and Todoroff, 1985!, and the mode
matching methods~Yamashita, 1990!. All of these ap-
proaches are limited in one or more of the following: fre-
quency range, class of surfaces, types of boundary condi-
tions, eccentricity of shape and/or computational
implementation, and numerical efficiency.

DiPerna and Stanton~1994! introduced a conformal
mapping approach to predicting far-field sound scattering by

infinitely long cylinders of noncircular cross section. The
approach, termed the Fourier matching method~FMM!, in-
volves a conformal mapping of variables to a new coordinate
system in which the constant radial coordinate exactly
matches the scatterer surface. The method makes use of the
Newton–Raphson algorithm to execute the mapping. The
boundary conditions are satisfied by requiring the Fourier
coefficients in the new angular variable of the total field to be
zero, and then the resultant scattered field is expressed in
terms of circular eigenfunctions. This method is particularly
attractive because the conformal mapping produces a solv-
able transformed Helmholtz equation~Laura, 1994!.

The FMM proved to be accurate over a wide range of
frequencies, shapes of cross section, and penetrable~fluid! as
well as impenetrable boundary conditions. Furthermore, the
approach is inherently numerically efficient due to the nature
of its formulation. For example, the FMM was shown by
DiPerna and Stanton~1994! to be more efficient than the
T-matrix method for the case of the high-aspect-ratio elliptic
cylinder because fewer terms were needed for the numerical
integrations. Even after incorporating the FMM basis func-
tions into the T-matrix calculations, the FMM required 85%
fewer integration points.

A major limitation of the two-dimensional FMM was the
fact that it was formulated for the case of an infinitely long
cylinder—a two-dimensional scattering solution. Many prac-
tical scattering problems involve scattering from finite bodies
and cannot be accurately modeled by the two-dimensional
solution. In order to address this need, the FMM is extended
in this paper to predict the scattering from finite-length bod-
ies. In order for this particular approach to be used for finite
bodies, the outer boundary of the bodies must be described
by a function rotated about the length-wise axis. Hence, al-

a!Current address: Department of Oceanography, Naval Postgraduate
School, Monterey, CA.
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though the function is arbitrary and these bodies are three-
dimensional, they are restricted to axisymmetric shapes. As
with the two-dimensional formulation, this approach is in-
trinsically numerically efficient and is valid over a wide
range of frequencies and shapes as well as both monostatic
and bistatic scattering geometries. The extension has been
formulated for three boundary conditions—Dirichlet~soft or
pressure-release!, Neumann~rigid!, and Cauchy~fluid!. In all
three cases, the surrounding material is fluid.

In Sec. II, the theoretical basis for the formulation is
presented, which includes the development of the new or-
thogonal coordinate system to which the body is mapped, the
conformal mapping procedure, modal series solutions to the
transformed Helmholtz equation, and resulting equations for
the modal series coefficients after satisfying the three bound-
ary conditions. In Sec. III, a description of the numerical
implementation of the FMM is presented, as well as several
practical numerical issues that arise in the solution of the
scattering problem. In Sec. IV, the numerical results are pre-
sented for various shapes~spheres, smooth prolate spheroids,
and two finite bodies with irregular surfaces!, boundary con-
ditions ~soft, rigid, and fluid!, and over a wide range of fre-
quencies and scattering angles. The results are compared
with various previously published results using other ap-
proaches. Section V contains a summary and concluding re-
marks.

II. THEORY

The derivation of the extended formulation for scattering
by an axisymmetric finite-length body is conceptually very
similar to the corresponding derivation of the two-
dimensional solution for an irregularly shaped, infinitely
long body described by DiPerna and Stanton~1994!; in fact,
some of the elements are identical. Both solutions begin with
the wave equation in a known coordinate system and confor-
mally map the coordinate variables to a new, orthogonal co-
ordinate system in which the locus of all points for which the
new radial coordinate is a constant exactly coincides with the
scatterer surface. The difference in the coordinate systems
between the two cases concerns the fact that one involves
two-dimensional coordinates while the other involves an ad-
ditional coordinate dimension with a new geometry defined
for the finite body. Both solutions use mapping functions that
are identical in form, transform the Helmholtz equation to
the new coordinate system, and satisfy the boundary condi-
tions using identical techniques to arrive at differing, yet
structurally similar, expressions for the scattered pressure.
The two-dimensional solution includes a mapping function
that corresponds to the shape of the irregular boundary of a
cross-sectional slice of the infinitely long body, while the
three-dimensional solution uses a mapping function that cor-
responds to the shape of the boundary of alength-wiseslice
of the body~specifically, the function that is rotated about the
longitudinal axis!. Furthermore, the two-dimensional solu-
tion includes circular eigenfunctions while the three-
dimensional solution for the scattered pressure is expressed
in terms of spherical wave functions; i.e., spherical Bessel
and Hankel functions and associated Legendre functions.

Due to these similarities, the original work will be referred to
quite regularly in the development that follows.

Consider the scalar wave equation,

¹2P5
1

c2

]2P

]t2 , ~1!

whereP is the acoustic pressure in three dimensions,¹2 is
the Laplacian operator,c is the speed of sound, andt is time.
Assuming a harmonic time dependence,e2 ivt, wherev is
the angular frequency, the wave equation becomes the scalar
Helmholtz differential equation in Cartesian coordinates:

¹2P~x,y,z!1k2P~x,y,z!50. ~2!

Here, k5v/c52p/l is the spatially independent acoustic
wave number, andl is the acoustic wavelength. In all cases
considered here, a fluid medium surrounds the body, which
supports some circumferential waves~i.e., Franz waves! but
does not support shear waves. By a conformal~angle- and
orientation-preserving! transformation of coordinates, the
transformed Helmholtz equation in the new coordinate sys-
tem becomes

¹2P~u,w,v !1k2F~u,w!P~u,w,v !50, ~3!

where (u,w,v) are the new coordinates, andF(u,w) is a
function which depends on the specific transformation
~Morse and Feshbach, 1953, Vol. I, Chap. 5; DiPerna and
Stanton, 1994!. With the exception that the wave number is
now a function of position, the new Helmholtz equation is
formally identical to the Helmholtz equation in Cartesian
coordinates.

A. Conformal mapping

Sincex, y, andz are mutually orthogonal in the Carte-
sian coordinate system, conformally mapping them into a
new coordinate system guarantees that the new coordinates
(u,w,v) will be mutually orthogonal, which eases the com-
putation of the normal particle velocity on the boundary. Ad-
ditionally, the conformal mapping generates a new set of
angular functions which fit the scatterer surface more natu-
rally; that is, points along the surface that change rapidly in
~x,y,z! are plotted at a higher spatial rate yet are equally
spaced in (u,w,v). A new coordinate system must first be
established, and then the conformal mapping function is de-
fined and expanded to provide a method by which the body
may be mapped to the new coordinate system.

1. Orthogonal coordinate system

An orthogonal coordinate system can be generated for a
three-dimensional body of revolution from a two-
dimensional conformal mapping. Consider the geometry in
Fig. 1, in whichf is the azimuthal angular coordinate rang-
ing from 0 to 2p ~measured from the positivex-axis in the
xy-plane!, u is the polar angular coordinate ranging from 0 to
p ~measured from the positivez-axis!, and r is the radial
coordinate ranging from 0 tò. This body is one of revolu-
tion that is formed by rotating the contour of the body about
the z axis, in the same way that the prolate spheroidal coor-
dinate system is created from an ellipse rotated about the
major axis~Flammer, 1957!. Consider a new coordinate sys-
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tem whose azimuthal angular coordinate,v, corresponds to
f in the original coordinate system. The new polar angular
coordinate,w, is measured from the polar axis,z, and ranges
from 0 top, as does the original polar angular coordinate,u.
The scatterer surface in the original coordinate system is de-
fined by the vector,r , but in the new coordinate system the
scatterer surface is defined by the locus of all points for
which the new radial coordinate is a constant; specifically,
u50. Defining the functions,f (u,w) and g(u,w), of the
new coordinate system as shown in Fig. 1, trigonometry pre-
scribes dimensions of the body in thex, y andz directions to
be

x~u,w,v !5 f ~u,w!cos~v !, ~4!

y~u,w,v !5 f ~u,w!sin~v !, ~5!

z~u,w,v !5g~u,w!. ~6!

The position vector,r , is defined in the new coordinate sys-
tem by

r ~u,w,v !5x~u,w,v ! î 1y~u,w,v ! ĵ 1z~u,w,v !k̂, ~7!

where î , ĵ , andk̂ are unit vectors along the coordinate axes.
The position vector can be alternatively expressed by substi-
tuting Eqs.~4!–~6! into Eq. ~7!:

r5 f ~u,w!cos~v ! î 1 f ~u,w!sin~v ! ĵ 1g~u,w!k̂. ~8!

The local projection ofr in each of the coordinate directions
is given by the partial derivative ofr with respect to each of
the variables:

ru5 f u~u,w!cos~v ! î 1 f u~u,w!sin~v ! ĵ 1gu~u,w!k̂, ~9!

rw5 f w~u,w!cos~v ! î 1 f w~u,w!sin~v ! ĵ 1gw~u,w!k̂,
~10!

r v52 f ~u,w!sin~v ! î 1 f ~u,w!cos~v ! ĵ , ~11!

where the subscript denotes the variable with respect to
which the partial derivative is taken.

As mentioned earlier, an orthogonal coordinate system is
desirable since it facilitates the computation of the normal
particle velocity on the boundary necessary for satisfying the
boundary conditions. An orthogonal coordinate system re-
quires the following condition to be satisfied:

ru•r v50, ~12!

rw•r v50, ~13!

ru•rw50, ~14!

which can be expanded as

f u~u,w! f ~u,w!cos~v !sin~v !~2111!50, ~15!

f w~u,w! f ~u,w!cos~v !sin~v !~2111!50, ~16!

f u~u,w! f w~u,w!~cos2~v !1sin2~v !!1gu~u,w!gw~u,w!50.
~17!

The first two conditions are automatically satisfied. The third
condition simplifies to

f u~u,w! f w~u,w!1gu~u,w!gw~u,w!50, ~18!

which will be satisfied if

f u~u,w!5gw~u,w! ~19!

and

f w~u,w!52gu~u,w!. ~20!

These are precisely the Cauchy–Riemann equations for an
analytic function~Hildebrand, 1964!. Therefore, if f (u,v)
and g(u,v) are chosen to be harmonic, then the Cauchy–
Riemann conditions will be satisfied, making them analytic
functions which represent a conformal transformation. A
shape initially plotted in the~x,y,z! coordinate system will be
transformed into a shape in the (u,w,v) coordinate system
with changes in position and size while preserving angles
and proportions~Morse and Feshbach, 1953!. Orthogonality
of the coordinate system as well as the form of the Helm-
holtz equation will be preserved~Strang, 1986!.

2. Mapping function

As discussed above, a conformal mapping function must
be developed to map the scatterer from the old coordinate
system to the new orthogonal, axisymmetric coordinate sys-
tem just developed. It must be noted at this point that, to the
authors’ knowledge, a general three-dimensional mapping
does not exist in the field of mathematics. Due to the fact that
conformal mappings are currently limited to two dimensions,
the geometry for the finite body must be axisymmetric about
one of the axes. The particular mapping used herein is a
two-dimensional mapping developed by DiPerna and Stan-
ton ~1994! extended to a finite body of revolution which is

FIG. 1. Scattering geometry for an ir-
regular, axisymmetric finite-length
body. The body is symmetric about the
z-axis. The azimuthal angular coordi-
nates,f andv, range from 0 to 2p in
thexy-plane, and the polar angular co-
ordinates,u andw, range from 0 top,
measured from thez-axis. The radial
coordinate in the (u,w,v) coordinate
system equals zero on the surface.
Broadside incidence corresponds tou
5p/2. End-on incidence corresponds
to u50 andp. In the new coordinate
system,g(u,w) is the length along the
z-axis, andf (u,w) is the projection in
the xy-plane.
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axisymmetric about the longitudinal axis. The infinitely long
cylindrical geometry in DiPerna and Stanton~1994! was de-
scribed in circular cylindrical coordinates with the radial co-
ordinate,r, being a function ofu, the azimuthal angular co-
ordinate ranging from 0 to 2p. The conformal mapping in
that case applied to the function,r (u), which corresponded
to the shape of the boundary of a cross-sectional slice. In this
work, u is now thepolar angular coordinate ranging from 0
to p, andf is the azimuthal angular coordinate ranging from
0 to 2p. The function,r (u), and associated conformal map-
ping is now associated with the shape of the boundary of a
length-wiseslice.

The category of surfaces described by Eqs.~4!–~6! has
the additional limitation thatr be single-valued; i.e., there
can be only one value ofr for eachw. Following DiPerna
and Stanton~1994!, the mapping procedure for the axisym-
metric finite body is commenced by expandingr in a Fourier
series relative to the polar angle,u, shown in Fig. 1:

r ~u!5a1 (
n51

`

@r n
c cos~nu!1r n

s sin~nu!#, ~21!

wherea is the average radius of the body, andr n
c andr n

s are
the usual Fourier series coefficients that in this case corre-
spond to the deviation of the surface from the shape of a
circle. Note that the series requires more terms to converge
for a high aspect ratio~ratio of length to width! prolate
spheroid compared to the Fourier series for a shape that var-
ies little from the shape of a circle. Rewriting the cos(nu) and
sin(nu) functions in terms of exponentials and using the ex-
pression

Rn[ 1
2@r n

c1 ir n
s# ~22!

gives

r ~u!5aeiu1 (
n51

`

@Rn* ei ~11n!u1Rnei ~12n!u#. ~23!

For a conformal mapping from the~x,y,z! coordinate
system to the new coordinate system in (u,w,v),

M ~r!5M ~u1 iw !, ~24!

whereM (r) is the analytic mapping function in terms ofu,
the radial variable, andw, the polar angular variable, andr
[u1 iw. It is desirable to make scattering predictions using
this model without inversely mapping the results of this
model back to the original coordinate system. The potentially
difficult inverse mapping is avoided by choosingM (r) such
that the coordinate system becomes spherical as the radial
coordinate is increased. While the choice of such a mapping
function allows predictions of this model to be easily com-
pared to existing solutions, it restricts direct comparisons to
the far-field only. The general approach can certainly be used
in the near-field, but comparisons of near-field scattering be-
tween this formulation and other solutions would require an
inverse mapping. Note also that there will be two different
mapping functions:G(r) for the exterior problem andT(r)
for the interior problem. For the interior problem,T(r) is
chosen such that the coordinate system becomes spherical as
the radial coordinate is decreased.

For the exterior problem,G(r) must be chosen such that

~1! asu→`, the coordinate system becomes spherical,
~2! the transformed Helmholtz equation is solvable, and
~3! u50 is the scatterer surface.

The first two conditions can be satisfied by choosing the
form of the exterior mapping function~DiPerna and Stanton,
1994! to be

G~r!5c21er1 (
n50

`

cne2nr, ~25!

which can be decomposed into the complex components

g~u,w![Re~G~r!!

5c21eu cos~w!1 (
n50

`

cne2nu cos~nw! ~26!

and

f ~u,w![Im~G~r!!

5c21eu sin~w!1 (
n50

`

cne2nu sin~nw!. ~27!

The coefficients of the mapping function must be chosen
such thatu50 defines the scatterer surface in the new coor-
dinate system. Equating the functions in Eqs.~23! and ~25!
~with u50) that represent the surface in the two coordinate
systems gives

aeiu1 (
n51

`

@Rn* ei ~11n!u1Rnei ~12n!u#

5c21eiw1 (
n50

`

cne2 inw. ~28!

Since the left-hand side contains positive and negative angu-
lar components while the right-hand side contains only nega-
tive angular components~with the exception ofc21eiw), u
andw are not equal~for the irregular boundary!; therefore, it
is necessary to determine the extent to whichu depends on
w. Since it was assumed earlier that the surface is periodic
and can be represented as a Fourier series, the deviation ofu
from w will be periodic and can be represented as a Fourier
series. Specifically, assume

u~w!5w1(
l 51

`

@d l
c cos~ lw !1d l

s sin~ lw !#. ~29!

Note thatd l
c and d l

s represent the deviation of the surface
from a smooth circular shape. Hence,u andw are equal only
for a smooth, circular length-wise cross section for which
d l

c5d l
s50. The conformal mapping relies on the choice of

d l
c andd l

s such that Eq.~28! is satisfied. Using the orthogo-
nality relationships of complex exponential functions, multi-
plying both sides by (1/2p)e2 i jw and integrating overw
from 0 to 2p gives
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1

2p E
0

2p

e2 i jwS aeiu~w!1 (
n51

`

@Rn* ei ~11n!u~w!

1Rnei ~12n!u~w!# D dw5H 0, j .1

cj , j <1J , ~30!

where j is an integer. This set of nonlinear constraints is
identical in form to that of DiPerna and Stanton~1994! and is
solved by use of an extension of the Newton–Raphson
method, the details of which are laid out in Appendix A of
DiPerna and Stanton~1994!. Note, however, that even
though the integral in Eq.~30! is performed from 0 to 2p, w
is defined in the scattering geometry from 0 top only ~not
2p!. Consequently, the mapping coefficients are computed
based on the periodic extension from 0 to 2p, but only half
of them are used. The upper result on the right-hand side of
Eq. ~30! is used to solve for the values ofd l

c andd l
s , which

are then used to solve for the mapping coefficients,cn ,
through use of the lower result on the right-hand side of Eq.
~30!.

The uniqueness of the transformation is tested by veri-
fying that the Jacobian of the transformation is nonzero. This
ensures that there exists only one~x,z! for each~u,w!. Spe-
cifically,

uG8~r!u2Þ0, u>0. ~31!

The interior mapping procedure is identical to the exte-
rior mapping procedure with the exception that the interior
mapping function,T(r), is different fromG(r); specifically,
T(r) is chosen such that the coordinate system becomes
spherical as the radial coordinate is decreased. The remain-
ing two conditions mentioned above in the choice ofG(r)
remain the same for the interior problem. These conditions
are satisfied by

T~r!5 (
n50

`

tnenr. ~32!

To summarize, the procedure described above to confor-
mally map the scatterer shape from the original coordinate
system to a new coordinate system is identical in form to the
procedure presented in DiPerna and Stanton~1994!. In this
study, the same mapping procedure is extended to a different
~finite-length, axisymmetric! scattering geometry; specifi-
cally, it is extended to the shape of the boundary in the
length-wise slice. The results of this mapping will be used in
solving the Helmholtz equation in three dimensions in the
next section.

B. Solutions to the Helmholtz equation

The three-dimensional Helmholtz equation from Eq.~2!
in the original coordinate system is expressed in spherical
coordinates as

¹2P~r ,u,f!1k2P~r ,u,f!50, ~33!

the general solution to which is

Pext~r ,u,f!5 (
n52`

`

(
m52`

`

anmj n~kr !Pn
m~cos~u!!eimf

1 (
n52`

`

(
m52`

`

bnmhn
~1!~kr !

3Pn
m~cos~u!!eimf, ~34!

wherej n(kr) is the spherical Bessel function of the first kind
of order n, hn

(1)(kr) is the spherical Hankel function of the
first kind of ordern, and Pn

m(cos(u)) is the associated Leg-
endre function of degreen and orderm. The radial coordi-
nate isr, the polar angular coordinate isu, and the azimuthal
angular coordinate isf. The scattered field coefficients,bnm ,
are determined by satisfying the boundary conditions using
the known coefficients,anm , of the incident plane wave field
traveling from theu0 direction relative to thez axis:

anm5 i nem~2n11!
G~n2m11!

G~n1m11!
Pn

m~cos~u0!!, ~35!

whereem is the Neumann factor andG is the gamma func-
tion.

Pext(r ,u,f) is the total pressure external to the scatterer
in the original coordinate system~i.e., before transforma-
tion!: the first term in Eq.~34! represents the incident pres-
sure, and the second term represents the scattered pressure.
Quantities in the original coordinate system can be expressed
in terms of the new coordinate system defined in Sec. II A 1
and Fig. 1:

f5v, ~36!

r ~u,w!5Af 2~u,w!1g2~u,w!, ~37!

cos~u~u,w!!5
g~u,w!

r ~u,w!
. ~38!

Using these relations, the conformal mapping transforms the
Helmholtz equation@Eq. ~33!# into

¹2P~u,w,v !1k2F~u,w!P~u,w,v !50, ~39!

the solution to which is

Pext~u,w,v !5 (
n52`

`

(
m52`

`

anmj n~kr~u,w!!

3Pn
mS g~u,w!

r ~u,w! Deimv

1 (
n52`

`

(
m52`

`

bnmhn
~1!~kr~r ,w!!

3Pn
mS g~u,w!

r ~u,w! Deimv, ~40!

which is now the expression for the total far-field pressure in
the new coordinate system as the sum of the incident and
scattered pressure fields, respectively.

The procedure to determine the pressure field inside the
scatterer is identical in nature to the exterior problem, but the
mapping function is different for the interior problem; there-
fore, the new Helmholtz equation is identical in form, but
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incorporates a different wave number,k1 , to accurately char-
acterize the material properties of the scatterer’s interior. The
expression for the interior pressure field becomes

Pint~u,w,v !5 (
n52`

`

(
m52`

`

l nmj n~k1r ~u,w!!

3Pn
mS g~u,w!

r ~u,w! Deimv, ~41!

wherel nm are the internal field coefficients. Only the spheri-
cal Bessel function is included in the expression for the in-
ternal field since the spherical Hankel function becomes in-
finite at the origin.

In the limit of great distances from the scatterer, the
coordinate system becomes spherical, and the asymptotic
form of the Hankel function varies inversely with distance.
The scattered pressure@the second term in Eq.~40!# in this
far-field limit has the form:

Pscat ——→
u→`

Pinc
eikr

r
f s , ~42!

where the scattering amplitude,f s , having units of length, is
a measure of the efficiency with which an object scatters
sound and is a function of the object’s size, shape, orienta-
tion, material properties, and the wavelength of the incident
wave. The scattering amplitude is given in general form as

f s5 (
n52`

`

(
m52`

`

bnmi 2n21Pn
mS g~u,w!

r ~u,w! Deimv. ~43!

The far-field scattered energy evaluated in the backscat-
ter direction is often expressed in terms of the target strength
~TS! with units of decibels~dB! relative to 1 m ~Urick,
1983!, which is given by

TS510 logsbs , ~44!

where sbs is the differential backscattering cross section,
which differs from the often-used backscattering cross sec-
tion, s, by a factor of 4p (s54psbs). Also, sbs5u f bsu2,
where f bs is the scattering amplitude evaluated in the back-
scattering direction. In order to compare scattering from ob-
jects of different sizes but similar proportions, target strength
is often normalized by the square of some typical dimension.
Using the length~L! of the elongated scatterer as the normal-
ization constant, the ‘‘reduced’’ target strength~RTS! is

RTS510 logS sbs

L2 D
510 logu f bsu2210 log~L2!510 logU f bs

L U2

. ~45!

In the case of a sphere, the target strength is normalized by
pa2 instead ofL2. An alternative expression often used to
represent the energy scattered in three dimensions is the nor-
malized, steady-state form function~Neubauer, 1986!:

f `5
2

a
f s , ~46!

wherea is the radius of a sphere or the semi-minor axis of a
prolate spheroid.

To summarize, a new orthogonal coordinate system has
been established to which the original coordinate system is
mapped via a conformal mapping function. The scatterer sur-
face in the new coordinate system is defined by the locus of
all points for which the radial coordinate is a constant. The
solution to the Helmholtz equation in the new coordinate
system will have the same form as the original solution, but
with new coordinates using the realizations of Eqs.~36!–
~38!. This can be confirmed by inspecting the case of the
exterior field for the spherical scatterer:r (u,w)5c21eu,
u(u,w)5w, andf5v, resulting in the same solution as in
spherical coordinates using separation of variables. Also, for
the case far (u→`) from the nonspherical scatterer,
r (u,w)→c21eu, u(u,w)→w, and f5v, resulting in the
same solution as in spherical coordinates in the far-field.
Equations~40! and ~41! are a general solution for the total
pressure in the case of acoustic scattering from a finite-
length, axisymmetric body for all frequencies, all angles~bi-
static scattering!, and for impenetrable~soft and rigid! and
penetrable~fluid! boundary conditions. All the quantities
needed to satisfy soft, hard, and fluid boundary conditions
have now been established. Each boundary condition gener-
ates a different set of modal series coefficients,bnm , which
are used in Eq.~43! to compute the scattering amplitude.
These coefficients will be determined for three boundary
conditions in the following section.

C. Boundary conditions

The solution for the scattered field in Eqs.~40! and~43!
depends on the boundary conditions. For each boundary con-
dition, there is a different set of scattered field coefficients,
bnm , which needs to be evaluated. These coefficients are
determined in the normal approach in which the pressures
and/or velocities are matched at the boundaries. This match-
ing is specific to the material properties on each side of the
boundary. For each of the different boundary conditions, ex-
pressions are derived in the following sections forbnm , all of
which are in terms of the parameters of the new coordinate
system.

The challenge presented by an irregular body is finding a
solution to a system of equations in order to satisfy the
boundary conditions; specifically, a set of functions,c, must
be determined by which the basis functions are multiplied to
generate the system of equations. For a separable geometry,
c is chosen to be the angular eigenfunction to yield a closed-
form solution based on the orthogonality of the eigenfunc-
tions. In the case of irregular surfaces that do not conform to
coordinate surfaces, a set of functions,c, must be chosen to
solve the system of equations. DiPerna and Stanton~1994!
chose the eigenfunctions in the new~cylindrical! coordinate
system,cm5e2 imv. It is in this choice of eigenfunctions that
the FMM derives its name. Without the conformal change of
variables to (u,w,v), this choice of functions would not be
possible. For the three-dimensional case, the eigenfunctions
in the spherical coordinate system are chosen; specifically
~Morse and Feshbach, 1953!,
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cn
m5Pn

m~cos~w!!sin~w!e2 imv. ~47!

Using this choice forc, a system of equations is gener-
ated to satisfy each of the boundary conditions discussed
herein ~soft, rigid, and fluid!. The system of equations is
solved for the scattered field coefficients,bnm , which are
then used in Eq.~43! to determine the scattering amplitude.

1. Dirichlet boundary conditions

For soft ~pressure release or Dirichlet! boundary condi-
tions, the total pressure vanishes on the surface of the scat-
terer; i.e.,Pext(u0 ,w,v)50. Using Eq.~40!, the series solu-
tion for the total exterior pressure field evaluated at the
boundary with pressure release boundary conditions is set
equal to zero:

(
n52`

`

(
m52`

`

anmj n~kr~u0 ,w!!Pn
mS g~u0 ,w!

r ~u0 ,w! Deimv

1 (
n52`

`

(
m52`

`

bnmhn
~1!~kr~u0 ,w!!

3Pn
mS g~u0 ,w!

r ~u0 ,w! Deimv50. ~48!

The system of equations necessary to satisfy this boundary
condition is generated by multiplying both sides of this equa-
tion by cn

m from Eq.~47! and integrating over the range ofw
andv ~Morse and Feshbach, 1953!:

E
0

pE
0

2pH S (
n52`

`

(
m52`

`

anmj n~kr~u0 ,w!!

3Pn
mS g~u0 ,w!

r ~u0 ,w! Deimv

1 (
n52`

`

(
m52`

`

bnmhn
~1!~kr~u0 ,w!!Pn

mS g~u0 ,w!

r ~u0 ,w! DeimvD
3Pn

m~cos~w!!sin~w!e2 imvJ dvdw50. ~49!

Performing the integration onv gives

(
n52`

`

anmE
0

pS j n~kr~u0 ,w!!Pn
mS g~u0 ,w!

r ~u0 ,w! D
3Pn

m~cos~w!!sin~w! Ddw

1 (
n52`

`

bnmE
0

pS hn
~1!~kr~u0 ,w!!Pn

mS g~u0 ,w!

r ~u0 ,w! D
3Pn

m~cos~w!!sin~w! Ddw50, ~50!

for each azimuthal orderm. This system of equations for
pressure release boundary conditions can be written in com-
pact form:

(
n52`

`

anmRn
m1 (

n52`

`

bnmQn
m50, ~51!

whereanm is given in Eq.~35!, andRn
m andQn

m are defined,
using Eq.~50!, as

Rn
m[E

0

pS j n~kr~u0 ,w!!Pn
mS g~u0 ,w!

r ~u0 ,w! D
3Pn

m~cos~w!!sin~w! Ddw, ~52!

Qn
m[E

0

pS hn
~1!~kr~u0 ,w!!Pn

mS g~u0 ,w!

r ~u0 ,w! D
3Pn

m~cos~w!!sin~w! Ddw. ~53!

Using Eq.~51!, the series coefficients,bnm , for the scattered
field due to a soft boundary are

bnm52~Qn
m!21Rn

manm , ~54!

where ( )21 denotes a matrix inversion.

2. Neumann boundary conditions

With rigid, or Neumann, boundary conditions, the nor-
mal particle velocity vanishes on the scatterer surface; i.e.,
n̂•¹Pext(u0 ,w,v)50, wheren̂ is the unit vector normal to
the surface and¹ is the gradient operator. The method to
solve for bnm is broadly similar to the previous case, al-
though several new terms are necessary to satisfy this par-
ticular boundary condition. The unit vectors in theu, w, and
v directions are~Hildebrand, 1964!

âu5
ru

uruu
, ~55!

âw5
rw

urwu
, ~56!

âv5
r v

ur vu
. ~57!

Using Eqs.~9!–~11!, the scale factors of each of the new
coordinates~Morse and Feshbach, 1953! can be rewritten
using the new coordinates:

hu5uruu5Af u
2~u,w!1gu

2~u,w!5Af u
2~u,w!1 f w

2 ~u,w!,
~58!

hw5urwu5Af w
2 ~u,w!1gw

2 ~u,w!

5Af w
2 ~u,w!1 f u

2~u,w!, ~59!

hv5ur vu5 f ~u,w!. ~60!

Note that

hu~u,w!5hw~u,w!5h~u,w!. ~61!

In the new coordinate system, the unit vectors become

âu5
f u~u,w!

h~u,w!
cos~v ! î 1

f u~u,w!

h~u,w!
sin~v ! ĵ 1

gu~u,w!

h~u,w!
k̂,

~62!
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âw5
f w~u,w!

h~u,w!
cos~v ! î 1

f w~u,w!

h~u,w!
sin~v ! ĵ 1

gw~u,w!

h~u,w!
k̂,

~63!

âv52sin~v ! î 1cos~v ! ĵ . ~64!

The scatterer surface has been defined byu5u0 ; therefore,
n̂5âu . The gradient of the pressureP is

¹P~u,w,v !5
1

hu~u,w!

]P

]u
âu1

1

hw~u,w!

]P

]w
âw

1
1

hv~u,w!

]P

]v
âv . ~65!

Using n̂5âu andhu(u,w)5Af w
2 (u,w)1 f u

2(u,w),

n̂•¹P~u,w,v !5
1

Af w
2 ~u,w!1 f u

2~u,w!

]P

]u
. ~66!

Using Eq.~40!, the series solution for the normal par-
ticle velocity of the total external field for rigid boundary
conditions evaluated at the boundary is set equal to zero:

n̂•¹S (
n52`

`

(
m52`

`

anmj n~kr~u0 ,w!!Pn
mS g~u0 ,w!

r ~u0 ,w! DeimvD
1n̂•¹S (

n52`

`

(
m52`

`

bnmhn
~1!~kr~u0 ,w!!Pn

mS g~u0 ,w!

r ~u0 ,w! DeimvD 50. ~67!

The system of equations necessary to satisfy this boundary condition is generated by multiplying both sides of the equation by
cn

m in Eq. ~47! and integrating over the range ofw andv:

E
0

pE
0

2pH S n̂•¹S (
n52`

`

(
m52`

`

anmj n~kr~u0 ,w!!Pn
mS g~u0 ,w!

r ~u0 ,w! DeimvD
1n̂•¹S (

n52`

`

(
m52`

`

bnmhn
~1!~kr~u0 ,w!!Pn

mS g~u0 ,w!

r ~u0 ,w! DeimvD D
3Pn

m~cos~w!!sin~w!e2 imvJ dvdw50. ~68!

Using Eq.~66! and performing the integration onv gives

(
n52`

`

anmE
0

pS j n~kr~u0 ,w!!Pn,u
m S g~u0 ,w!

r ~u0 ,w! D r ~u0 ,w!gu~u0 ,w!2g~u0 ,w!r u~u0 ,w!

r 2~u0 ,w!

1 j n,u~kr~u0 ,w!!Pn
mS g~u0 ,w!

r ~u0 ,w! D kru~u0 ,w! D Pn
m~cos~w!!

Af w
2 ~u0 ,w!1 f u

2~u0 ,w!
sin~w!dw

1 (
n52`

`

bnmE
0

pS hn
~1!~kr~u0 ,w!!Pn,u

m S g~u0 ,w!

r ~u0 ,w! D r ~u0 ,w!gu~u0 ,w!2g~u0 ,w!r u~u0 ,w!

r 2~u0 ,w!

1hn,u
~1! ~kr~u0 ,w!!Pn

mS g~u0 ,w!

r ~u0 ,w! D kru~u0 ,w! D Pn
m~cos~w!!

Af w
2 ~u0 ,w!1 f u

2~u0 ,w!
sin~w!dw50, ~69!

where, as with the other terms, the subscript,u, also indicates
the partial derivative with respect tou.

As in the previous section, the system of equations for
rigid boundary conditions can be written in compact form:

(
n52`

`

anmRn8
m1 (

n52`

`

bnmQn8
m50, ~70!

whereanm is given in Eq.~35!, Rn8
m is the integral in the first
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half of Eq.~69!, andQn8
m is the integral in the second half of

Eq. ~69!. Using Eq.~70!, the series coefficients,bnm , for the
far-field scattered field due to a rigid boundary are

bnm52~Qn8
m!21Rn8

manm . ~71!

3. Cauchy boundary conditions

Fluid ~Cauchy! boundary conditions is the case in which
the body consists of a fluid with material properties other
than that of the surrounding fluid and does not support a
shear wave. In this case, the exterior and interior pressure
fields and normal components of particle velocity are re-

quired to be equal on the surface. The fluid boundary condi-
tions take the following form:

Pressure:

(
n52`

`

(
m52`

`

anmj n~kr~u0 ,w!!Pn
mS g~u0 ,w!

r ~u0 ,w! Deimv

1 (
n52`

`

(
m52`

`

bnmhn
~1!~kr~u0 ,w!!Pn

mS g~u0 ,w!

r ~u0 ,w! Deimv

5 (
n52`

`

(
m52`

`

l nmj n~k1r ~u0 ,w!!Pn
mS g~u0 ,w!

r ~u0 ,w! Deimv,

~72!

Particle velocity:

n̂•¹S (
n52`

`

(
m52`

`

anmj n~kr~u0 ,w!!Pn
mS g~u0 ,w!

r ~u0 ,w! DeimvD 1n̂•¹S (
n52`

`

(
m52`

`

bnmhn
~1!~kr~u0 ,w!!Pn

mS g~u0 ,w!

r ~u0 ,w! DeimvD
5n̂•¹S (

n52`

`

(
m52`

`

l nmj n~k1r ~u0 ,w!!Pn
mS g~u0 ,w!

r ~u0 ,w! DeimvD , ~73!

wherel nm are the interior field coefficients. The system of equations necessary to satisfy this boundary condition is generated
by multiplying both sides of the equation bycn

m in Eq. ~47! and integrating over the range ofw andv:
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Particle velocity:
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Using Eq.~66! and performing the integration onv for both Eqs.~74! and ~75! gives
Pressure:
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Particle velocity:
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Writing Eqs.~76! and ~77! in compact form,
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whereanm is given in Eq.~35!; Rn
m , Qn

m , andSn
m are now the

first, second, and third integrals in Eq.~76!; andRn8
m , Qn8

m ,
andSn8

m are now the first, second, and third integrals in Eq.
~77!. In contrast to the above two cases of impenetrable
boundary conditions,bnm must be solved for in two simulta-
neous equations. Solving forbnm in Eqs.~78! and ~79!,

bnm52~Qn8
mSn

m2Qn
mSn8

m!21~Rn
mSn8

m2Rn8
mSn

m!anm .
~80!

In summary, the scattering amplitude@Eq. ~43!# of a
particular body is determined by conformally mapping the
scatterer surface to a new coordinate system by solving Eq.
~30!, then solving for the scattering coefficients,bnm , for the
appropriate boundary condition as specified in the equations
of this section.

III. NUMERICAL IMPLEMENTATION

A. General approach

Prediction of the scattering by an axisymmetric finite-
length body using the above formulation requires a series of
steps involving numerical methods. Given the complexity of
the procedure, it is summarized briefly in this section, with
some of the challenges elaborated upon in the next section.
The shape of the scatterer is first described by the array of
points, ~r, u!, in polar coordinates in thexz plane ~Fig. 1!.
The termsr andu are then expanded in a Fourier series using
Eqs. ~21! and ~29!. The conformal mapping is based upon
determining the values ofd l

c andd l
s , which are determined

by solving the upper result in the right-hand side of Eq.~30!.
This is a set of nonlinear constraints which are solved in an
iterative, numerical manner by an extension of the Newton–
Raphson method. The details of the Newton–Raphson
method can be found in the Appendix of DiPerna and Stan-
ton ~1994! or in many math texts. Once the values ofd l

c and
d l

s are determined, the lower result on the right-hand side of
Eq. ~30! is used to determine the mapping coefficients,cn ,
which are then used to compute functions,g(u,w) and
f (u,w), of the new coordinate system@Eqs.~26! and ~27!#.
After the values ofg(u,w) and f (u,w) are determined, the
conformal mapping is complete, and the solution to the
Helmholtz equation in the new coordinate system can be
determined. The number of terms included in the summa-
tions in Eqs.~21!, ~29!, and ~30! are chosen in an iterative
manner—predictions are made at first with a small number
of terms, and then the number is increased for subsequent
predictions until the scatterer is accurately mapped to the
new coordinate system. The mapping can be verified visually
by usingg(u,w) and f (u,w) to plot on top of the shape in
the original coordinate system~Fig. 1!. For some shapes, the
conformal mapping method can be avoided by using a func-
tion to describe the boundary. In the case of a smooth prolate
spheroid, the functionsf 5a sin(w) and g5b cos(w) can be
used in Eqs.~26! and~27!, wherea andb are the semi-minor
and semi-major axes of the prolate spheroid, respectively. In
the new coordinate system, the external far-field pressure
@Eq. ~40!# is solved by use of Eqs.~36!–~38!. For soft bound-
ary conditions, solve Eq.~54! by numerical integration of
Eqs. ~52! and ~53!. The numerical integration can be per-
formed by use of one of numerous integration techniques,
many of which are described in Presset al. ~1992!. In this
work, simple matrix summation was used. Likewise for rigid
and fluid boundary conditions, solve Eqs.~71! and ~80! by
performing the numerical integrations in Eq.~69! and Eqs.
~76! and ~77!, respectively. With the scattered field coeffi-
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cients,bnm , the scattering amplitude is finally computed Eq.
~43!. The point at which the summations in Eq.~43! are
truncated is determined in an iterative manner. The issues
and challenges involved in truncation and performing the
matrix inversions in Eqs.~54!, ~71!, and~80! are discussed in
the next section.

B. Numerical issues

In general, there exist significant inherent difficulties in
the numerical implementation of infinite series solutions. For
series solutions for simple geometries such as a sphere or
cylinder, and with currently available computers, the series
converges relatively rapidly. However, as the shape deviates
from a simple geometry, higher modes are required for a
converged solution. The problem is particularly complicated
for objects of high aspect ratio and irregularity~roughness!
on the boundary. The accuracy of the solution must be bal-
anced with accounting for the degree of roughness and elon-
gation of the boundary.

1. Precision

Some of the difficulty in the numerical calculation of the
wave functions is merely the time required for the computer
to compute the wave functions. Beyond this issue of time,
the limiting factors in the numerical implementation are ma-
chine precision and matrix manipulation.

The FMM generates a transition matrix, much like the
T-matrix model~Waterman, 1968!, that relates the incident
field coefficients to the scattered field coefficients. For a
spherical scatterer, the transition matrix is diagonal and each
nonzero term on the main diagonal is an eigenvalue for each
mode computed. If the scatterer shape deviates from spheri-
cal, the matrix contains off-diagonal terms. The additional
higher modal terms required to represent the scattering be-
come extremely small, sometimes falling below the value
that can be accurately represented numerically, resulting in a
singular matrix in which the true values of its elements are
below the precision of the machine. Thus, machine roundoff
error is introduced into the solution and quickly dominates
the results as it propagates through the solution via repetitive
matrix manipulation.

The fundamental problem is finite machine precision.
The number of modes required to accurately represent the
scattering involves matrix elements that are sometimes nu-
merically smaller than the machine can accurately compute.
Little can be done to improve precision since it is a hardware
limitation. Future technology may afford greater precision,
but the extent to which it improves the solution is difficult to
estimate. The relationship between greater precision and in-
creased accuracy in the solution is not necessarily linear, but
could be a rapidly decaying one instead.

Besides hardware limitations, numerical accuracy is
very dependent upon accurate and efficient numerical imple-
mentation of the theory. There are a number of numerical
algorithms that improve matrix manipulation and handling of
roundoff error that have been investigated in this work, in-
cluding orthogonal triangular decomposition, LU factoriza-
tion, balancing of matrices, and scaling strategies~Press
et al., 1992!. The single most important algorithm investi-

gated and used in the implementation of this formulation is
the well-known singular value decomposition~SVD! algo-
rithm ~Presset al., 1992!.

For an ill-conditioned matrix in which some elements
are below machine precision, the SVD algorithm sets those
numerically indiscernible elements to zero. Eliminating one
or more linear combinations of the set of equations that is to
be solved is justified because those subspaces are dominated
by roundoff error and contribute negligible energy to the
solution and contribute principally to error; indeed, the error
can be amplified. Singular values whose ratio to the largest
singular value is less thanN times the machine precision are

FIG. 2. Performance envelope for broadside backscatter for a smooth pro-
late spheroid with soft boundary conditions as a function ofka and aspect
ratio. A converged solution is defined in this paper as one in which the
computation of additional modes changed the scattering amplitude by less
than 0.1% for a given value ofka. As the aspect ratio or value ofka is
increased, converged solutions are more difficult to obtain. Aspect ratio
~AR! is the ratio of length to width of the prolate spheroid (AR51 for a
sphere!. The semi-minor axis of the prolate spheroid is designated asa.

FIG. 3. Performance envelope for broadside backscatter by a smooth prolate
spheroid with rigid boundary conditions as a function ofka and aspect ratio.
Converged solutions are defined in the caption of Fig. 2.
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set to zero~Press et al., 1992!. This threshold value is
equivalent to the rank of the matrix, which is an estimate of
the number of linearly independent rows or columns of a
matrix. Eliminating erroneous subspaces yields a more stable
numerical result and a convergent solution at higher frequen-
cies; however, a disadvantage of the method is the potential
of removing some energy that contributes to the solution,
thereby diminishing the amplitude and structure of the re-
sults at higher frequencies. Therefore, the threshold used for
SVD must be set with care.

2. Truncation

Regardless of whether the wave functions are difficult to
compute and are susceptible to limitations of machine preci-
sion, numerical computation of an infinite series, such as in
Eqs. ~40! and ~43!, cannot be performed exactly due to the
fact that there are an infinite number of terms in the series.
Furthermore, the point at which the series must be truncated
is not necessarily obvious. For lower frequencies and smooth
spherical or smooth low-aspect-ratio spheroids~i.e., low ec-
centricity!, reaching a converged solution before the onset of
singularity is typically not a problem using currently avail-
able personal computers. As the frequency, aspect ratios, or
degree of irregularity are increased, roundoff error begins to
increase as a factor in preventing the solution from converg-
ing.

Given the importance of these numerical issues, a study
was conducted to explore the conditions under which the
solution would be reliable once numerically evaluated. The
‘‘performance envelope’’ of the FMM for broadside back-
scattering by smooth prolate spheroids of varying aspect ra-
tios for soft and rigid boundary conditions was investigated
~Figs. 2 and 3!.

In this study, a ‘‘converged’’ solution is defined as one in
which the computation of additional modes does not signifi-
cantly change the result for a given value ofka. Specifically,
the scattering amplitude for a converged solution~although
strictly a truncated form of the exact solution! changed by
less than 0.1%~an amount chosen arbitrarily in this study!
with the computation of additional modes, which correlated
very well with visual inspection. ‘‘Truncated’’ and ‘‘numeri-
cally stable’’ approximations are less objective and are a rela-
tive indication of the degree of reliability. Truncated approxi-
mations, as defined in this paper, employ a sufficient number
of modes to represent the scattering to a lesser degree of
accuracy than the above-defined converged solution, but still
generally predicts the overall scattering levels and finer
structure. Numerically stable approximations use a sufficient
number of modes to adequately represent the overall ampli-
tude, if not the finer structure, of the majority of the scatter-
ing. For both the soft~Fig. 2! and rigid ~Fig. 3! cases, the
solution was obtained for prolate spheroids with aspect ratios
ranging from 1:1~i.e., a sphere! to 13:1, andka ranging from
0 to 10. Note thata is the semi-minor axis of the prolate
spheroid,b is the semi-major axis, and the aspect ratio is
b/a. This assignment of notation~a andb! differs from that
in some literature, asa in this paper is intended to corre-
spond to a cylindrical radius for the elongated bodies. For
each of the two boundary conditions, a converged solution is

reached for the sphere and 2:1 aspect ratio prolate spheroid
for values ofka up to 10. As the aspect ratio is increased
beyond 2:1, the value ofka at which the solution is con-
verged falls off rapidly down to levels of 1.3~soft! and 1.2
~rigid! at an aspect ratio of 13:1. The truncated approxima-
tion and numerically stable approximation behave less pre-
dictably as a function ofka and aspect ratio, but indicate
generally decreasing convergence values ofka with increas-
ing aspect ratio. The value ofka at which a converged solu-
tion is reached in the soft case is generally higher than that of
the rigid case, particularly for aspect ratios of 8:1 or less.
This is consistent with the fact that the soft case does not
include an expression for the derivative of pressure as in the
rigid case@Eq. ~66!#, thus requiring fewer matrix manipula-
tions that would propagate roundoff error.

FIG. 4. FMM and exact solutions: Reduced target strength~in dB! as a
function of ka for soft, rigid and fluid spheres. Mass and sound speed con-
trasts for the~weakly scattering! fluid case areg51.043 andh51.052,
respectively. Exact solution calculation based on formulation from Anderson
~1950!.
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IV. NUMERICAL RESULTS

All of the results plotted in Sec. IV were generated using
Eqs. ~43!–~46!, ~54!, ~71!, and ~80! to illustrate predictions
as well as demonstrate the accuracy of the FMM in a wide
variety of applications. Predictions using the FMM are first
compared to those using the exact solution for soft, rigid, and
fluid spheres. Predictions are then compared between the
FMM and various formulations for smooth prolate spheroids
for a variety of aspect ratios, frequencies, and incidence and
scattering angles. Third, computations are presented for scat-
tering from a realistic, irregular body. Lastly, predictions are

presented for scattering by gaseous smooth prolate spheroids
in the region of resonance for various aspect ratios.

A. Spheres: Comparison with exact solution

Computing the scattering from the sphere is an essential
benchmark for the FMM since the exact solutions exist. The
results for the soft, rigid, and fluid spheres produced by the
FMM are identical to the exact solutions~Anderson, 1950! in
all three cases~Fig. 4!. In the case of fluid boundary condi-
tions, material properties for a weak scatterer~i.e., one hav-
ing properties resembling that of the surrounding fluid! were
used. The specific values were chosen to resemble zooplank-
ton tissue.

B. Prolate spheroids: Comparison with various
solutions

As mentioned earlier, accurately computing the scatter-
ing from a prolate spheroid is a difficult task, particularly at
high aspect ratios and high frequencies. Every scattering
model has its strengths and weaknesses, so to thoroughly test
the scope of applicability for the FMM, it is compared to a
variety of models within their ranges of performance. The
approaches used for comparison are the deformed finite cyl-
inder ~DFC! model, the T-matrix formulation, the boundary
element method~BEM!, the exact prolate spheroidal solu-
tion, and the Kirchhoff approximation. Note thata is the
semi-minor axis of the prolate spheroid,b is the semi-major
axis, and the aspect ratio isb/a.

1. Deformed finite cylinder model (DFC)

Stanton adapted his formulation for the finite cylinder
~Stanton, 1988a, b! to finite cylinders of deformation; e.g.,
prolate spheroids and uniformly bent finite cylinders~Stan-
ton, 1989!. The model, which is based on the modal series
solution for an infinitely long cylinder, has proven to be ac-
curate at broadside and near-broadside orientations to the
prolate spheroid for aspect ratios of 5:1 and higher~Partridge
and Smith, 1995!. The FMM compares well to the DFC for
the case of broadside backscatter from a rigid prolate spher-
oid of aspect ratios 2:1, 5:1, and 10:1~Fig. 5!. As the aspect
ratio is increased, results for the FMM are limited to lower
frequencies to maintain a converged solution. In the Ray-
leigh region (ka<1), the TS increases as expected, propor-
tional to (ka)4. Note also that the agreement between the
FMM and the DFC in the Rayleigh region improves as the
aspect ratio increases, reflecting the fact that the accuracy of
the DFC improves with aspect ratio, eventually coinciding
with the FMM results.

2. T-matrix method

The T-matrix method is a formally exact, numerical so-
lution that has been the focus of much research to date and
has proven to be an accurate model for numerous scattering
problems. In two earlier studies, the T-matrix approach has
been applied to backscatter and bistatic scattering by rigid
prolate spheroids with an aspect ratio of 2:1~Varadanet al.,
1982! and 10:1~Hackman, 1993! and will be compared with
FMM predictions. There is excellent agreement between the

FIG. 5. FMM and DFC: Reduced target strength~in dB! of rigid prolate
spheroids at broadside incidence as a function ofka for aspect ratios of 2:1,
5:1 and 10:1. DFC calculations are based on the formulation from Stanton
~1989!. The agreement between the FMM and DFC improves as the aspect
ratio increases, which is consistent with the fact that the DFC is valid in the
limit of high aspect ratio geometries.
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FMM and the T-matrix method in the cases of backscatter for
a 2:1 aspect ratio prolate spheroid at broadside (u0590°)
and oblique (u0545°) angles of incidence, as well as in the
bistatic geometry of broadside incidence (u0590°) and
end-on reception (u r50°) ~Fig. 6!. There is also excellent
agreement between the T-matrix and the FMM after increas-
ing the aspect ratio from 2:1 to 10:1 for the rigid prolate
spheroid in the case of broadside and end-on backscatter
~Fig. 7!. All of the cases in Figs. 6 and 7 illustrate the inter-
ference between the specular reflection and a Franz, or creep-
ing, wave, and the associated shifts in the peaks and nulls for
the different angles of incidence and reception~Uberall
et al., 1966!.

3. Boundary element method (BEM)

Francis~1993! developed a numerical method of com-
puting the scattering by a finite body using a boundary ele-
ment method based on a partial application of a Helmholtz
gradient formulation. The FMM and BEM agree perfectly to
high frequencies (ka510) in the case of end-on backscatter
for a 2:1 aspect ratio rigid prolate spheroid~Fig. 8!.

4. Exact prolate spheroidal solution

The exact solution for a prolate spheroid in prolate sphe-
roidal coordinates has been used by various investigators

FIG. 6. FMM and T-matrix: Magnitude of backscattered and bistatic form
function of a 2:1 rigid prolate spheroid as a function ofka for the cases of
broadside backscatter, backscatter at oblique incidence, and bistatic scatter-
ing. T-matrix results are from Figs. 3–5 of Varadanet al. ~1982!. The form
function is given in Eq.~46!.

FIG. 7. FMM and T-matrix: Magnitude of backscattered form function for a
10:1 rigid prolate spheroid as a function ofka for the case of broadside
incidence and end-on incidence. T-matrix results are from Fig. 37~a! of
Hackman~1993!. The form function is given in Eq.~46!.

FIG. 8. FMM and BEM: Reduced target strength~in dB! as a function ofka
for a 2:1 rigid prolate spheroid at end-on incidence. The agreement contin-
ues well pastka510. BEM results are from Francis~2001!.
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~Yeh, 1967; Furusawa, 1988; Yeet al., 1997!. While this is
formally an exact solution, it encounters the same numerical
challenges mentioned in Sec. III. Comparisons of the FMM
to the exact solution in the case of backscatter and forward
scatter for a range of incidence angles (u0530°,70°,90°)
demonstrate good to excellent agreement in all cases~Fig. 9!.

5. Kirchhoff approximation

The Kirchhoff approximation is a frequently used ap-
proximation for backscattering; however, it is generally lim-
ited to the geometric scattering region (ka@1), perfectly
reflecting boundary conditions~soft and rigid!, and near-
broadside incidence~Born and Wolf, 1999!. It is a conve-
nient approximation for the amplitude of the backscatter, but
does not accurately represent the oscillations in the ampli-
tude due to the interaction between the specular reflections
and Franz waves. Comparisons of the FMM to this approxi-
mation within the range of reliability of the Kirchhoff ap-
proximation further establish the consistency of the FMM.
Specifically, the reduced target strengths for broadside back-
scattering generally agree well for the single frequencies pre-
sented, with improved agreement as the frequency increases
~Fig. 10!. At ka51, the Kirchhoff approximation is near the
limit of its range of validity and underestimates the ampli-
tude. Additionally, it can be seen that the Kirchhoff approxi-

mation falls off much more rapidly than the FMM for allka
as the incidence angle moves away from broadside.

C. Irregular bodies: Comparison with Kirchhoff
approximation

As emphasized earlier, accurate computation of the scat-
tering by smooth elongated bodies is not a simple task, par-
ticularly as the aspect ratio and frequencies increase. The
additional complexity of an irregular surface further compli-
cates an already difficult problem. A key distinction of the
FMM is its ability to conformally map an irregular axisym-
metric surface to an orthogonal coordinate system that better
fits the scatterer surface. To demonstrate the practical appli-
cation of the FMM to a realistic, asymmetrical, irregular
body with non-Gaussian roughness, the acoustic scattering

FIG. 9. FMM and exact prolate spheroidal solution: Reduced target strength
~in dB! as a function ofka for a 10:1 rigid prolate spheroid at incidence
angles of 30°, 70°, and 90° for backscatter and forward scatter. There are six
lines plotted in each panel: three solid lines for the FMM and three dashed
lines for the exact prolate spheroidal solution for each of the angles speci-
fied. Exact prolate spheroidal solutions are from Fig. 7 of Yeet al. ~1997!.

FIG. 10. FMM and Kirchhoff approximation: Reduced target strength as a
function of tilt angle for a 5:1 soft prolate spheroid atka51, ka52, and
ka53. Kirchhoff approximation results are based on the formulation from
Born and Wolf ~1999!. The largest differences occur well off broadside,
where the Kirchhoff approximation characteristically underpredicts the scat-
tering. Tilt angle, a coordinate commonly used with fish, corresponds in this
case to angular deviation from normal incidence~0 deg!.
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by a gas-filled swimbladder from an alewife fish~Alosa
pseudoharengus! has been modeled and compared with the
Kirchhoff approximation for two representative shapes cor-
responding to the dorsal and ventral aspects of the swimblad-
der ~Figs. 11 and 12, respectively!. This particular problem
was chosen as fish are a significant scatterer of sound in the
ocean, and the swimbladder is the organ in the fish that gen-
erally dominates the scattering. A more extensive treatment
of this application is given in@Reederet al. ~J. Acoust. Am.
116, 747–761~2004!#. At these values ofka, soft boundary
conditions were used, given the high contrast in material
properties between the gas and surrounding tissue. There is
generally reasonable agreement between FMM and Kirch-
hoff for most values ofka for shape 1 in Fig. 11, but for
shape 2 in Fig. 12, the Kirchhoff predictions generally un-
derestimate the scattering relative to the FMM at angles well
off broadside.

D. Low ka resonance scattering for gaseous bodies:
Comparison with T-matrix and exact prolate
spheroidal solutions

In contrast to the cases of rigid and weakly scattering
objects described above whose scattering levels decrease
dramatically in theka!1 region, gaseous bodies have a
strong resonance in that region and have been the subject of
many earlier studies. Although in the lowka region there are

fewer restrictions in the calculations, challenges still remain
in the prediction of scattering from gaseous bodies with high
aspect ratios. In this study, the FMM is directly compared
with the T-matrix method and the exact prolate spheroidal
solution over a range of aspect ratios up to 20:1 for constant
volume prolate spheroids. Predictions from the T-matrix
method and FMM are compared in Fig. 13 for aspect ratios
up to 16:1. Results for aspect ratios up to 20:1 were pre-
sented by Feuillade and Werby~1994! using the T-matrix
method, as well as Ye and Hoskinson~1998! using the exact
prolate spheroidal solution. In addition, lowka resonance
scattering by gaseous bodies of higher aspect ratio~up to
100:1! was calculated using the FMM with no difficulties
relative to the numerical issues cited earlier. These ratios are
much higher than what has previously appeared in the litera-
ture ~Strasberg, 1953; Weston, 1967; Feuillade and Werby,
1994; Ye and Hoskinson, 1998!. The FMM accurately pre-
dicts the scattering in the resonance region—the increase in
the resonance frequency, the decrease in the resonance am-
plitude, and the broadening of the resonance peaks for pro-
late spheroids of constant volume and increasing aspect ratio
within the verifiable range of aspect ratios presented in the
literature~up to 20:1 aspect ratios!. The FMM also predicts
these same trends well beyond the aspect ratio of 20:1.

V. SUMMARY AND CONCLUSIONS

An extension of a two-dimensional conformal mapping
approach to scattering by irregular, finite-length bodies of

FIG. 11. FMM and Kirchhoff approximation: Target strength as a function
of tilt angle for irregular shape 1 atka51, ka52, ka53 andka54. Kirch-
hoff approximation results are based on the formulation from Clay and
Horne ~1994!. Shape 1 is shown in the bottom frame. The vertical axis is
exaggerated to better illustrate the irregularity of the surface. Normal inci-
dence corresponds to 0°. Positive tilt angle corresponds to the 0-mm end of
target being closer to transducer.

FIG. 12. FMM and Kirchhoff approximation: Target strength as a function
of tilt angle for irregular shape 2 atka51, ka52, ka53, ka54, andka
55. Kirchhoff approximation results are based on formulation from Clay
and Horne~1994!. Shape 2 is shown in the bottom frame. The vertical axis
is exaggerated to better illustrate the irregularity of the surface. Plotting
convention for tilt angle described in caption to Fig. 11.
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revolution has been presented for three boundary conditions.
The model conformally maps the coordinate variables of the
original coordinate system to a new orthogonal coordinate
system in which the locus of all points for which the new
radial coordinate is a constant exactly coincides with the
scatterer surface. The solutions to the transformed Helmholtz
equation are a general solution for the total pressure in the
case of far-field scattering from a finite body of revolution.
This model has been shown to be very accurate in the pre-
diction of scattering from smooth, symmetric bodies for a
wide range of frequencies~Rayleigh through geometric scat-
tering region!, scattering angles~monostatic and bistatic!, as-
pect ratios, and boundary conditions. Reasonable agreement
has also been demonstrated for irregular, realistic shapes
when compared to the Kirchhoff approximation. This work
represents a significant advancement by providing a numeri-
cally efficient formulation that is applicable over a wide
range of frequencies, scattering angles, and geometries for
soft, rigid, and fluid boundary conditions.

There is great potential for further development of this
model, including application to acoustic scattering by elastic
solids and shells. The implementation of better numerical
integration techniques, the use of extended precision format
of floating point arithmetic, or various smoothing techniques
~Yamashita, 1990! could delay the onset of ill-conditioned
matrices, accelerating convergence. New scaling techniques
based upon the physical scattering mechanisms could also
increase accuracy~Schmidt, 1993!.

ACKNOWLEDGMENTS

The authors would like to thank Dr. Daniel T. DiPerna
~Signatures Directorate, Naval Surface Warfare Center, Car-
derock Division, Bethesda, MD! who derived an early form
of the general solution and provided much guidance during
the course of this work. The authors would also like to thank
Dr. Trevor Francis of the University of Birmingham, UK, for
generously providing the BEM calculation for Fig. 8 and Dr.
J. Michael Jech of the NOAA/NMFS Northeast Fisheries
Science Center, Woods Hole, MA, for computing the Kirch-
hoff approximations for Figs. 11 and 12. This work was sup-
ported by the U.S. Navy, the U.S. Office of Naval Research,
and the Massachusetts Institute of Technology/Woods Hole
Oceanographic Institution Joint Program in Oceanographic
Engineering. This is Woods Hole Oceanographic Institution
Contribution No. 10701.

Anderson, V. C.~1950!. ‘‘Sound scattering from a fluid sphere,’’ J. Acoust.
Soc. Am.22, 426–431.

Born, M., and Wolf, E.~1999!. Principles of Optics, 7th ed.~Cambridge U.
P., Cambridge!.

Bowman, J. J., Senior, T. B. A., and Uslenghi, P. L. E.~1987!. Electromag-
netic and Acoustic Scattering by Simple Shapes~Hemisphere, New York!.

Clay, C. S., and Horne, J. K.~1994!. ‘‘Acoustic models of fish: The Atlantic
cod ~Gadus morhua!,’’ J. Acoust. Soc. Am.96, 1661–1668.

DiPerna, D. T., and Stanton, T. K.~1994!. ‘‘Sound scattering by cylinders of
noncircular cross section: A conformal mapping approach,’’ J. Acoust.
Soc. Am.96, 3064–3079.

Feuillade, C., and Werby, M. F.~1994!. ‘‘Resonances of deformed gas
bubbles in liquids,’’ J. Acoust. Soc. Am.96, 3684–3692.

Flammer, C.~1957!. Spheroidal Wave Functions~Stanford U. P., Stanford!.
Francis, D. T.~1993!. ‘‘A gradient formulation of the Helmholtz integral

equation for acoustic radiation and scattering,’’ J. Acoust. Soc. Am.93,
1700–1709.

Francis, D. T. I.~2001!. Personal communication.
Furusawa, M.~1988!. ‘‘Prolate spheroidal models for predicting general

trends of fish target strength,’’ J. Acoust. Soc. Jpn.~E! 9, 13–24.
Gaunaurd, G. C.~1985!. ‘‘Sonar cross sections of bodies partially insonified

by finite sound beams,’’ IEEE J. Ocean. Eng.10, 213–230.
Hackman, R. H.~1993!. ‘‘Underwater Scattering and Radiation,’’ inPhysi-

cal Acoustics, Vol. XXII, edited by A. D. Pierce and R. N. Thurston~Aca-
demic, San Diego!.

Hackman, R. H., and Todoroff, D. G.~1985!. ‘‘An application of the
spheroidal-coordinate-based transition matrix: The acoustic scattering
from high aspect ratio solids,’’ J. Acoust. Soc. Am.78, 1058–1071.

Hildebrand, F. B.~1964!. Advanced Calculus for Applications~Prentice-
Hall, Englewood Cliffs, NJ!.

Lakhtakia, A., Varadan, V. K., and Varadan, V. V.~1984!. ‘‘Iterative ex-
tended boundary condition method for scattering by objects of high aspect
ratios,’’ J. Acoust. Soc. Am.76, 906–912.

Laura, P. A. A. ~1994!. ‘‘Comments on sound scattering by cylinders of
noncircular cross section: A conformal mapping approach’’@J. Acoust.
Soc. Am.96, 3064–3079~1994!#’’ J. Acoust. Soc. Am.98, 3534–3535.

Levy, B. R., and Keller, J. B.~1959!. ‘‘Diffraction by a smooth object,’’
Commun. Pure Appl. Math.12, 159–209.

Morse, P. M., and Feshbach, H.~1953!. Methods of Theoretical Physics
~McGraw–Hill, Boston!.

FIG. 13. FMM and T-matrix: Magnitude of normalized backscattering am-
plitude as a function ofkae for a gaseous (g50.00126,h50.22) prolate
spheroid at broadside incidence. Results from the FMM~top panel! are
compared to results from the T-matrix method~bottom panel! from Fig. 4~a!
of Feuillade and Werbe~1994!. The single dots in the top panel are peak
amplitudes for aspect ratios listed in parentheses. The scattering amplitude
on the vertical axis is normalized to the peak amplitude of the sphere. As the
aspect ratio of the spheroid is increased beyond 1:1, the dimensions of the
spheroid are changed to maintain a volume equal to that of the original
sphere. Thus, theae in kae is the equivalent spherical radius of the object,
corresponding to the radius of the sphere~the 1:1 case shown! that has the
same volume as the prolate spheroid. Results for aspect ratios up to 20:1
were tabulated by Feuillade and Werby~1994! using the T-matrix method, as
well as Ye and Hoskinson~1998! using the exact prolate spheroidal solution.
There is excellent agreement among predictions from all three formulations
for aspect ratios up to 20:1.

745J. Acoust. Soc. Am., Vol. 116, No. 2, August 2004 D. B. Reeder and T. K. Stanton: Acoustic scattering



Neubauer, W. G.~1986!. Acoustic Reflection from Surfaces and Shapes~Na-
val Research Laboratory, Washington, D.C.!.

Partridge, C., and Smith, E. R.~1995!. ‘‘Acoustic scattering from bodies:
Range of validity of the deformed cylinder method,’’ J. Acoust. Soc. Am.
97, 784–795.

Press, W. H., Teukolsky, S. A., Vetterling, W. T., and Flannery, B. P.,~1992!.
Numerical Recipes in Fortran: The Art of Scientific Computing, 2nd ed.
~Cambridge U. P., Australia!.

Rayleigh, Lord~J. H. Strutt! ~1945!. The Theory of Sound~Dover, New
York!.

Reeder, D. B., Jech, J. M., and Stanton, T. K.,~2004!. ‘‘Broadband acoustic
backscatter and high resolution morphology of fish: Measurement and
modeling,’’ J. Acoust. Soc. Am.116, 747–761.

Schmidt, H.~1993!. ‘‘Numerically stable global matrix approach to radiation
and scattering from spherically stratified shells,’’ J. Acoust. Soc. Am.94,
2420–2430.

Stanton, T. K.~1988a!. ‘‘Sound scattering by cylinders of finite length. I.
Fluid cylinders,’’ J. Acoust. Soc. Am.83, 55–63.

Stanton, T. K.~1988b!. ‘‘Sound scattering by cylinders of finite length. II.
Elastic cylinders,’’ J. Acoust. Soc. Am.83, 64–67.

Stanton, T. K.~1989!. ‘‘Sound scattering by cylinders of finite length. III.
Deformed cylinders,’’ J. Acoust. Soc. Am.86, 691–705.

Strang, G. ~1986!. Introduction to Applied Mathematics~Wellesley-
Cambridge, Wellesley, MA!.

Strasberg, M.~1953!. ‘‘The pulsation frequency of nonspherical gas bubbles
in liquids,’’ J. Acoust. Soc. Am.25, 536–537.

Tobacman, W.~1984!. ‘‘Calculation of acoustic wave scattering by means of
the Helmholtz integral equation,’’ J. Acoust. Soc. Am.76, 599–607.

Uberall, H., Doolittle, R. D., and McNicholas, J. V.~1966!. ‘‘Use of sound
pulses for a study of circumferential waves,’’ J. Acoust. Soc. Am.39,
564–578.

Urick, R. J. ~1983!. Principles of Underwater Sound~McGraw-Hill, New
York!.

Varadan, V. K., Varadan, V. V., Dragonette, L. R., and Flax, L.~1982!.
‘‘Computation of rigid body scattering by prolate spheroids using the
T-matrix approach,’’ J. Acoust. Soc. Am.71, 22–25.

Waterman, P. C.~1968!. ‘‘New formulation of acoustic scattering,’’ J.
Acoust. Soc. Am.45, 1417–1429.

Weston, D. E.~1967!. ‘‘Sound propagation in the presence of bladder fish,’’
in Underwater Acoustics, edited by V. M. Albers~Plenum, New York!.

Yamashita, E.~1990!. Analysis Methods for Electromagnetic Wave Problems
~Artech House, Norwood, MA!.

Ye, Z., and Hoskinson, E.~1998!. ‘‘Low-frequency acoustic scattering by
gas-filled prolate spheroids in liquids. II. Comparison with the exact solu-
tion,’’ J. Acoust. Soc. Am.103, 822–826.

Ye, Z., Hoskinson, E., Ding, L., and Farmer, D. M.~1997!. ‘‘A method for
acoustic scattering by slender bodies. I. Theory and verification,’’ J.
Acoust. Soc. Am.102, 1964–1976.

Yeh, C.~1967!. ‘‘Scattering of acoustic waves by a penetrable prolate spher-
oid. I. Liquid prolate spheroid,’’ J. Acoust. Soc. Am.42, 518–521.

746 J. Acoust. Soc. Am., Vol. 116, No. 2, August 2004 D. B. Reeder and T. K. Stanton: Acoustic scattering



Broadband acoustic backscatter and high-resolution morphology
of fish: Measurement and modelinga)

D. Benjamin Reederb)

Department of Applied Ocean Physics and Engineering, Woods Hole Oceanographic Institution,
Woods Hole, Massachusetts 02543-1053

J. Michael Jech
NOAA/NMFS Northeast Fisheries Science Center, Woods Hole, Massachusetts 02543

Timothy K. Stanton
Department of Applied Ocean Physics and Engineering, Woods Hole Oceanographic Institution,
Woods Hole, Massachusetts 02543-1053

~Received 28 May 2002; revised 31 October 2003; accepted 11 December 2003!

Broadband acoustic backscattering measurements, advanced high-resolution imaging of fish
morphology using CT scans and phase-contrast x rays~in addition to traditional x rays!, and
associated scattering modeling using the images have been conducted involving alewife~Alosa
pseudoharengus!, a swimbladder-bearing fish. A greater-than-octave bandwidth~40–95 kHz! signal
was used to insonify live, individual, adult alewife that were tethered while being rotated in 1-deg
increments over all angles in two planes of rotation~lateral and dorsal/ventral!. These data, in
addition to providing the orientation dependence of the scattering over a continuous band of
frequencies, were also used~after pulse compression! to identify dominant scattering features of the
fish ~including the skull and swimbladder!. The x-ray and CT scan images of the swimbladder were
digitized and incorporated into two scattering models:~1! Kirchhoff-ray mode~KRM! model@Clay
and Horne, J. Acoust. Soc. Am.96, 1661–1668~1994!# and~2! conformal-mapping-based Fourier
matching method~FMM!, which has recently been extended to finite-length bodies@Reeder and
Stanton, J. Acoust. Soc. Am.116. 729–746~2004!#. Comparisons between the scattering predictions
and data demonstrate the utility of the CT scan imagery for use in scattering models, as it provided
a means for rapidly and noninvasively measuring the fish morphology in three dimensions and at
high resolution. In addition to further validation of the KRM model, the potential of the new FMM
formulation was demonstrated, which is a versatile approach, valid over a wide range of shapes, all
frequencies and all angles of orientation. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1648318#

PACS numbers: 43.30.Sf, 43.30.Ft, 43.30.Xm@WMC# Pages: 747–761

I. INTRODUCTION

Acoustic methods have long been used to rapidly and
synoptically survey marine organisms of ecological and eco-
nomic importance. These methods complement traditional
methods such as direct sampling with nets. Direct sampling
furnishes biological data such as abundance, biomass, direct
measurements of organism size and species identification,
but encounters problems such as net avoidance, small sam-
pling volumes, and catch destruction of delicate specimens.

Acoustically surveying the organisms could avoid these
problems, particularly in the case of large-scale synoptic sur-
veys that require high-resolution data~Gunderson, 1993;
Medwin and Clay, 1998!. Since acoustic sampling does not
directly produce biological data, inference of biological in-
formation from acoustic scattering by marine organisms re-
quires an understanding of the process by which those organ-
isms scatter sound.

Understanding the scattering mechanisms of fish is a
challenge due to the fact that fish anatomy is complex and
the acoustic scattering characteristics are correspondingly
complex. For example, Nashet al. ~1987! qualitatively illus-
trated the influence of the various anatomical components of
fish on scattering by performing length-wise acoustic scans
of whole fish, dissected swimbladders, and heads and verte-
brae~Fig. 1!. Given the complexities of the scattering char-
acteristics of marine organisms as illustrated in that and a
variety of other studies, detailed investigations must be made
into the scattering mechanisms of the animals in order to
determine and decipher the extent to which the various ana-
tomical features contribute to the overall scattering charac-
teristics. Studies must consist of careful, accurate measure-

a!Parts of this work were first presented at the Fall 2000 meeting of the
Acoustical Society of America, 2001 Institute of Acoustics Conference on
Acoustical Oceanography, and 2002 6th ICES Symposium on Acoustics in
Fisheries and Aquatic Ecology. Certain results were summarized in the
symposium proceedings papers: Stantonet al. ~2001!. ‘‘Broadband acous-
tic classification of individual zooplankton and fish: A review of recent
work,’’ in Proceedings of the Institute of Acoustics Conference on Acous-
tical Oceanography~April !, 181–188. Reeder, D. B., Jech, J. M., and Stan-
ton, T. K. ~2002!. ‘‘Broadband acoustic backscatter and high resolution
morphology of fish: Measurements and scattering models,’’ in Proceedings
of the 6th ICES symposium on Acoustics in Fisheries and Aquatic Ecology
~June!. Paper #101~3 pages!.

b!Current address: Department of Oceanography, Naval Postgraduate
School, Monterey, CA.
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ment of the acoustic scattering and associated modeling to
effectively elucidate these mechanisms. Due to the large
number of organisms that exist in the ocean, it is not possible
to study scattering by all species; however, organisms can
generally be categorized according to morphological groups.
For example, fish can be categorized by morphological char-
acteristics, such as size, shape, and the presence or absence
of swimbladders ~Foote, 2001!. Regarding zooplankton,
Stantonet al. ~1994, 1998a, 1998b! identified three major
categories: fluid-like~e.g., euphausiids, shrimp, copepods!,
gas inclusions~e.g., siphonophores!, and elastic shells~e.g.,
pteropods!.

A significant amount of research has been directed to
date toward measurements and modeling of acoustic scatter-
ing by fish. The reader is referred to reviews in Foote~1997!
and Medwin and Clay~1998! for a summary of the work.
Most of the measurements performed have involved back-

scattering at single frequencies~or more precisely, frequen-
cies within a narrow band!. Much of the quantitative descrip-
tions of the scattering has been through empirical target-
strength/length relationships determined from the
experiments. Although these have proven to be successful in
many survey operations involving common fish species, the
relationships are not predictive—that is, they cannot be ap-
plied directly to other types of fish. Various analytical and
numerical models of the scattering have also been developed
that are predictive. Each model is limited with respect to
frequency range, class of surfaces, types of boundary condi-
tions, eccentricity of shape, and/or numerical efficiency.
These models generally include only the swimbladder as the
dominant scatterer. While exclusion of all other body parts
generally works well for angles of incidence near the main
lobe of scattering~i.e., angles near normal incidence to the
surface of the swimbladder!, there is a potential for the mod-
els to underpredict the scattering for angles well away from
the main lobe where the other organs may contribute signifi-
cantly to the echo. Finally, model parameters of the swim-
bladder have normally been determined directly~through
dissection and measurement! or through traditional x rays.
The methods of dissection are normally quite tedious and
time consuming, while the x-ray method only provides infor-
mation in a single plane of projection.

As shown in the above studies, successful use of acous-
tics in ocean observations requires accurate scattering mod-
els for each category of animal, testing and refinement of the
models through accurate, extensive measurements of scatter-
ing from fish, and reliable algorithms for numerical imple-
mentation of the models. Very importantly, advanced scatter-
ing models must include scatterer shapes that closely
resemble the dominant scattering features within the fish.
This information requires high-resolution morphological
measurements of the fish to be made. Another important re-
quirement is that the acoustic scattering measurements be
conducted over a wide range of frequencies, preferably with
continuous coverage over the frequency band.

In spite of the need for broad spectral coverage, the ma-
jority of acoustic measurements on fish is in terms of target
strengths at single frequencies. Although this level of infor-
mation has been proven to be very useful for certain appli-
cations, such as fishery population estimates, traditional tar-
get strength measurements lack spectral coverage for
rigorous model development. Specifically, narrow-band mea-
surements are limited to discrete frequencies which restrict
the ability to measure frequency-dependent scattering
mechanisms, although this has been addressed, in part, by
the use of multiple discrete frequencies. Since an animal’s
scattering properties vary considerably with the frequency of
the transmitted signal, the use of broadband transducers of-
fers continuous coverage over a significant range of frequen-
cies, thus increasing the amount of information contained in
the signal. Furthermore, the broadband signals inherently
have high temporal resolution~which varies with inverse
bandwidth of the transmitted signal! which can be realized
through the use of an impulse signal or pulse compression of

FIG. 1. Relative acoustic pressure as recorded along the length for a large-
mouth bass showing relative scattering contributions by the whole fish,
head, vertebral column, and swimbladder. This qualitative illustration of the
dependence of fish target strength on changes in morphology was generated
through the use, in a laboratory, of a focused array transducer system that
scanned the length of the fish at 220 kHz in the near field. Adapted from
Nashet al. ~1987!.
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a longer signal~Chu and Stanton, 1998!. With high temporal
resolution, scattering features can possibly be resolved in
time and identified. In spite of the great advantages of broad-
band signals, relatively few studies have investigated and/or
exploited the animal’s spectral characteristics~Holliday,
1972; Kjaergaardet al., 1990; Simmonds and Armstrong,
1990; Zakharia, 1990; Bondarenkoet al., 1990; Simmonds
et al., 1996; Zakhariaet al., 1996; Au and Benoit-Bird,
2003!.

The need for broadband acoustic measurements and ad-
vanced scattering models that incorporate high-resolution
morphology is addressed in this study. Extensive broadband
acoustic measurements were conducted on live, adult alewife
~Alosa pseudoharengus!, which were tethered while being
rotated in 1-deg increments of orientation angle over all
angles in two planes of rotation~lateral and dorsal/ventral!.
Spectral and time-domain analyses identify dominant scatter-
ing features and demonstrate the extent to which the scatter-
ing depends on size, shape, acoustic frequency, and orienta-
tion angle. Traditional x rays and advanced techniques
involving computerized tomography~CT! scans were used to
rapidly and noninvasively image the anatomy of the fish so
that digitizations of swimbladder shape could be incorpo-
rated into two scattering models—the KRM~Kirchhoff-ray-
mode! model using traditional x rays~Clay and Horne,
1994!, as well as a newly developed scattering formulation,
the Fourier matching method~FMM! for axisymmetric
finite-length bodies@Reeder and Stanton, J. Acoust. Soc. Am.
116, 729–746~2004!#. The KRM model was chosen princi-
pally because it is based on the Kirchhoff-based modeling of
the swimbladder, which has been quite successful in previous
investigations. This approach has the additional capability of
accounting, to some degree, the scattering by the fish flesh.
The FMM formulation, which incorporated the CT scan im-
ages, is a versatile, numerically efficient model applicable
over a wide range of shapes, all angles, and all frequencies. It
was chosen in this study as a first test against experimental
data and for intercomparison with the Kirchhoff calculations.
Predictions by the two scattering models, using the morpho-
logical information, are compared to the acoustical back-
scattering laboratory measurements of the alewife. This
study represents both a first use of CT-scan technology for
comparisons between models and data as well as a first ex-
perimental investigation of the FMM model for use in pre-
dicting scattering by fish.

This paper is organized as follows. In Sec. II, basic de-
scriptions of target strength and pulse compression~PC! pro-
cessing of broadband signals are given, followed by a syn-
opsis of the Kirchhoff-ray mode and Fourier matching
method models. In Sec. III, the laboratory setup, methods
used for data collection, and measurements of animal mor-
phology are presented. Acoustic scattering results are pre-
sented in Sec. IV. Comparisons between model predictions
and measurements are made in Sec. V, followed by a discus-
sion and conclusions in Sec. VI.

II. THEORY

A. Definitions

The far-field scattered sound wave is expressed as

Pscat→
r→`

Pinc
eikr

r
f , ~1!

where Pinc is the pressure amplitude of the acoustic wave
incident upon the object,r is the distance between the object
and receiver,k ~52p/l, wherel5wavelength! is the acous-
tic wave number of the incident field, andf is the scattering
amplitude. The far-field scattering characteristics of the ob-
ject are fully described by the scattering amplitude. Given
the sometimes large dynamic range of the scattering ampli-
tude, it is often expressed in logarithmic terms for the case of
backscatter as target strength~TS!, expressed in units of
decibels~dB! relative to 1 m~Urick, 1983!

TS510 log10u f bsu2510 log10sbs, ~2!

wheresbs[u f bsu2 is the differential backscattering cross sec-
tion and differs from the often-used backscattering cross sec-
tion, s, by a factor of 4p (s54psbs). The term,f bs, is the
scattering amplitude evaluated in the backscatter direction.
Target strength is often normalized by the square of some
typical dimension to give the somewhat arbitrarily defined
reduced target strength~RTS!

RTS510 log10Usbs

L2U510 log10u f bsu2210 log10L2, ~3!

whereL is, in the case of elongated scatterers, the length of
the scattering object. In the case of a sphere, the target
strength is often normalized bypa2 instead ofL2, wherea is
the radius of the sphere. The average target strength is ex-
pressed in terms of the value of the average backscattering
cross section

^TS&510 log10̂ sbs&, ~4!

where the average in this study, denoted^...&, is performed
over the frequency band and before the logarithm operation
is performed.

B. Pulse compression

In order to resolve major scattering features such as the
skull and swimbladder of the fish, the received signal is com-
pressed in time by cross correlating the echo with the re-
ceived calibration signal. The result is a short, high-
amplitude signal with increased signal-to-noise ratio~SNR!.
This type of process is particularly effective for long, wide-
band signals such as those used in this study. This approach
is similar to the commonly used matched filter that involves
cross correlating the received signal plus noise with the
original signal without the noise~Turin, 1960!. In the case of
scattering from marine organisms, however, the exact scat-
tering characteristics of the animal are not known; therefore,
the ‘‘replicate’’ signal ~corresponding to the signal without
the noise! used in the correlation process for a true matched
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filter, is not known. Chu and Stanton~1998! suggested using
a different signal in the cross correlation: the received signal
obtained during calibration. This modified matched-filter
process is referred to as pulse compression and its output is
referred to as the compressed pulse output~CPO!. The re-
sultant output is a series of echoes, corresponding to the
dominant scattering features of the target.

C. Models

Two scattering models that are valid for elongated scat-
terers and for a wide range of frequencies and orientations
are used to compare with the experimental data: the
Kirchhoff-ray mode ~KRM! model which has previously
been applied to fish and the newly developed Fourier match-
ing method~FMM!.

1. KRM

The Kirchhoff-ray mode~KRM! model has been used to
compute the scattering from fish with a hybrid approach by
predicting the scattering by the swimbladder in the low-ka
region~wherea is the cylindrical radius of the swimbladder!
with a monopole (m50) mode to a cylinder solution and
predicting the scattering by the swimbladder and fish body in
the high-ka region with the Kirchhoff, or ‘‘ray,’’ approxima-
tion ~Clay, 1991, 1992; Clay and Horne, 1994!. For both
components of the solution, the scattering object is approxi-
mated by a series of 1-mm-long cylindrical elements con-
structed from the digitized shape of the body and swimblad-
der using traditional x-ray images. The cross-sectional
radius,a, is half of the width of each cylindrical element.

For the swimbladder scattering in the low-ka region
(ka<0.15), the cylindrical monopole solution is written as
the sum of the scatter fromNe elements

f bs
~sb)5

2 i

p (
j 51

Ne

b0e2 i2kv~ j !dx~ j !, ~ka<0.15!, ~5!

where f bs
~sb) is the backscattering amplitude as a function of

frequency @notation of SA in Clay ~1991! is replaced by
f bs

~sb)], b0 is the zero-order mode scattering coefficient,v( j )
is the displacement of the central axis of the fish from a
straight line, anddx is the incremental distance along the
length of the object. The termb0 accounts for the swimblad-
der resonance, although absorption is not included~Clay,
1991!.

For the swimbladder scattering in the high-ka region
(ka.0.15), the Kirchhoff ray approximation is used. An
equation similar in form to the above equation is used to sum
the backscattered rays fromNe swimbladder elements

f bs
~sb)52 i

Rfs~12Rwf
2 !

2Ap
(
j 50

Ne21

Asb~kfba~ j !11!1/2

3e2 i ~2kfbvU~ j !1Csb!dx~ j !, ~ka.0.15!, ~6!

whereR is a reflection coefficient,U andL indicate the up-
per and lower surfaces, wf refers to the water–fish interface,
fs denotes the swimbladder–fish body interface, fb denotes
the fish body, sb refers to the swimbladder, andAsb and C
are previously determined empirical amplitude and phase ad-

justments for smallka ~Clay and Horne, 1994!.
A similar expression using the Kirchhoff approximation

describes the scattering for the fish body in the high-ka re-
gion (ka.0.15)

f bs
~fb)52 i

Rwf

2Ap
(
j 50

Ne21

$~ka~ j !!1/2@e2 i2kvU~ j !

2~12Rwf
2 !ei ~22kvU~ j !12kfb~vU~ j !2vL~ j !!1C fb!#

3dx~ j !%, ~ka.0.15!, ~7!

where a is now one-half the width of the fish body. The
water-body density contrast and sound-speed contrast are
1.08 and 1.075, respectively@modified from Clay and Horne
~1994! for freshwater#.

The total scattering from the fish is given as

f bs
~ tot!5 f bs

~sb) , ~ka<0.15!, ~8!

5 f bs
~sb)1 f bs

~fb) , ~ka.0.15!, ~9!

where the choice of expressions using either Eq.~5! or ~6!
for f bs

~sb) is implicit in Eqs. ~8! and ~9! and depends on the
particular value ofka.

2. FMM

The Fourier matching method~FMM! used herein to
describe the scattering by the swimbladder involves the use
of a two-dimensional conformal mapping approach to de-
scribe scattering by axisymmetric, irregular, finite-length
bodies of revolution@Reeder and Stanton, J. Acoust. Soc.
Am. 116, 729–746!#. The model conformally maps the co-
ordinate variables of the original coordinate system to a new
orthogonal coordinate system in which the new radial coor-
dinate being a constant exactly coincides with the scatterer
surface. The solutions to the transformed Helmholtz equation
are a general solution for the total pressure in the case of
far-field scattering by a finite body of revolution. This model
has been shown to be very accurate~i.e., generally well
within 1 dB of the exact solution! in the prediction of scat-
tering by smooth, symmetric bodies for a wide range of fre-
quencies~resonance in the Rayleigh region through the geo-
metric scattering region!, scattering angles~monostatic and
bistatic!, aspect ratios, and boundary conditions. In the case
of irregular, realistic shapes, there is consistency between the
trends as well as some of the values predicted by the Kirch-
hoff approximation and the FMM-based calculations@Reeder
and Stanton, J. Acoust. Soc. Am.116, 729–746~2004!#.

Using a conformal mapping function of the form

G~r!5c21er1 (
n50

`

cne2np, ~10!

wherecn are the conformal mapping coefficients determined
by solving a system of nonlinear constraints using the
Newton–Raphson method, the coordinate system is mapped
to a new, orthogonal coordinate system in which the constant
radial coordinate exactly coincides with the scatterer surface
~in this case, an approximation to the swimbladder outer
boundary!. The scattering amplitude in the new coordinate
system is
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`

bnmi 2n21Pn
mS g~u,w!

r ~u,w! Deimv, ~11!

wherebnm are the far-field scattering coefficients that depend
on the shape and material properties of the scatterer,Pn

m is
the associated Legendre function,r (u,w) is the new radial
coordinate, andg(u,w) is a function of the new system. The
far-field scattering coefficients,bnm , are determined after
solving the transformed Helmholtz equation and satisfying
the boundary conditions at the surface of the scatterer. De-
tails and definitions of the parameters are in Reeder and
Stanton, J. Acoust. Soc. Am.116, 729–746~2004!.

The FMM results presented here are based upon the
scattering by the swimbladder alone—they do not include
the computation of scattering from the fish body. As a con-
sequence, the FMM will expectedly underpredict the scatter-
ing. Furthermore, given the complex shape of the swimblad-
der, approximations had to be made in order to use the FMM
model to predict the scattering. The challenge lies in the fact
that the outer boundary of the swimbladder cannot be de-
scribed in terms of a body of rotation. The problem was then
broken up into three parts, concerning the dorsal, ventral,
and side aspects separately using data from the CT scan.
Details of the procedure are given in Sec. III B.

III. EXPERIMENTAL METHODS

Seventeen adult alewife were used in the acoustic back-
scattering measurements during May, 2000. The morphology
of the fish was characterized through a combination of dis-
section and three radiographic technologies. The scattering
measurements were performed on individual fish secured in
a tether in a laboratory tank.

A. Animals

Alewife were chosen because they are readily caught
and are similar to the commercially and ecologically impor-
tant fish, Atlantic herring~Clupea harengus!, in their body
size, shape, and swimbladder construction~Fig. 2!. Both ale-
wife and Atlantic herring expand and contract their swim-
bladders primarily by transferring air via a pneumatic duct
between their esophagus and swimbladder.

The fish were collected as they were migrating upstream
to spawn in the freshwater ponds of Cape Cod, MA. The
standard~caudal! lengths~measured from the nose to the end
of the flesh near the tail! of these fish were quite uniform,
averaging 22 cm. Their body weights averaged 144 grams.
Since these fish were ready to spawn, their gonads were en-
larged @Fig. 2~b!#. The males’ gonads were approximately
10% of their body weight, while the females’ gonads equaled
as much as 15% of their body weight. The animals’ physical
dimensions and weights are summarized in Table I.

B. Morphometry of animal shapes: PCX and CT
scans

In addition to visual inspection of the fish~both whole
and in dissected form!, the morphology was investigated
through quantitative use of various radiograph
technologies—traditional x rays, phase-contrast x rays

~PCX!, and computerized tomography~CT! scans. This
study represents the first use of PCX and CT technologies in
the comparison of model predictions with measured scatter-
ing data from fish~although note, CT scans have been used
in the modeling of acoustic propagation within the head of a
dolphin ~Aroyan, 2001! and the modeling of acoustic scat-
tering by fish~Macaulay, 2002!!. Given the novelty of the
approach, a progression of images will be shown for inter-
comparison, beginning with traditional photographic images
and ending with images derived from a CT scan.

After the acoustic measurements were recorded, tradi-
tional x rays@Fig. 2~d!# of the fish were performed at the
Falmouth Animal Hospital in N. Falmouth, Massachusetts.
The ~live! fish were anesthetized and in air during the pro-
cedure. These x-ray images, measured in both the dorsal/
ventral and lateral planes, were later used to generate hand-

FIG. 2. Images of Alewife #18 used in the acoustic scattering experiments:
~a! whole fish; ~b! dissected fish showing enlarged gonads~large organ
immediately below swimbladder!; ~c! dissected fish with gonads removed to
expose the swimbladder; and~d! traditional x ray of whole fish showing
~dark! outline of swimbladder. The fish were collected as they swam up-
stream to spawn in the freshwater ponds of Cape Cod, MA; consequently,
their gonads were enlarged as seen in the images. All of the fish were adults
with an average caudal length of 22 cm and an average body weight of 144
grams.
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traced digitized objects of the swimbladder and fish body for
use in the KRM model as described in Jech and Horne
~2002!.

Traditional x rays are gray-scale images produced on a
film that is sensitive to the amplitude of energy absorbed by
an object. However, x rays change not only in amplitude, but
also in phase as the material distorts the wave as it passes
through the material. Traditional x-ray imagery ignores this
distortion, yet the newly developed PCX process captures
these phase changes, resulting in a high-resolution image that
contains much finer detail than traditional x-ray images
~Wilkins et al., 1996; Davis and Stevenson, 1996; Gureyev
et al., 2000!. PCX imaging, performed on an alewife at the
Commonwealth Scientific and Industrial Research Organiza-
tion ~CSIRO! in Melbourne, Australia, is sensitive to, and
illustrates well, the small-scale anatomical features of ale-
wife such as fins, ribs, striations in muscle tissue, gills, and
weakly scattering soft tissue~Fig. 3!. Such high-resolution

imagery dramatically aids the determination of the scattering
features in fish.

Additionally, high-resolution computerized tomography
~CT! scans were performed on an alewife at the Falmouth
Hospital in Falmouth, Massachusetts~Fig. 4!. The ~live! ale-
wife was anesthetized and in air during the procedure. The
CT scans are an efficient and noninvasive method of produc-
ing high-resolution three-dimensional images of fish. This
method is in contrast to the direct, but time-consuming,
method of microtoming~Foote, 1985; Ona, 1990!. The im-
ages produced by the scans were used to generate a three-
dimensional digital object of the swimbladder to be incorpo-
rated into the FMM scattering model. These data especially
helped in determining the radius of curvature of each cross-
sectional slice—an important element of the FMM model.
The alewife was scanned along the longitudinal axis of the
animal, producing 112 images 2 mm apart. ‘‘Slices’’ of the
fish were created to examine the morphology of the animal

TABLE I. Dimensions, weights, and use~yes/no! of acoustic,~traditional! x-ray, and dissection techniques for
each of the alewife used in the acoustic scattering measurements. Total length~TL! is the distance from the nose
to the tip of the tail. Caudal~standard! length~CL! is the distance from the nose to the end of the flesh near the
tail. PCX imaging was performed on Alewife #25. CT scans were performed on Alewife #3~not listed!.
Asterisks indicate cases in which gender was not determined.

Animal
desig

Animal
tag # Gender

TL
~mm!

CL
~mm!

Height
~mm!

Width
~mm!

Weight
~g! Acoustic:X-ray:Dissection

10 152 F 259 215 59.7 25.2 159 Yes:No:Yes
11 153 M 255 217 52.4 21.3 120 Yes:No:Yes
12 154 M 255 225 54.3 23.8 133 Yes:Yes:Yes
13 155 F 268 225 60.8 27.3 172 Yes:Yes:Yes
14 156 M 258 220 59.0 26.0 151 Yes:Yes:Yes
15 157 F 256 216 54.7 23.0 135 Yes:Yes:Yes
16 158 M 260 220 62.8 25.8 168 Yes:Yes:Yes
17 159 F 244 215 59.4 22.8 120 Yes:Yes:Yes
18 160 M 241 200 59.7 23.7 121 Yes:Yes:Yes
19 161 M 257 217 56.7 24.5 141 Yes:Yes:Yes
20 162 F 259 216 63.5 26.1 165 Yes:Yes:Yes
21 163 M 254 217 59.6 24.0 147 Yes:Yes:Yes
22 164 * 254 223 56.6 24.7 148 Yes:Yes:No
23 165 F 277 235 56.4 23.3 150 Yes:Yes:Yes
24 166 F 255 217 57.0 23.8 139 Yes:Yes:Yes
25 167 * 250 213 50.9 22.2 116 Yes:Yes:No
26 168 * 265 225 56.5 26.0 157 Yes:Yes:No

FIG. 3. Phase-contrast x ray~PCX! of Alewife #25. Imaging was performed at the Commonwealth Scientific and Industrial Research Organization~CSIRO!
in Melbourne, Australia. The PCX process is an extremely high-resolution imaging technique which is sensitive to weakly scattering body tissue. Slight
morphological details can be detected, such as the gills, fins, ribs, striations in the muscle tissue, gonads, and gut~Andrew Stevenson, personal communication,
2002!.
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in each cross section. The original CT images contained 500
3900 pixels, but were then cropped~referenced to a com-
mon pixel to maintain accurate physical proportions! for ease
of numerical manipulation. The CT images were then con-
verted to a three-dimensional binary matrix, each element of
which contained a ‘‘1’’ for each element of the original ma-
trix whose value was above a certain threshold. Using this
approach, a three-dimensional digital object of the fish was
produced~Fig. 5, upper panel!. A wire-cage diagram of the
fish body was then created to better illustrate the exact physi-
cal morphology of the fish and its swimbladder~Fig. 5, lower
panel!. Coordinate points were then extracted from the top,
bottom, and side boundaries of the digital object of the
swimbladder.

Each of the three boundaries was rotated about an axis
to form three bodies of revolution to separately model the
scattering in the two planes—dorsal/ventral and lateral.
There are two models associated with the dorsal/ventral
plane—one for the dorsal aspect and the other for the ventral
aspect. For the ventral and lateral models, the axis of rotation
was simply the straight line between the two outermost
points at the~front and back! ends of the swimbladder. How-
ever, given the straight profile of the dorsal side of the swim-
bladder~Fig. 5, lower panel!, this approach produced unre-
alistically small cross-sectional slices which significantly
underpredicted the scattering. This difficulty was remedied
by choosing an axis that passes through the center of the
middle section of the swimbladder, resulting in realistic val-
ues of cross-sectional radii. Once the surfaces were con-
structed, the points were used by the FMM to conformally
map each of the three swimbladder shapes into a new coor-
dinate system in which the new radial coordinate exactly
matches the surface of the body.

C. Acoustic data acquisition

The acoustic backscattering measurements were con-
ducted in a large freshwater tank at Benthos, Inc. in North

Falmouth, MA ~Fig. 6!. The experimental setup, similar in
concept to that described in Stantonet al. ~2000!, included
the use of a power amplifier, signal generator, a pair of trans-
ducers, preamplifier, bandpass filter, digital oscilloscope, and
personal computer. The oscilloscope acquired all data at a
4-MHz sampling rate. All of these components, except for
these particular transducers, were used in the experiment de-
scribed in Stantonet al. ~2000!. During the measurements,
the individual fish were secured in an acoustically transpar-
ent harness in the center of the acoustic beam and rotated.
Although all animals were alive and in good condition at the
beginning of each measurement, some died partway into the
measurement. The data presented here are from nine data
sets on three animals~15, 17, and 26!, all of which remained
alive for the entire measurement.

A pair of Reson TC2116 broadband acoustic transducers
was mounted horizontally in the tank facing the fish in the
tethering system, the center of which was attached to a
computer-controlled stepper motor which rotated the assem-
bly in 1° increments through two full rotations~720 pings
per data set!. The two transducers were identical and closely
spaced, one used as the transmitter and one as the receiver,
approximating a monostatic configuration. The use of two
transducers allows closer scattering ranges, minimizes the
effect of transmitter ringing, and makes the system easier to
calibrate. The fish were insonified with a shaped chirp signal

FIG. 5. Three-dimensional digital objects generated from CT scan imagery:
whole fish~upper panel! and wire-cage diagram of fish body with swimblad-
der object inside~lower panel!. The 112 images generated during the CT
scan were processed by a digital image processing algorithm to generate the
exact shapes to incorporate into the FMM for scattering predictions. The
swimbladder image from the CT scan was quite distinct, and there were no
issues in detecting and digitizing its outer boundary.

FIG. 4. High-resolution computerized tomography~CT! scan images of Ale-
wife #3 ~length of 24.2 cm; not listed in Table I! with their placement
indicated along the fish body. The black areas within the cross-sectional
slices include the swimbladder and gas inclusions in the gut, which is con-
nected to the esophagus near the head. The vertebral column and muscle
tissue can also be seen in the images.
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with a usable frequency spectrum ranging from 40 to 95 kHz
~Fig. 7!. The transmitted signal was shaped to make the com-
posite response of the transducer pair approximately uniform
over the usable bandwidth. The transmitted voltage time se-
ries, vbs

T (t), and the received voltage time series~the back-

scattered return echo from the animal!, vbs
R (t), were stored

on a personal computer for later analysis. The beamwidth of
each transducer at the intermediate frequencies was approxi-
mately 14°.

The tethering system consisted of a specially designed,
handmade harness~Fig. 6, inset! made of 4-lb. test fishing
line suspended in the tank by six lines to a frame mounted
just above the surface of the water and by six lines to a frame
near the bottom of the tank. The harness was designed to
hold the fish in the center of the acoustic beam and at a
constant range (r bs54.3 m) from the transducers as the fish
was rotated. The harness uses the least amount of material
possible so as to minimize any echoes that might interfere
with the experiment. The echoes from the harness could not
be detected above the background noise level. The harness
was also designed to provide just enough restriction to pre-
vent escape while allowing the fish to move as freely as
possible to minimize stress. The harness has six longitudinal
lines, one on the top, one on the bottom, and two along each
side. The vertical members of the harness are spaced more
closely together near the head of the fish to prevent escape,
and spaced farther apart toward the rear of the fish to allow
for freedom of movement. The vertical members near the
gills are spaced so as not to restrict the gills. The harness has
a cinch at the front that is tightened before the fish is slipped
head-first into the harness. Once the experiment is complete,
the cinch is loosened and the fish can be removed by slipping
it forward through the front of the harness, avoiding damage
to the fins and scales of the fish. The lines to each of the
points on the top and bottom frames can be used to adjust the
precise position of the harness in the tank. The bottom frame
is suspended just above the bottom of the tank by the six
bottom lines so that it is outside of the acoustic beam but
does not drag on the bottom of the tank.

Before each fish was placed in the tether, much attention
was given to ensuring that the harness was located in the

FIG. 6. Schematic of the laboratory
system used for measuring acoustic
backscattering by live, individual fish
as a function of angle of orientation
and frequency: tank, transducers, la-
sers used for alignment, stepper motor
to rotate the animal in the acoustic
beam, and acoustically transparent
tether system. The transducers and ro-
tation frame were drawn dispropor-
tionately larger than the tank to high-
light them. Also, the photograph of the
harness, shown in the inset, was en-
hanced so the thin monofilament could
be illustrated.

FIG. 7. Broadband chirp signals:~upper left panel! shaped chirp signal as
applied to the transmitting transducer and used during both the scattering
experiment and calibration;~upper right panel! signal as measured at the
output of receiving transducer in the calibration setup with the transmitting
transducer facing the receiving transducer;~lower left panel! frequency
spectrum of received calibration signal; and~lower right panel! envelope of
autocorrelation function~compressed pulse! of the received calibration sig-
nal which corresponds to matched filter output. The transmitted signal was
shaped to flatten the composite response of the transducer pair across the
frequency band of 40–95 kHz. The received calibration signal was stored
for later use in the analysis to generate absolute target strengths on a ping-
by-ping basis. The normalized compressed pulse output has sidelobes which
are numerical processing artifacts with maximum peaks of 0.365. These
sidelobes can introduce spurious artificial echoes in the analysis which must
be taken into account during interpretation of scattering features.
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center of the acoustic beam and was free of bubbles. Under-
water lasers were mounted and aligned on the bottom of the
transducers to aid in the alignment of the transducers~Fig.
6!. Because of the narrow transducer beamwidths involved
~averaging 14°!, these lasers proved to be indispensable in
the process of alignment. The tether system was adjusted so
that when the fish was placed in the harness for measure-
ment, the system would pivot about the approximate center
of its swimbladder. To eliminate bubbles coalescing on the
harness, all of the lines on the tethering system were thor-
oughly wetted and rubbed with a soap solution prior to mea-
surement. This process was done each time the tethering sys-
tem was taken out of the water for any reason. Additionally,
a small amount of soap was applied to each transducer face
before calibration and measurement to ensure good contact
with the water and to minimize adherence of bubbles that
could contaminate the acoustic signals.

The background reverberation of the tank was taken into
account for the scattering measurements. The background
reverberation signals~with no fish in the harness! were first
summed over approximately 500 pings and the resultant~un-
wanted! coherent echo was then stored in the digital oscillo-
scope. While collecting backscattering signals from the fish,
the stored background reverberation signal was subtracted
from the echo in real time by the oscilloscope. The difference
signal that was stored,vbs

R (t), during the experiment con-
sisted of the~time-gated! echo from the fish and random
noise of the entire system. Given the scattering geometry and
directionality of the transducers, echoes received from indi-
rect paths~i.e., fish–boundary–transducer! were not a factor.

The system was carefully calibrated prior to each set of
backscattering measurements following the pseudo-self-
reciprocity calibration procedure referred to by Urick~1983!
and given in detail by Stantonet al. ~1998a!. The system was
calibrated by mounting the transducers such that they faced
each other and were separated by a range ofr cal54.3 m. The
shaped chirp, transmitted calibration@vcal

T (t)# voltage signal
and the average of hundreds of received@vcal

R (t)# calibration
voltages were stored on a computer and used later in order to
calculate fish target strengths. The received calibration signal
was also used in the pulse compression analysis discussed in
Sec. II.

The calibration signal waveform was also used as the
transmitter waveform in the scattering measurements.
Through the above procedure, performing pulse-compression
processing and relating the scattered echoes to absolute mea-
sures of target strength is straightforward. Only the compos-
ite response of the system is needed, and it appears in terms
of transmit and receive voltages in the calibration equations
as described below. That is, the absolute source level, receive
sensitivity, and phase characteristics of the transducers are
not required to be known separately in this approach.

Taking into account the calibration data, the magnitude
of the scattering amplitude of the fish was computed for each
ping

u f bsu5
Vbs

R

Vcal
R

Vcal
T

Vbs
T

r bs
2

r cal
, ~12!

whereVbs
R , Vbs

T , Vcal
R , andVcal

T are the absolute values of the
Fourier transforms of the bandpass filtered voltage signals
vbs

R , vbs
T , vcal

R , andvcal
T ~Fig. 7!.

IV. EXPERIMENTAL RESULTS

The broadband signals have been analyzed in both the
frequency and time domains. The orientation dependence of
the scattering has been examined for each Fourier compo-
nent of the signal, and the spectral and temporal patterns
have been examined for every orientation angle. Given the
great difference in shape of the swimbladder in the dorsal/
ventral and lateral planes, the results from these different
planes are analyzed.

A. Spectral domain

Acoustic backscattering strength was observed to be
strongly dependent upon acoustic frequency and animal ori-
entation~Figs. 8–11!. These relationships are demonstrated
in both planes of scattering—dorsal/ventral and lateral. Gen-
erally, the target strength is maximum near normal incidence
to the swimbladder. Also, at fixed angles of orientation, the
target strength varies with frequency, represented by a series
of peaks and nulls~Fig. 11!. All plots in this paper either at
fixed frequency or versus frequency were a result of a Fou-
rier transform of the broadband echo with a 488-Hz band-
width.

The beamwidth of the main scattering lobes from the
fish generally becomes more narrow with increasing fre-
quency~Figs. 8–10!. Ventral aspect scattering is generally
less directional than corresponding dorsal aspects~Figs. 9
and 10!.

B. Time domain

The compressed pulse output~CPO! shows separation of
the echo into multiple highlights, apparently due to different
dominant scattering features in the fish~Figs. 12–14!. In
order to analyze this in terms of the scattering, time of arrival
has been converted into separation distances along the length
of the fish. The overall separation and structure of the high-
lights in the CPO are a strong function of orientation angle.
At normal incidence, there is generally a single, dominant
peak. At oblique angles of incidence, multiple significant
peaks are present in the received signal. The separation be-
tween the first and last arrivals tends to increase for angles
away from normal incidence.

The concept of partial wave target strength~PWTS! was
introduced by Chu and Stanton~1998! to characterize the
contributions by various individual highlights or partial
waves that make up the total backscattered signal from the
animal. PWTS is achieved by partitioning, or time gating,
the CPO to isolate scattering highlights of interest. The spec-
tral characteristics of the PWTS features of these echoes are
significantly different than that of the total signal~Figs. 15
and 16!.

755J. Acoust. Soc. Am., Vol. 116, No. 2, August 2004 Reeder et al.: Scattering by fish



V. MODELING AND COMPARISON WITH DATA

A. Relating scattering features to fish anatomy

The dependencies of acoustic backscattering strength of
the alewife on orientation, frequency, and morphology are
clearly seen in the data. The narrow width of the main lobes
indicated in Fig. 8 correlates to scattering from the relatively
long, narrow swimbladder and body. The difference between
dorsal and ventral scattering directivity in Figs. 9 and 10 is
also consistent with an elongated shape that also possesses a
difference in the curvature between the two sides@i.e., as
illustrated in Figs. 2~d!, 3, and 5, the ventral side of the
swimbladder is more rounded in the length-wise direction
than the dorsal side#. The pattern of peaks and nulls in Fig.
11 is consistent with constructive and destructive interfer-
ence between multiple rays scattering from different parts of

the body. The rays add constructively or destructively de-
pending upon the location of the part of the body from which
it is scattered, the frequency of the signal, and the angle of
orientation in relation to the source/receiver transducer pair.
Maximum target strength occurs near normal incidence, as
these multiple arrivals are in phase~or nearly so! and add
coherently to the total target strength. As the orientation
moves away from normal incidence, the arrivals become

FIG. 8. Magnitude of backscattering amplitude as a function of angle as
measured for Alewife 26 in the lateral plane at 50, 70, and 95 kHz. Each
point plotted is from a single ping. Tail-on orientation corresponds to 0°.
Each plot is on a linear scale, normalized to unity and based on a one-ping
recording for each 1° increment of rotation. For example, the center circle
represents scattering amplitudes with one-half the magnitude as those at the
outer circle.

FIG. 9. Target strength as a function of angle of orientation as measured for
Alewife 15 in the dorsal/ventral plane at 60 and 90 kHz. These data are
single-ping realizations as described in the caption to Fig. 8. This coordinate
system is different than that for Fig. 8, as it is in terms of the commonly
used ‘‘tilt’’ angle of the fish body, relative to the horizontal plane. Zero
degrees corresponds to normal incidence relative to the lengthwise body
axis for the dorsal or ventral sides~left and right panels, respectively!. For a
free-swimming horizontally oriented fish, 0° dorsal and 0° ventral angles
would correspond to a downward- and upward-looking acoustic transducer,
respectively. The negative and positive tilt angles would correspond to head
down and head up, respectively.

FIG. 10. Target strength as a function of angle of orientation as measured
for Alewife 17 in the dorsal/ventral plane at 60 and 90 kHz. The plotting
convention is the same as in Fig. 9.
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well out of phase and add destructively at certain frequencies
as evidenced by the one null and two broad peaks near nor-
mal incidence. At more oblique angles, the peaks and nulls
are more closely spaced as constructive and destructive in-
terferences occur at more frequencies within the band.

Through pulse-compression processing, the individual
arrivals from different parts of the body~which apparently
cause the interference patterns in the spectral plots! are re-
solved, resulting in several significant scattering features be-
ing extracted from the received signal~Fig. 12!. The separa-
tion of the largest peaks correlates with the physical
separation between the skull and swimbladder of the alewife
used in the experiment.

The separation in time of the arrivals from individual
scattering features in the fish as it rotated in the acoustic
beam is illustrated in Fig. 13. At tail-on orientation, the scat-
tering features nearest the tail scatter the incident wave first,
followed by scattering from other features as the incident
wave travels from tail to head. As the orientation moves
toward normal incidence, the time separation between the
partial waves decreases as the physical separation of the scat-
tering features along the line between the transducers and
fish decreases. As the orientation moves toward head-on, the

FIG. 11. Target strength as a function of frequency in the lateral plane as
measured for Alewife 15 at broadside, near broadside, and oblique angles of
incidence. These data are single-ping realizations. In this case, the oblique
angle was 30° from end-on, or 60° from normal incidence. The near-normal
incidence angle is 5° off normal.

FIG. 12. Envelope of normalized compressed pulse output~CPO! for Ale-
wife 15 at approximately 30° from tail-on orientation in the lateral plane
~single-ping realization!. The time delay on the horizontal axis has been
converted to distance~cm! to represent the spatial separation between the
scattering features of the fish, using the equation: separation
5(time delay)* c/(2 cos(b)), whereb is the angle of orientation relative to
the transducer beam~as per polar plot in Fig. 8!, andc is the speed of sound.
The processing sidelobe is an artifact of the pulse compression process, as
illustrated in Fig. 7; therefore, any peak significantly higher than the pro-
cessing sidelobe level represents a physical arrival from the fish.

FIG. 13. Envelope of normalized CPO~contour plot! for Alewife 17 as a
function of angle of orientation and time delay, depicting the changing CPO
as the fish is rotated from tail-on through normal incidence to head-on
orientation in the dorsal/ventral plane. Tail-on and head-on, in this case,
correspond to scattering geometries when the direction of the incident
acoustic signal is parallel to the lengthwise axis of the fish body, and inci-
dent upon the tail or head first, respectively~these directions also correspond
to the 0° and 180° angles illustrated in Fig. 8!. Each segment of the plot
corresponding to each degree of rotation is the CPO from a single realiza-
tion at that particular angle of orientation. Each segment is normalized to
unity, so that the maximum value shown within each orientation value is
unity. At angles near end-on, the individual arrivals are spread out in time,
whereas at angles near normal incidence~approximately 90°!, the individual
rays return nearly simultaneously. In this latter case, the overall duration is
at a minimum~again, near 90°!, although an illusion from this plot is that
the minimum occurs at a higher angle. Reduced echoes due to shadowing
are evident for angles near end-on incidence toward the end of each time
series~right side of upper and lower portions of plot!. This pattern of ex-
tended duration of echoes away from normal incidence indicates the impor-
tance of the scattering by the various features of the fish along its entire
length for angles well away from normal incidence.
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time separation increases again. The temporal distribution of
the arrivals from different significant scatterers in the fish in
Fig. 13 is apparent and is consistent with the physical sepa-
ration of the anatomical features in the fish. In order to fur-
ther elucidate the contributions of individual scatterers in the
fish as a function of orientation, temporal separation is con-
verted to spatial separation along the length-wise axis of the
fish ~Fig. 14!. The arrivals nearest the beginning of the time
series~line AB! and apparently from the swimbladder, are
generally the most significant contributors to the overall scat-
tering throughout the 90-deg rotation. The scattering near the
end of the time series~line A8B8!, is apparently from the
skull. These two features~line AB and A8B8! correspond to a
separation of approximately 12 cm, which is consistent with
the distance between the back sides of the skull and swim-
bladder. The echo from the skull is initially shadowed by the
body of the fish and cannot be detected acoustically~near
point A8!. As the fish is rotated toward normal incidence, the
skull exits the acoustic shadow, and the amplitude of the
arrival from the skull increases~near point B8!. The arrivals
that occur between the skull and swimbladder demonstrate
complicated variable scattering features that are orientation
dependent.

Partial wave target strength~PWTS! highlights the char-
acteristics of selected portions of the backscattered signal
and the interactions between multiple arrivals within the por-
tion ~Fig. 15!. The constructive and destructive interferences
between the multiple arrivals vary as the animal’s orientation
changes according to the separation~relative to the transduc-
ers! of the scattering features with respect to the wavelength
of the sound. At normal incidence, the multiple arrivals are

in phase~or nearly so! and add coherently, resulting in a
relatively flat response over the band. As the orientation
moves away from normal incidence, the arrivals add less
coherently, causing the individual waves to add destructively
at certain frequencies, which results in a series of peaks and
nulls in the target strength over the frequency band. If the
multiple arrivals are analyzed separately, the interference
mechanism can be further elucidated~Fig. 16!. The partial
wave target strengths of the individual first and second major
arrivals at oblique angles exhibit frequency responses that
were smooth and relatively slowly varying compared with
that of a combination of the two arrivals. This further illus-
trates the hypothesis that these resolved echoes are due to
multiple singular scattering features which make significant
contributions to the overall scattering.

B. Modeling the scattering

For all animals, it has been demonstrated experimentally
that the acoustic backscattering is strongly dependent upon
morphology, angle of orientation, and frequency. In an effort
to quantify these dependencies, the FMM and KRM models
were used for predictions of target strength vs angle to com-
pare to the acoustic measurements of the alewife. Although,
as shown above, there are several scattering features in the
fish, the FMM predictions are based upon scattering from

FIG. 14. Envelope of normalized CPO~‘‘waterfall plot’’ ! for Alewife 15 as
a function of angle of orientation~single ping per orientation! and time
delay converted to distance~along fish!, depicting the changing CPO as the
fish is rotated from tail-on to broadside orientation in the lateral plane. This
figure is similar to Fig. 13, except that the conversion of time delay to
distance allows better visualization of the scattering features and their
changes as a function of angle of orientation. The conversion changes the
appearance of the plot by making features parallel~or nearly so, as indicated
by the two lines! instead of crossing as in Fig. 13. Lines AB and A8B8
correspond to echoes from the swimbladder and skull, respectively. Also, in
contrast to Fig. 13,all values of the CPO are normalized by the same value
~global maximum of data! so that directional effects can be better illustrated.

FIG. 15. Normalized CPO, target strength, and partial wave target strength
~PWTS! of Alewife 15 at three different orientations~one ping per orienta-
tion! in the lateral plane. The plots on the right are TS~thin lines, taken
directly from Fig. 11! computed from the whole time series and PWTS
~thick lines! computed from the thick-lined~time-gated! portions of the time
series on the left.
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high-resolution representations of the swimbladder alone,
which is the dominant scatterer near normal incidence, mod-
eled with soft, or pressure-release, boundary conditions. The
KRM results are based upon the coherent addition of the
scattering from the swimbladder with soft boundary condi-
tions and the scattering from the fish body with fluid bound-
ary conditions.

Experimental data and accompanying model calcula-
tions are presented for two different fish~#15 and #17! at
dorsal and ventral aspects at three different frequencies
~Figs. 17 and 18!. There is generally reasonable agreement
between the models and data in the general structure of the
target strength as a function of orientation. Both models and
data demonstrate well the narrower acoustic beam pattern at
dorsal aspect compared to that of the ventral aspect, which is
consistent with morphology. Also consistent with morphol-
ogy is the position of the center of the main lobe near normal
incidence.

Both models compared best with the data within 20° of
the center~i.e., peak! of the main lobe of the scattering for
the case of dorsal aspect~Figs. 17 and 18, left columns!. In
those cases, the KRM predictions were either very close to or
slightly lower than the data. The FMM consistently predicts
target strengths lower than the data by about 3–5 dB. Under-
predictions in both cases can be explained, at least in part, by
the fact that only the swimbladder is taken into account with

the FMM and only the swimbladder plus body with the
KRM. Also, as discussed earlier, although the swimbladder
and body shapes were modeled at very high resolution, the
process still involved a series of approximations, which is a
source of error in the modeling both for dorsal and ventral
aspects.

For angles well away from the main lobe@such as be-
yond 20° off the center of the lobe~dorsal aspect case!#, the
KRM consistently predicts lower target strengths, sometimes
by up to 15 dB below the measurements. In contrast, the
FMM predicts target strengths that are much closer to the
data and, for some ranges of angles, the FMM predictions
were within the range of values of data collected while the
KRM predictions were below the range~Figs. 17 and 18, left
columns, bottom two rows!.

These differences between KRM and FMM predictions
for angles well away from the main lobe are expected. The
KRM, which is based on the Kirchhoff approximation at
these frequencies, is inherently inaccurate at angles well

FIG. 16. Normalized CPO, target strength, and partial wave target strength
~PWTS! for Alewife 15 in the lateral plane. All three pairs of panels are for
the same oblique angle of orientation, but represent processing of different
segments of the CPO. The top pair of plots is identical to the bottom pair of
plots of Fig. 15 for reference, while the lower two rows illustrate the char-
acteristics of the separate arrivals.

FIG. 17. Target strength as a function of angle of orientation for Alewife 15
in the dorsal/ventral plane at 45~top row!, 65 ~second row!, and 85 kHz
~third row!, and band-wide statistics of target strength as a function of angle
of orientation~bottom two rows!. The three frequencies in the top three rows
are representative of the measurements and predictions across the 40–95
kHz frequency band. FMM~solid lines!, KRM ~dashed lines!, and acoustic
scattering data~dots! are plotted in the top three rows. In the bottom two
rows, the average target strengths were computed by averaging the back-
scattering cross sections across the band before taking the logarithm. The
vertical lines in the bottom two rows depict the standard deviation about the
averaged measured values within the band, and the solid lines depict the
corresponding standard deviation about the averaged FMM~fourth row! and
KRM ~bottom row! predictions. The tilt angles are defined in caption to Fig.
9. Portions of the FMM predictions for the ventral aspect are not shown due
to numerical difficulties. The difficulties are due to the particularly irregular
interface of the ventral side of the swimbladder.
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away from the main lobe~which is associated with normal
incidence scattering by the swimbladder!, and expectedly un-
derpredicts the scattering levels in that region. The FMM, as
demonstrated in Reeder and Stanton, J. Acoust. Soc. Am.
116, 729–746~2004!, is valid for all angles of orientation.
Deviations between the FMM predictions and data in this
region are expected to be due to the approximations in the
modeling of the shape of the swimbladder~scattering well
off normal incidence is especially sensitive to precise shape
of target! and exclusion of other parts of the fish anatomy.

For the cases involving ventral aspect~Figs. 17 and 18,
right columns!, both models predicted the broadening and
shift ~toward positive tilt angle! of the main lobe from Ale-
wife 15 to Alewife 17. However, both models underpredicted
near the main lobe by a larger degree than with the dorsal
aspect cases. For angles more than 20° away from the main
lobe, the FMM predictions were generally closer to the data
than those from the KRM model~similar to the dorsal aspect
cases!. The biggest difference between the dorsal and ventral
aspect cases is the fact that the large gonads are directly
beneath the swimbladder@Fig. 2~b!#. One plausible explana-
tion for the larger discrepancy between predictions and data
in the ventral aspect case may be the added scattering by the
gonad.

VI. DISCUSSION AND CONCLUSIONS

There are several important advancements made in this
study involving use of advanced imagery of fish morphology,

broadband acoustical measurements, and the modeling:~1!
The CT-scan imagery, used for the first time in the compari-
son of measured scattering data and model predictions,
proved to be a useful tool in synoptically and noninvasively
mapping major morphological features of the fish. As sug-
gested above, this approach appears to be a viable alternative
to, or at least a method complementary to, the tedious pro-
cess of microtoming. In addition to the insight that this
method and the phase-contrast x ray provided in qualitatively
understanding the morphology of the fish without dissection,
the CT-scan data were useful in the modeling. The digitally
constructed 3D image of the swimbladder was used in this
case to provide the lengthwise profiles of the swimbladder
shape for the FMM model, as well as to aid in the determi-
nation of the location of the axis of rotation for that model.
~2! The broadband measurements provided information
across a continuous range of frequencies~simultaneously!
that was useful for the modeling. Furthermore, through pulse
compression of the broadband echoes, the data provided in-
sight into the dominant scattering mechanisms. For angles
well off normal incidence, the compressed pulse output pro-
vided quantitative data on the relative contribution of various
scattering features of the fish. For example, the importance
of the scattering by the skull for these angles was demon-
strated.~3! The comparison of model predictions with the
data provided further validation of the range of accuracy of
the KRM model, as well as providing a first test of the ap-
plicability of the FMM model with the fish scattering prob-
lem. Clearly, the Kirchhoff-based KRM model is valid for
angles of orientation near the main lobe of the scattering
~i.e., angles near normal to the swimbladder surface!. How-
ever, well away from those angles, the KRM approach
greatly underpredicts the scattering levels. The utility of the
FMM approach in this latter case is apparent, where the
model is valid for all angles of orientation~at least with
objects with simple shapes! @Reeder and Stanton, J. Acoust.
Soc. Am.116, 729–746~2004!#. Specifically, the FMM can
potentially provide accurate predictions of scattering by
swimbladder-bearing fish over a wider range of angles than
the KRM approach.

The above results yield potential for future advances.
For example, as the push for advanced, reliable, 3D models
of acoustic scattering by fish continues, there is a corre-
sponding need for high-resolution 3D information on the
morphology. The CT-scan imagery here provided valuable
3D morphological information for the fish-scattering models
and visualization of potential scattering features. In addition,
this information can be collected rapidly, as it already has for
the zooplankton acoustics problem~Laveryet al., 2002!. The
utility of broadband acoustics has already been demonstrated
in the ocean where incoherent processing of the broadband
echoes has allowed for discrimination of fish species~Sim-
mondset al., 1996; Zakhariaet al., 1996!. Through~coher-
ent! pulse-compression processing of the broadband echoes,
the scattering~at least in the laboratory! can be investigated
at high resolution and, as a result, scattering models can be
further advanced by allowing inclusion of parts of the
anatomy beyond the swimbladder. This advancement would
be especially important for angles well off normal incidence

FIG. 18. Comparison of model predictions with data for Alewife 17. The
plotting convention is the same as Fig. 17.
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where the contribution of the swimbladder does not neces-
sarily dominate the scattering. Finally, advanced scattering
models are needed to be accurate over a wide range of con-
ditions. New models such as the FMM and BEM~Foote and
Francis, 2002! have potential for modeling the scattering
over a much larger range of orientation angles and frequen-
cies than is currently possible, including near the resonance
frequency of the swimbladder. Carefully taking into account
high-resolution morphology as well as comparisons with
data over a wide range of frequencies and orientations will
help further advance the development of new models.
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Backscattering from the rough water-bottom interface can serve as a surrogate probe source in time
reversal. A time-gated portion of the reverberation then is refocused to the bottom interface at the
corresponding range@Lingevitchet al., J. Acoust. Soc. Am.111, 2609–2614~2002!#. In this paper,
reverberation nulling is investigated to enhance active target detection without a priori knowledge
of the environment. The basic idea is to minimize the acoustic energy incident on the corresponding
scattering interface by applying an excitation weight vector on the time reversal mirror which is in
the complementary subspace orthogonal to the focusing vector. Numerical simulations illustrate the
potential of reverberation nulling using a time reversal mirror. ©2004 Acoustical Society of
America. @DOI: 10.1121/1.1765194#
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I. INTRODUCTION

Assuming that the environment does not change signifi-
cantly over the two-way travel time, an acoustic time rever-
sal mirror ~TRM! refocuses an incident acoustic field to the
position of the original probe source~PS! regardless of the
complexity of the medium between the PS and TRM.1 Re-
cent time reversal experiments have demonstrated the robust-
ness of TRM in an oceanic waveguide at 450 and 3500
Hz.1–3 The focusing capability suggests potential applica-
tions of TRMs to sonar system concepts including reverbera-
tion minimization without a priori environmental knowledge.
For example, echo-to-reverberation enhancement recently
has been demonstrated experimentally in the 3 to 4 kHz band
in shallow water.4 A drawback to the practical use of TRMs
in sonar systems, however, is the apparent requirement of a
cooperating probe source.

Seafloor focusing was investigated in a recent time re-
versal experiment by placing a PS on the boundary~i.e., 1 m
off the seafloor! at 3 km range from the TRM resulting in the
peak at the focal range about 3 dB higher than the
background.5,6 Backscattering from the rough water–bottom
interface also can serve as a surrogate PS as described by
Lingevitch et al.7 The concept is based on the fact that a
time-gated portion of reverberation provides a transfer func-
tion vector between a TRM array and the range cell along the
bottom, which then is refocused to the corresponding bottom
interface.

In this paper, we are concerned with reverberation null-
ing in order to enhance active target detection recognizing
that focusing and nulling are complementary. The basic idea
is to minimize the acoustic energy incident on a specific
range cell on the boundary while more energy is projected
into the water column possibly illuminating targets. Although
interface roughness is not the only possible contributor to the
bottom backscattering, in this paper we neglect sediment vol-

ume scattering which could be dominant in soft sediments.8

Section II briefly reviews the scattering model imple-
mented to simulate reverberation from a rough interface in
an oceanic waveguide. Section III describes the concept of
reverberation nulling using time reversal techniquesvis-a-vis
array processing. Numerical simulations to demonstrate the
proposed method are presented in Sec. IV.

II. REVERBERATION MODEL

Reference 7 describes the scattering model implemented
in terms of normal modes based on the perturbation method9

to simulate reverberation from a rough surface in a two-
dimensional~x,z! Pekeris waveguide. In this paper, the rever-
beration model is extended to a general range-independent
waveguide environment. For simulation purposes, it is as-
sumed that the bottom roughness is the dominant contributor
to the backscattering. However, we can include contributions
from surface scattering, internal waves or volume scattering.
We also assume that both the environment and bottom
roughness are axisymmetric@i.e., ~r,z!# so there is no out-of-
plane scattering.

Based on the boundary perturbation method,10–12 the
modal representation of the backscattered field at a single
frequency is derived by Tracey and Schmidt9
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where the subscriptsw andb denote the water and bottom at
the interfacez5zint , respectively, and the prime8 indicates a
derivative with respect to depthz. Thebmn can be interpreted
as a mode-coupling matrix where the incident modem is
converted into the scattered moden since the scattering pro-
cess redistributes the acoustic energy among the scattered
modes.

The backscattered field due to multiple sources can be
obtained by a linear superposition and broadband pulses are
modeled with Fourier synthesis. In this paper, we confine our
interest to narrowband pulses.

III. REVERBERATION NULLING

A. Processing of reverberation data

This section describes how to process reverberation data
measured on the source-receiver array~SRA! or TRM. The
data are recorded on aN element SRA which is configured to
transmit an incident pulse of lengtht starting att5t0 ~trans-
mit mode!. The resulting reverberation time series is then
recorded on each element~receive mode!. Neglecting mul-
tiple scattering, roughness in the vicinity of a ranger will
contribute to the received reverberation over a time window

w~ t,r ,D!5H 1, ut2tc2t0u<D/2

0, ut2tc2t0u.D/2
, ~4!

where tc52r /c0 is the approximate round-trip travel time
andc0 is an average modal group speed.D is the width of the
temporal window used for processing which depends on the
source pulse lengtht, the dispersive properties of the wave-
guide, and the range resolution cell sizeDr . In an acoustic
waveguide, the range resolutionDr for a single frequency
point source is related to the mode interference distance be-
tween the lowest and highest modes involved,13 i.e., Dr
52p/(kmin2kmax). As will be shown in Sec. IV B, the range
cell size for rough interface reverberation is larger than that
for a point source due to the extended~diffusive! nature of
the distributed sources.

For a narrowband signal, typically we chooseD5t as
the time window and evaluate the Fourier component at the
center frequency to obtain anN-dimensional data vectord.
The basic idea of reverberation focusing or nulling comes
from the fact that the data vectord contains a transfer func-
tion vector between the SRA and the scatterers clustered
around ranger acting as a single~extended! probe source.
The reverberation then can be treated simply as a single
source problem in array processing and the data vectord
corresponds to a single snapshot. This suggests that a single
snapshot would allow us to obtain the transfer function to the
seafloor when there is a strong reverberation return, i.e., the
high reverberation-to-noise case.

In the next section we revisit the time reversal operator
~TRO! of the DORT method developed by Pradaet al.14–16

for selective focusing in multi-target media in the context of
reverberation and array processing. The method is general-
ized in beam space to enhance the backscattered reverbera-

tion level by ensonifying the water column with the full
source array rather than a single element as employed in the
original DORT method.7

B. Reverberation: Array processing

Assume that a TRM array consists ofN elements and the
medium contains a single pointlike scatterer with a target
strengths ~see Fig. 1!. We easily can extend it to the case
with multiple scatterers neglecting multiple scattering. We
also assume a high echo-to-noise ratio excluding the noise
component in the derivation. LetK denote a noise-free, two-
way data transfer matrix

K5@h#s@hTE#5@ h̃#@ h̃TE#, ~5!

whereh5@h1 ,h2 ,...,hN#T is the array transfer function vec-
tor ~multichannel Green’s function! between the scatterer and
the TRM array, and a superscriptT indicates a transpose. The
target strengths can be absorbed intoh̃ as h̃5Ash. E
5@e1 ,e2 ,...,eM# is an excitation matrix whose column vec-
torsei representM forms of excitation~or realizations! of the
array. For example,e5@1,1,...,1#T means simultaneous exci-
tation of the array elements~i.e., a broadside transmission!,

FIG. 2. Ocean environmental model used for the backscattered field simu-
lations. The SRA spans the water column from 10 to 106 m with 3 m
element spacing in 120 m water depth. The bottom roughness has 0.1 m rms
height and 15 m correlation length with a Goff–Jordan power law spectrum.
The sound-speed profile shows a typical downward refracting environment
with the thermocline spanning 20–50 m. The sound speeds are 1528 m/s at
the surface and 1508 m/s at the ocean bottom.

FIG. 1. The transfer function between a TRM and a scatterer with target
strengths.
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wherease5@1,0,...,0#T indicates excitation of the first ele-
ment only. For simplicity, we have not included explicitly the
transducer characteristics~transmitting and receiving sensi-
tivities! but have normalized them to unity. It is interesting to
observe that the apparent two-way data matrixK represents
simply the one-way transfer vectorh with various ampli-
tudes ofhTei at the scatterer.

Typically, a single transducer does not have sufficient
source level to yield significant backscatter so that simulta-
neous excitation~i.e., a beam! with maximum power is de-
sirable. Although we can use arbitrary beams, in practice it
will be difficult to excite high-angle beams efficiently~which
corresponds to the higher order modes! since this requires
both a dense sampling and long aperture of the TRM array.
Reference 7 proposed that the beams should be orthogonal to
each other and the processing be done in beam space by
projecting the data vector in element space onto beam space.
Here we use beams for excitation only and process the re-
ceived data in element space. Therefore, orthogonality of the
beams is not required. The advantage of using multiple
beams is to illuminate the boundary more uniformly.

Note thatM measurements correspond to the number of
snapshots in array processing andK is not a square matrix in
general. However, when the excitation matrixE is chosen to
be an identity matrixI with sizeN, the square transfer matrix
K reduces to the transfer matrix defined in the DORT
method.16 Note thatK is a rank 1 matrix for a single scatterer
and ideally a single snapshot allows for extraction of the
transfer function vectorh.

Now construct a covariance matrixR5KK † where †
denotes a conjugate transpose~Hermitian! operation. Then
the time reversal operator~TRO! is related toR as

TRO[K* KT5~KK †!* 5R* , ~6!

where* denotes a conjugate operation. The above relation-
ship is valid even whenK is not a square matrix although the
original TRO derivation assumedK was square. SinceR

5KK † is a rank 1 matrix for a single scatterer, the first
eigenvector is proportional to the transfer function vectorh.

C. Reverberation: Focusing and nulling

In this section, we estimate the transfer function by the
eigendecomposition of the covariance matrixR for either
focusing or nulling. An alternative to first forming the mea-
surement covariance matrix and then performing an eigende-
composition is to operate directly on the data transfer matrix
K using singular value decomposition~SVD!.

Consider the eigendecomposition of theN3N covari-
ance matrixR

R5(
i 51

N

l ivivi
† , ~7!

wherevi is the eigenvector corresponding to thei th eigen-
valuel i . We can break the sum into two parts: One for the
d largest eigenvalues and one for theN2d smallest eigen-
values

R5(
i 51

d

l ivivi
†1 (

i 5d11

N

l ivivi
† . ~8!

Note that most of the small eigenvalues are zero sinceR is
less than a full rank matrix~rank-deficient!. The number of
significant eigenvaluesd will be equal to the number of scat-
terersq assuming orthogonality of the transfer functions be-
tween them.16 We refer to thed-dimensional subspace as a
signal subspace and the (N2d) dimensional subspace as a
noise subspace.

Since focusing and nulling are complementary prob-
lems, the success of reverberation nulling depends entirely
on obtaining a transfer~focusing! vector representing the re-
verberation which leads to a single spatial degree of freedom
~DOF!. This can be done by selecting a time window less
than the corresponding reverberation range resolution which
will be discussed in Sec. IV B. The time-gated reverberation
then can reduce to a single source problem such that the first

FIG. 3. Extraction of a transfer function from reverberation data for focusing or nulling.~a! The time series shows the monostatic reverberation at the SRA
due to a broadside transmission. We construct a covariance matrixR using time-gated reverberation~6.25–6.35 s! excited by 5 different beams~excitation
vectorsei). ~b! Eigenvalue distribution of the covariance matrixR from 5 snapshots. The first eigenvector is used for bottom focusing in Fig. 4 while the linear
combination of the nondominant eigenvectors~20–26! in the subspace orthogonal to the focusing vector is used for nulling.
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eigenvector is dominant, i.e.,d51. The conjugate of the first
eigenvector is used as a new excitation weight vectorw on
the TRM for retransmission to focus the energy onto the
range cell, i.e.,wfocus5v1* . The resulting reverberation
should yield a strong return at the corresponding time win-
dow.

Once we have a focusing vector, nulling can be achieved
by choosing an arbitrary vector in the (N21)-dimensional
noise subspace orthogonal to the focusing vector in the one-
dimensional signal subspace. One example of a nulling
weight vectorwnull is

wnull5S (
i 52

N

vi D *
. ~9!

Note that we have a single weight vectors in the
N-dimensional space for focusing whereas there are many
choices of nulling weight vectors. The question then is then
how to select a nulling weight vector optimally in the sense
that maximum energy is projected into the water column.
Unfortunately, we cannot further optimizewnull since we
have no other information available from the reverberation
return except the transfer function between the array and the
corresponding range cell. It should be mentioned that the

proposed approach is similar to the eigenstructure approach
~e.g., MUSIC algorithm! in obtaining vectors spanning the
null subspace from a data covariance matrix.17

We easily can extend the approach to multiple point
nulling by selecting several different time windows. Unlike a
general multiple target problem, however, we can obtain the
covariance matrix for each range cell separately without wor-
rying about the cross terms between scatterers in different
range cells and build a new covariance matrix by combining
them i.e.,R5SRi . The nondominant eigenvectors then are
used to construct a new excitation weight vectorwnull for
simultaneous multiple point nulling. In the next section, we
will test the proposed method.

IV. SIMULATIONS

A. Environmental model

Figure 2 shows the waveguide environment model used
for backscattered field simulations. The SRA consists of 33
elements spanning the water column from 10 to 106 m with
3 m inter-element spacing in the 120 m deep water. The
sound-speed profile indicates a typical downward refracting
environment with the thermocline spanning 20–50 m result-

FIG. 4. Simulation results for bottom focusing and nulling from reverberation excited by a 100 ms Gaussian shaped probe source pulse at 1 kHz.~a! The
focused field at 4.7 km and~b! resulting enhanced reverberation at the corresponding time~6.3 s!. ~c! A null placed at the same position and~d! reduced
reverberation at the corresponding time. The colorbar level in~a! and~c! is normalized with respect to the maximum~0 dB! in the range-depth surface showing
the relative strength of the field. The geometric spreading term (1/r ) has been removed in~a! and ~c!.
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ing in substantial sound interactions with ocean bottom. This
profile justifies the neglect of surface scattering in the simu-
lations. The ocean-sediment interface has a roughness of 0.1
m rms and 15 m correlation length generated using a Goff–
Jordan power-law spectrum.18 These parameters were de-
duced from sub-bottom profiler data collected during a pre-
vious TRM experiment.4 The ocean bottom has a 2.5 m thick
sediment layer with a sound speed of 1520 m/s at the top
interface which also is similar to the environment discussed
in Ref. 4. Since the water column sound speed at this depth
is 1508 m/s, acoustic waves propagating above the critical
angle of 7.2° are highly attenuated. We use at5100 ms
Gaussian shaped pulse with a center frequency of 1 kHz. The
vector time series transmitted by the SRA is normalized such
that the maximum values across all elements and time is
equal to the maximum source level of 174 dB re 1mPa at
1 m.4

B. Reverberation nulling

The following is a summary of the reverberation nulling
procedure based on the approach described in Sec. III. We
assume that we observe a strong reverberation return in the
absence of targets.

~1! Generate reverberation time series corresponding to a
pulse lengtht by exciting the SRA~TRM! array withM
different beams thus obtainingM reverberation realiza-
tions ~snapshots!.

~2! Select a time windowD corresponding to the range of
interest and apply a Fourier Transform to each snapshot
at the center frequency to obtain a data transfer matrix
K5@d1 ,d2 ,...,dM#.

~3! Construct a data covariance matrixR5KK †.
~4! Perform the eigendecomposition ofR to obtain a set of

eigenvectors spanning the signal and noise subspaces,
respectively.

~5! Generate a vector time series based on a new excitation
weight vectorw for either focusing or nulling, broadcast
the generated time series and measure the reverberation
return.

Figure 3~a! shows an example reverberation time series
received by the SRA after exciting all of the SRA elements
simultaneously~i.e., a broadside transmission!. We collect
five different reverberation realizations or snapshots (M
55) from excitation with various beams~i.e., excitation vec-
tors ei). A reverberation signal spanning 6.25–6.35 s~i.e.,
time window ofD5100 ms) from each data set was selected
@denoted by the box in Fig. 3~a!# which corresponds to a

FIG. 5. Simulation results for focusing with:~a! A point source and~b!
time-gated reverberation shown in Fig. 4~a!. Note that reverberation focus-
ing in ~b! shows a diffusive nature due to the extended reverberation source
as compared to a point source in~a!, resulting in a larger range cell size in
reverberation.

FIG. 6. Simulation result for two point~2 and 4.7 km! nulling. Two cova-
riance matrices corresponding to each range (R1 andR2) are combined and
eigendecomposed at the center frequency of 1 kHz.~a! The backpropagation
with nondominant eigenvectors~25–30! at the center frequency and~b!
resulting reverberation showing two notches corresponding to each range.
The geometric spreading term (1/r ) has been removed in~a!.
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range around 4.7 km withc051500 m/s. The selected time
windows are Fourier-transformed and used to construct the
covariance matrixR at center frequency 1 kHz. Figure 3~b!
displays the normalized eigenvalue distribution showing
three significant eigenvalues. The first eigenvalue contains
more than 90% of the energy and the values decrease rapidly
with increasing number. We will use the first eigenvector for
focusing on the ocean bottom.

For nulling we have freedom to choose any of the eigen-
vectors in the noise subspace which excludes the first two or
three in this example or arbitrary combinations of them as
discussed in Sec. III C. It should be pointed out that some of
the eigenvectors are more effective than others in terms of
the distribution of energy within the water column and null-
ing patch size in range. However, this selection requires a
priori knowledge of the environment which is not available
in the proposed time reversal approach. Here a collection of
eigenvectors~20–26! with equal weighting is employed for
nulling.

Figure 4 shows the simulation results. The upper panels
display the backpropagated field at the center frequency to
demonstrate that the energy is either focused@Fig. 4~a!# or
nulled @Fig. 4~c!# at the intended range cell~4.7 km!. The
field strength is normalized with respect to the maximum~0
dB! in the range-depth surface and the geometrical spreading
term (1/r ) has been removed in Figs. 4~a! and ~c!. As ex-
pected, the reverberation return after backpropagation is en-
hanced@Fig. 4~b!# or reduced@Fig. 4~d!# at the corresponding
time t56.3 s. In the lower plots of Fig. 4, the reverberation
is averaged incoherently across the SRA channels. It is
shown in Fig. 4~c! that the backpropagated field creates a
null on the bottom area aroundr 54.7 km. Figure 4~d! shows
a notch of about 20 dB depth from the average reverberation
level around 6.3 s. This nulling process implies that we can
improve target detectability at this range by reducing the
returning reverberation while maintaining ensonification of
the water column.

It is appropriate here to discuss the relationship between
the source pulse lengtht, the time windowD, and the range
cell Dr . Given the environment and frequency, the natural
waveguide range resolutionDr for a point source is about
2p/(kmin2kmax)'30 m as shown in Fig. 5~a!. In the rever-
beration return, each sample is already integrated over a
range corresponding to half the pulse length (c0t/2575 m)
which is larger than the waveguide range resolution of 30 m.
Selecting a time window ofD5t increases the range by
c0D5150 m so that the total range interval represented by
the time window of reverberation is 225 m. As expected, the
resulting backpropagation in Fig. 5~b! shows the diffusive
nature of the extended reverberation as opposed to Fig. 5~a!
when a point source is placed at 4.7 km range and 120 m
depth. Opening up the time window too wide prohibits cap-
turing the transfer function properly. Empirical results from
our simulations indicate that a time windowD,2t results in
reasonable reverberation focusing and nulling.

Finally, we present simulation results with multiple
range nulling. Two covariance matrices are constructed sepa-
rately by takingD5100 ms time-gated reverberation time
series corresponding to 2 and 4.7 km, respectively. The com-

bined covariance matrix is decomposed into signal-and
noise-subspace eigenvectors. A linear combination of the
noise eigenvectors~25–30! then is used to generate two nulls
in the backpropagated field shown in Fig. 6~a!. Clearly, we
observe the nulls on the ocean bottom at 2 km and 4.6 range
simultaneously. The returning reverberation also shows two
notches att52.7 s andt56.3 s in Fig. 6~b!.

V. CONCLUSIONS

Bottom backscattering potentially can be used as a sur-
rogate probe source in a time reversal mirror. A time-gated
portion of reverberation can be processed to provide the
transfer function between a TRM array and the correspond-
ing range cell of an extended source. Reverberation nulling
is achieved by backpropagating an excitation weight vector
that is in the complementary subspace orthogonal to the fo-
cusing vector. As part of the derivation of the reverberation
nulling approach, it was shown that time reversal operator
~TRO! is a special case of the general data covariance ma-
trix. Numerical simulations were used to illustrate both fo-
cusing and nulling observed with the proposed method.
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When the bulk and shear moduli of the mineral frame are set to zero, the full Biot theory of wave
propagation in a porous medium such as a marine sediment reduces to Williams’ ‘‘effective density
fluid’’ ~EDF! model @J. Acoust. Soc. Am.110, 2276–2281~2001!#. Although eight material
variables appear in the EDF model, it is in fact tightly constrained, possessing just three degrees of
freedom: the phase speeds in the limits of low and high frequency,c0 andc` , respectively, and a
transition frequency,f T , separating the low- and high-frequency regimes. In this paper, an algebraic
approximation to the EDF model is formulated, which is termed the ‘‘modified viscous fluid’’
~MVF! model, involving only the three parameters (c0 ,c` , f T). Expressions are developed for
(c0 ,c` , f T) in terms of the eight material properties; and a comparison of the MVF and EDF
dispersion curves is performed, showing that they are essentially identical at all frequencies. Apart
from its computational simplicity, the MVF model provides insight into the effect of each material
parameter on the shape of the dispersion curves. For instance, the transition frequency scales as the
ratio of the pore–fluid viscosity to the permeability, but neither the viscosity nor the permeability
affects the limiting phase speedsc0 andc` . © 2004 Acoustical Society of America.
@DOI: 10.1121/1.1646672#
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I. INTRODUCTION

In a recent article, Williams1 developed an ‘‘effective
density fluid’’ ~EDF! model of acoustic wave propagation in
an unconsolidated, saturated porous medium such as a ma-
rine sediment. Based on the classical theory of Biot2,3 for
wave propagation in a two-phase, porous medium, the EDF
model is a reduced version of Biot’s original formulation in
which the~complex! frame bulk modulus and the~complex!
frame shear modulus have been set to zero. Neglect of the
elastic frame~in the context of Biot’s theory! amounts to
treating the porous medium as a homogeneous fluid, capable
of supporting Biot’s ‘‘fast’’ compressional wave but not the
‘‘slow’’ wave nor the shear wave of the full Biot theory.

Experimentally, the shear wave is observed to be weak4

and the slow wave is negligible, if present at all,5–10 in satu-
rated, unconsolidated granular materials. For such materials,
the ‘‘effective fluid’’ representation is probably reasonable.
Indeed, in an alternative to the Biot theory, developed re-
cently by Buckingham,11 in which the internal stresses arise
from intergranular traction rather than pore–fluid viscosity,
the absence of a mineral frame has been taken as a defining
feature of an unconsolidated sediment. Two types of wave
emerge from Buckingham’s model, a fast compressional
wave and a shear wave~even though there is no elastic
frame!, the latter arising naturally from the rigidity intro-
duced into the medium by the intergranular interactions.

Although the number of parameters involved in the EDF
model is four less than in the full Biot theory, the final result

for the complex sound speed@Eqs. ~13! and ~14!, in
Williams1# still involves eight variables, as listed in Table I,
which describe material properties. At first sight, so many
variables would seem to suggest that the EDF dispersion
curves are highly adjustable, but this is not the case. As may
be seen in Figs. 2 and 3 of Williams1 showing the frequency
dependence of the phase speed and attenuation, the EDF dis-
persion curves exhibit just three characteristic features:~1! a
low-frequency limit to the phase speed,c0 ; ~2! a high-
frequency limit to the phase speed,c` ; and ~3! a transition
frequency, f T , separating the low- and high-frequency re-
gimes in the phase speed and attenuation curves. As fre-
quency increases throughf T , the attenuation switches from a
low-frequency power-law scaling off 2 to a high-frequency
scaling of f 1/2 and the phase speed begins to increase above
the low-frequency value,c0 , to approach asymptotically the
limiting high-frequency value,c` . If the complex sound
speed can be represented by just the three parameters
(c0 ,c` , f T), it follows that the eight material variables
shown in Table I do not affect the predictions of the EDF
model independently, but instead these eight variables must
collapse into the three parameters (c0 ,c` , f T).

The phase speed and attenuation curves in Figs. 2 and 3
of Williams1 are reminiscent of the complex sound speed in
a purely viscous fluid12 or, equivalently, a Voigt solid.13 The
only difference is that, in a viscous fluid, the phase speed
diverges at high frequencies asf 1/2, which is tantamount to
saying thatc` is infinite, as opposed to the EDF model
wherec` is finite. Otherwise, the EDF model yields disper-
sion curves exhibiting the familiar characteristics of viscous
dissipation. This is perhaps not surprising, since the only loss
mechanism in the EDF model, and indeed in the full Biot

a!Also affiliated with the Institute of Sound and Vibration Research, The
University, Southampton SO 17 1BJ, United Kingdom. Electronic mail:
mjb@mpl.ucsd.edu
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theory, is viscosity of the pore fluid. As discussed below,
after introducing a minor modification, the expression for the
complex sound speed in a viscous fluid is found to match
accurately the phase speed and attenuation from the EDF
model at all frequencies.

In this article, the predictions of the EDF model are
summarized and compared with those of the modified vis-
cous fluid~MVF! model,14 the latter involving only the three
parameters (c0 ,c` , f T). Explicit expressions are derived for
these three parameters in terms of the eight material vari-
ables listed in Table I. It turns out that the MVF model is, for
practical purposes, indistinguishable from the EDF model
and, being purely algebraic, is easier to compute. The prin-
cipal advantage of the MVF model, however, is that it pro-
vides an elementary means of identifying the effects of the
material variables on the main features of the EDF dispersion
curves. For example, the limiting low- and high-frequency
phase speeds,c0 and c` , respectively, are independent of
both the permeability,k, and the pore–fluid viscosity,h;
these two material variables affect the dispersion curvesonly
as the ratio~h/k!, which appearsonly as a linear scaling
factor in the expression for the transition frequency,f T . Ob-
viously, it follows that if the permeability and viscosity are
scaled by the same factor, the dispersion curves from the
EDF model remain invariant.

Before proceeding with the development of the MVF
model, it is as well to point out that many authors have
applied the full Biot theory to the interpretation of wave
propagation data obtained from a wide variety of porous me-
dia, including consolidated and unconsolidated marine sedi-
ments~for a bibliography covering much of the relevant ma-
terial that had been published up until 1989, see the
monograph by Stoll15!. In other applications, the Biot model
has been incorporated into a parabolic equation for the pur-
pose of estimating acoustic propagation loss in ocean chan-
nels overlying poroelastic layers;16 and, in a rather different
arena, the Biot theory has been applied in the interpretation
of medical-acoustics data, particularly on ultrasonic wave
propagation in water-saturated cancellous and cortical
bone.17 Several authors have investigated the sensitivity of
the Biot dispersion curves to variations in the material pa-
rameters of sediments, a recent example being the paper by
Mu et al.,18 which includes references to earlier work on a
similar theme. Apart from the paper by Williams,1 however,
little has been done in the way of reducing the Biot theory to
a form that provides simple physical insights into the pre-
dicted dispersion relationships for unconsolidated marine

sediments. This is the aim of the following discussion.

II. SUMMARY OF THE EDF MODEL

In the following account of the EDF model, the nomen-
clature adopted is similar to that used by Williams.1 As the
symbols representing the eight material variables are identi-
fied in Table I, not all of their definitions are repeated in the
text.

According to Eq.~13! in Williams,1 the complex sound
speed,c, in the two-phase, EDF medium is given by

1

c
5Areff

H
, ~1!

where

H5F ~12b!

Kr
1

b

K f
G21

~2!

is the bulk modulus~i.e., the reciprocal of the compressibil-
ity! of the composite material. From an inspection of Will-
iams’ Eq.~14!, it is clear that the complex effective density,
reff , can be expressed in the form

reff~vt0!5r fH r11 ibr
F~vt0!

vt0

r21 ibr f

F~vt0!

vt0

J , ~3!

wherev is angular frequency andr is the bulk density of the
two-phase medium, as given by the following linear combi-
nation of the densities of the mineral grains and pore fluid:

r5br f1~12b!rs . ~4!

The two parametersr1,2 in Eq. ~3! have units of density and
are given by the expressions

r15a~12b!rs1b~a21!r f , ~5a!

r25b~12b!rs1~a22b1b2!r f . ~5b!

Clearly, the tortuosity,a, affectsr1 and r2 but appears no-
where else in the EDF model. Note that, in Eq.~3!, the fre-
quency dependence ofreff is contained exclusively in the
term (vt0)21F(vt0), where vt0 is a dimensionless fre-
quency, and the normalizing time is

t05
kr f

h
. ~6!

It is to be emphasized that the permeability,k, and pore–
fluid viscosity,h, appear in the EDF model only throught0 ,
and hence, as mentioned earlier, they affect the dispersion
curves only as the ratiok/h. Moreover,t0 appears only as
the normalizing factor in the dimensionless frequency
(vt0). A similar but not identical normalization was used by
Biot2,3 in the form of a ‘‘characteristic frequency’’f c

5b/(2pt0), which he used when plotting compressional
wave speeds as a function of frequency.

The functionF in Eq. ~3! was introduced by Biot3 to
account for the departure from Poiseuille flow through the
pores of the mineral frame as frequency increases. He de-
rived the expression

TABLE I. Nomenclature and values@after Williams ~Ref. 1!# for the eight
material properties relevant to the EDF model.

Material property Symbol Value

Porosity b 0.4
Density of mineral grains rs 2650 kg/m3

Bulk modulus of mineral grains Kr 3.631010 Pa
Density of pore fluid r f 1000 kg/m3

Bulk modulus of pore fluid K f 2.253109 Pa
Viscosity of pore fluid h 0.001 kg/m s
Permeability k 1.0310210 m2

Tortuosity a 1.25
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F~«!5
~«/4!T~«!

12~2i /«!T~«!
, ~7!

in which

T~«!5
2AiJ1~«Ai !

J0~«Ai !
, ~8a!

where Jn are Bessel functions of the first kind of ordern
50, 1. The argument ofF is

«5aAvr f

h
, ~8b!

wherea is the pore size parameter, an expression for which
has been derived by Johnson, Koplik, and Dashen:19

a5A8ak

b
. ~9!

On combining Eqs.~8b! and ~9!, it is evident that

«5«~vt0!5A8a

b
vt0, ~10!

thus confirming that frequency always appears in the EDF
dispersion relationship as the dimensionless productvt0 .

Equations~1!–~10! constitute the complete ‘‘fluid’’ Biot,
or EDF, model, although Eq.~3! for the effective density is
formulated slightly differently from the version in Williams1

in order to make explicit the dependence on the normalized
frequencyvt0 . Later, it will become clear that the transition
frequency,f T , is proportional to (t0)21, from which it fol-
lows that the only role of the permeability and the pore–fluid
viscosity is to scalef T by the factor h/k. This scaling
amounts to a simple translation of the EDF dispersion curves
along the~logarithmic! frequency axis, leaving their shapes
unchanged.

To expressf T in terms of the material properties, it will
be necessary to compare the MVF and EDF models, a pro-
cedure that will require the Taylor expansion of Eq.~1! to
first order in the normalized frequency,vt0 . The series is
straightforward to derive, although care must be taken to
expand the functionT in Eq. ~8! to fourth order in«, which
then yields the functionF to second order in«:

F~«!511
i«2

4
2¯ . ~11!

When Eq.~11! is combined with Eq.~1!, and after a little
more algebra, the following expansion, to first order invt0 ,
for the reciprocal of the complex sound speed is obtained:

1

c
5Ar

H H 11
ivt0

2b S r2

r f
2

r1

r D1¯J . ~12!

This expression, and hence also Eq.~3!, can be seen to cor-
respond to a time dependence of the form exp(2ivt). It is
obvious from Eq.~12! that, in the limit of low frequency, the
complex sound speed becomes real and is given by

c05AH

r
, ~13!

which is identical to Wood’s equation20 for a suspension of
noninteracting particles in a fluid. In his original papers,
Biot2,3 usedc0 as a normalizing factor in plots of the phase
speed of the dilatational waves of the first and second kind
~i.e., the fast and slow compressional waves!.

III. THE MVF MODEL

Wave propagation in a viscous fluid or a Voigt solid is
governed by a linear, second-order, partial differential equa-
tion of the form12,13

¹2c2
1

c0
2 c̈1t¹2ċ50, ~14!

where ¹2 is the Laplacian,c is the velocity potential, the
coefficientt is a viscous dissipation time, andc0 is still the
phase speed in the medium in the limit of low frequency.
From the solution of this equation, the reciprocal of the com-
plex sound speed,c̄, in a viscous fluid may be expressed as

1

c̄
5

1

c0

A11 ivt

@11v2t2#1/2, ~15!

where, for consistency with the EDF model, the time-
dependence has been chosen as exp(2ivt), as may be de-
duced from the plus~1! sign preceding the imaginary term
under the radical in the numerator. Equation~15! is a well-
known expression, which shows a frequency dependence
that exhibits two regimes, high and low, separated by a tran-
sition frequencyf T5(2pt)21.

By taking its real and imaginary parts, Eq.~15! yields
the following expressions for phase speed,c̄p , and attenua-
tion, āp , in a viscous fluid:

c̄p5@R~ c̄21!#215
&c0A11v2t2

@11A11v2t2#1/2

→H c0 , for vt!1,

c0A2vt, for vt@1,
~16!

and

āp5@vT~ c̄21!#5
v

&c0

@A11v2t221#1/2

A11v2t2

→H v2t

2c0
, for vt!1,

1

c0
Av

2t
, for vt@1.

~17!

Clearly, the high- and low-frequency limiting forms of the
attenuation in Eq.~17! are identical to those of the EFD
model, as exemplified in Fig. 3 of Williams.1 The low-
frequency limit of the phase speed in Eq.~16! also conforms
with the EDF model, but at high frequenciesc̄p in Eq. ~16!
scales asv1/2, unlike the phase speed from the EDF model,
which, as illustrated in Williams’ Fig. 2, asymptotes to a
finite limiting value,c` .
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The full frequency dependence of the EDF model, in-
cluding the high-frequency limiting behavior of the phase
speed, may be reproduced by making Eq.~15! a little more
general:14

1

c̄
5S 1

c0
2

1

c`
D A11 ivt

@11v2t2#1/21
1

c`
, ~18!

which is the form referred to earlier as the modified viscous
fluid ~MVF! model.@N.B.: As in Eq. ~15!, the plus~1! sign
preceding the imaginary term under the radical in Eq.~18!
corresponds to an implied time dependence of the form
exp(2ivt), consistent with the convention used in the EDF
model. This accounts for the difference between Eq.~18! and
its counterpart, Eq.~25!, in Ref. 14, where the imaginary
term is preceded by a minus~2! sign, corresponding to a
time dependence of the form exp(1ivt)]. By an extension of
Eqs.~16! and~17!, the phase speed and attenuation from the
MVF model may be expressed as follows:

c̄p5F 1

&
S 1

c0
2

1
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D HA11v2t211
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1
1

c`
G21
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and
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2 S 1
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2
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2t S 1
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2

1
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~20!

The value of the attenuation,āpT , at the transition fre-
quency, that is, whenv52p f T51/t, will be useful later as
a normalizing factor. From Eq.~20!,

āpT5
A&21

2t S 1

c0
2

1

c`
D , ~21!

where, it should be noted, the term on the right is inversely
proportional tot.

Obviously, if c` were infinite, Eq.~18! would reduce to
the expression in Eq.~15! for a true viscous fluid. Whenc`

is finite, however, the MVF dispersion curves are almost
identical in shape to those from the EDF model. In particular,
the high-frequency phase speed from Eq.~19! asymptotes to
c` , in accord with the EDF model.

For a quantitative comparison of the two models, it is
necessary to express the three parameters (c0 ,c` , f T) in
terms of the eight material variables of the EDF model. This
has already been done forc0 in Eq. ~13!. From the
asymptotic expansions of the Bessel functions in Eq.~8!, it
can be shown that the functionF in Eq. ~7! scales asAvt0 in
the limit of high frequency, and hence it follows from Eqs.
~1! and ~3! that

c`5c0A r2r

r1r f
. ~22!

Unlike c0 , the high-frequency phase speed,c` , depends on
the tortuosity,a, through the presence of the ratior2 /r1

under the radical in Eq.~22!. Expressions equivalent to those
in Eqs.~13! and~22! have been given by Williams,1 although
not in the context of the MVF model in Eq.~18!.

The one remaining parameter to be identified in Eq.~18!
is the transition frequency,f T5(2pt)21. This is readily de-
rived by expanding the MVF model@Eq. ~18!# in a Taylor
series to first order invt:

1

c̄
5

1

c0
F11

ivt

2

~c`2c0!

c`
2¯G . ~23!

On equating the first-order term here to that in the Taylor
series for the complex wave speed@Eq. ~12!# from the EDF
model, it is found that

t5
t0

b S r2

r f
2

r1

r D S c`

c`2c0
D . ~24!

Thus, the transition frequency,f T5(2pt)21, scales as
(1/t0), which, as has been shown in Eq.~6!, is proportional
to the ratio h/k. It is also evident thatt depends on the
porosity, b, and the tortuosity,a. Note that the transition
frequency,f T , differs from Biot’s2,3 characteristic frequency,
f c , through the presence of the terms in round brackets in
Eq. ~24!.

IV. COMPARISON OF THE EDF AND MVF MODELS

To compare the EDF and MVF models, it is convenient
to plot the dispersion curves as functions of the dimension-
less frequency,vt0/2p. Then the phase speed and attenua-
tion ~normalized toāpT) from both models are invariant to
changes in the permeability and the pore–fluid viscosity. As
for the remaining six material variables, we shall adopt the
values shown in Table I, which are the same as in Williams.1

With these material properties, the values of the three param-
eters characterizing the MVF model arec051607.6 m/s,
from Eq. ~13!, c`51752.1 m/s, from Eq.~22!, and f T

5266.46 Hz (t50.5973 ms), from Eq.~24!. The normaliz-
ing attenuation, from Eq.~21!, is āpT50.24 dB/m.

Figure 1 shows the phase speed normalized toc0 and the
attenuation normalized toāpT as functions of the normalized
frequency,vt0 . The curves in Figs. 1~a! and 1~b! have been
evaluated from the EDF model@Eq. ~1!# and the MVF model
@Eq. ~18!#. As noted above, the shapes of these curves are
universally valid for all values of permeability and pore–
fluid viscosity. To convert the normalized frequencies along
the abscissa to Hz, it is necessary only to multiply by the
factor t0

215104 Hz for the particular values of the material
variables in Table I. When the normalizing factors on the
ordinates are backed out, the EDF curves in Fig. 1 are seen to
be identical to those in Figs. 2 and 3 in Williams.1

The normalized transition frequency in Fig. 1 takes the
value f Tt050.026 65, which falls toward the lower end of
the low- to high-frequency transition region of the EDF
sound speed and attenuation curves~unlike Biot’s normaliz-
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ing frequency,f c5b/t0 , which falls well above the transi-
tion region!. Thus, f T provides a useful measure of the fre-
quency at which the transition from low- to high-frequency
behavior begins.

It is clear from Fig. 1 that the EDF and MVF models are
indistinguishable at high and low frequencies, and are almost
so at mid-frequencies, where the curves separate slightly but
by little more than the thickness of the lines themselves. The

natural conclusion is that, at all frequencies, the algebraic,
three-parameter MVF model provides a very good approxi-
mation to Biot’s ‘‘fluid’’ theory, as expressed through the
EDF model developed by Williams.1

V. POROSITY AND TORTUOSITY

The normalizations in Fig. 1 are useful for making the
comparison between the EDF and MVF models. For a me-

FIG. 1. Dispersion curves from the EDF model~red! and the MVF model~green! plotted as functions of normalized frequencyvt0/2p. ~a! Phase speed
normalized toc0 and ~b! attenuation normalized toāpT . The blue curves are from the EDF model but with Biot’s functionF set to unity. The transition
frequency,f Tt0 , and Biot’s normalizing frequency,f ct05b, are indicated on the frequency axes by the vertical arrows.
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dium described by the material properties in Table I, the
absolute values of phase speed and attenuation are readily
obtained from Fig. 1 by multiplying the normalized ordinates
by the respective normalizing factors,c051607.6 m/s and
āpT50.24 dB/m. In the following discussion, a simple
scheme is outlined for evaluating the three parameters
(c0 ,c` , f T) of the MVF model, and hence the normalizing
factors, for a more general set of values for the material
parameters.

Since the material constituents of many marine sedi-
ments are much the same, namely quartz–sand and seawater,
the surficial densities,rs and r f , and bulk moduli,Kr and
K f , of the solid and fluid phases are more or less invariant
~if minor temperature dependencies are neglected! from one
sediment to another, with representative values as given in
Table I. In contrast, the ratio of the permeability to the pore–
fluid viscosity,k/h, may vary by several orders of magnitude
between sediments, primarily due to differences in the
permeability15 and perhaps a weak temperature dependence
exhibited by the viscosity of seawater. However, the effects
of such variations on the wave properties predicted by the
EDF model have already been taken into account by plotting

the dispersion curves~phase speed and normalized attenua-
tion! in Fig. 1 as functions of the normalized frequencyvt0 .
Absolute frequency may be recovered oncet0 has been de-
termined from Eq.~6!. This leaves only two variables still to
be to dealt with in Table I, the porosity,b, and tortuosity,a,
of the granular medium, both of which may vary signifi-
cantly from one sediment to another.

According to Stoll,15 the tortuosity~also known as the
structure factor! may theoretically take values between 1 and
3; and, as summarized in Figs. 5, 6, and 9 of Buckingham,21

observations by Hamilton22,23 and Richardson24–26 indicate
that the fractional porosity may lie anywhere between 0.37
and 0.85, with the larger-grained sediments tending toward
lower porosities. The lower limiting value of the porosity is
exhibited by the coarser sands and, at 0.37, is consistent with
a random packing of smooth, uniform spheres.27,28 In the
finer sediments, the rms roughness of the grains may be com-
parable with the grain diameter, thus permitting enhanced
percolation of seawater between grains, which, according to
a geometrical, random-packing model by Buckingham,21

could account for the higher values of porosity observed in
the fine-grained materials.

Be that as it may, the normalized parameters (c` /c0)
and (t/t0) vary with the porosity and the tortuosity~but not
with the permeability or pore–fluid viscosity!. The func-
tional dependence of these parameters on porosity is plotted
in Fig. 2, where each curve is associated with a fixed value of
the tortuosity. The families of curves in Figs. 2~a! and 2~b!
were computed from Eqs.~22! and ~24!, respectively. The
low-frequency phase speed,c0 , given by Wood’s equation20

@Eq. ~13!#, is independent of the tortuosity but varies with the
porosity, as shown in Fig. 3.

Once the porosity and tortuosity of a sediment have been
specified, the corresponding values of (c` /c0), (t/t0) and
c0 may be read from the curves in Figs. 2 and 3. Dispersion
pairs ~phase speed and absolute attenuation versus fre-
quency! may then be computed directly from the MVF
model in Eq.~18! for any set of values~representing sandy
sediments! for the eight material variables. Alternatively,

FIG. 2. The normalized variables a! c` /c0 from Eq. ~22! and b! t/t0 from
Eq. ~24! as functions of porosity, with tortuosity,a51,1.25,1.5,...,2.75,3,
treated as a parameter.

FIG. 3. Low-frequency~Wood’s! phase speed,c0 , as a function of porosity,
from Eqs.~13!, ~2!, and~4!.
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since Figs. 2 and 3 yield the necessary normalizing factors,
the absolute values of phase speed and attenuation at a spot
frequency may be determined directly from the green curves
in Fig. 1.

In the case of muds, silts and clays, where the density
and bulk modulus of the mineral grains may vary signifi-
cantly from one material to another, it is probably easier to
abandon the graphical approach in favor of direct evaluation
of the three parameters (c0 ,c` , f T) from Eqs.~13!, ~22!, and
~24!. The phase speed and attenuation may then be computed
directly from Eq.~18! or Eqs.~19! and ~20!.

VI. BIOT’S FLOW FUNCTION, F

It could be argued that the functionF, introduced by
Biot to account for the high-frequency departure from Poi-
seuille flow through the pores, is the most complicated part
of the EDF model. As specified by Eqs.~7!–~10!, F exhibits
a frequency dependence that is not immediately apparent,
since it involves the ratio of two Bessel functions of complex
argument. Hence the effects ofF on the dispersion curves are
obscure, although it is fairly evident that the flow function
has little influence at low frequencies, where it takes a value
very close to unity.

To illustrate howF modifies the dispersion curves, the
EDF model@Eq. ~1!# has been evaluated withF set to unity
at all frequencies. The result for the normalized phase speed
and attenuation is illustrated by the blue curves in Fig. 1.
Below the transition frequency~i.e., f Tt050.026 65 on the
abscissa in Fig. 1!, it is clear thatF has a negligible effect on
the phase speed and attenuation. At mid-frequencies, with
F51, the phase speed is overestimated, as is the attenuation,
but in both cases by no more than about 2%; and at high
frequencies, the phase speed asymptotes toc` , just as it does
when using the full expression forF, but the attenuation
becomes constant, independent of frequency, rather than di-
verging asv1/2, as predicted by the complete EDF model.

Clearly, the effects ofF on the dispersion curves are
rather minor. Principally, the frequency dependence ofF
@Eqs.~7!–~10!# serves to ensure that the form of the attenu-
ation predicted by the EDF model is, ironically, no different
from that of a simple viscous fluid.

VII. CONCLUDING REMARKS

It is clear from the comparison of the EDF and MVF
models that the dispersion curves predicted by the ‘‘fluid’’
Biot theory are constrained to take simple shapes that are
governed by just three parameters, (c0 ,c` , f T). Two of these
parameters,c0 andc` , are the phase speeds in the limit of
low and high frequency, respectively, and the third,f T , is a
transition frequency that separates the high- and low-
frequency regimes in the phase speed and attenuation curves.
Embedded in these three parameters are the eight variables,
listed in Table I, that describe the material properties of the
saturated porous medium. Explicit, algebraic expressions
have been derived for all three parameters@Eqs. ~13!, ~22!,
and ~24!#, allowing the MVF model to be evaluated for any
set of the material properties.

The transition frequency,f T , scales inversely with a
normalizing time,t0 , which itself is proportional to the ratio
of the permeability to the pore–fluid viscosity~k/n!. These
two material properties appear nowhere in the ‘‘fluid’’ Biot
theory outsidet0 . In particular, the limiting low- and high-
frequency phase speeds,c0 and c` , respectively, are inde-
pendent of permeability and pore–fluid viscosity.

Taking as an example a typical sandy sediment repre-
sented by the values of the material properties in Table I, the
normalizing time,t0 , from Eq. ~6!, is 0.1 ms and, from Eq.
~24!, the transition frequency isf T5(2pt)215266.5 Hz.
Much below this frequency, the EDF model predicts a sound
speed close toc0 and an attenuation scaling asf 2; and much
above the sound speed asymptotes toc` and the attenuation
scales asf 1/2. It is, however, still an open question as to
whether the measured dispersion curves of sandy marine
sediments show a pronounced transition from low- to high-
frequency behavior somewhere around several hundred
Hertz. This is an issue that has recently been the subject of
debate within ONR’s SAX99 research initiative on the inter-
action of sound with marine sediments.14,29

An alternative possibility, and one that is consistent with
a grain-shearing argument,11 is that no such transition occurs,
and instead the phase speed and attenuation curves show
more or less constant~log–log! gradients at all frequencies,
including the band between 0.1 and 1 kHz. It is not easy,
however, to measure the dispersion at frequencies below 1
kHz with sufficient precision to distinguish between the two
theoretical predictions. New techniques that are currently un-
der development,30,31 involving a high-Doppler, airborne
sound source~a propeller-driven aircraft! and acoustic sen-
sors buried in the sediment, may yield sufficiently precise
estimates of the phase speed and attenuation in the frequency
band 0.1–1 kHz to resolve the issue.
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The formalism of D. Chu@J. Acoust. Soc. Am.86, 1883–1896~1989!# is used to detail the spatial
and time domain variations of the scattered field of a penetrable isovelocity wedge. The direct,
reflected, and diffracted field components, and their relationships, are investigated. Since
diffractions often dominate rough surface scattering, these waves are carefully studied, with
particular emphasis on the wave phenomena and transition behavior around the forward scattering
shadow boundary, where the causal relationship between the direct and diffracted fields is
specifically examined. The wave processes here, and above and below the geometrical shadow zone,
lead to complicated temporal and azimuthal variations of the field. The phenomenon of diffractions
associated with specular reflections of the source in the wedge faces is also studied. Among the
conclusions reached are~i! direct/reflected impulses arrive first, followed by and separated from
their associated diffractions; (i i ) the direct/reflected impulse is a delta function, with arrival
predicted by the source-receiver raypath travel time, and amplitude determined by spherical
spreading and reflection/transmission coefficients at the wedge faces; and (i i i ) diffractions are
causally associated with direct/reflected impulses interacting with the wedge apex, and their
amplitude depends on the degree of acoustic shadowing at the apex.@DOI: 10.1121/1.1772394#

PACS numbers: 43.30.Hw, 43.20.Fn, 43.20.Px@RAS# Pages: 777–789

I. INTRODUCTION

The motivation for the research presented here derives
from the need to develop practical acoustical methods for
imaging rough seafloors and finding objects lying on it or
embedded within it. Measurements of seafloor roughness
have shown that much of the seafloor has a power law spec-
trum, and thus a fractal character.1–3 Optical and sonar pic-
tures of the seafloor often show ensembles of wedges or
fractals. In this complicated environment the classical ‘‘sonar
equation’’ approach is inadequate, and scattering models that
assume the seafloor has a Gaussian PDF are wrong or mis-
leading. Our intention is to develop a ‘‘visualization’’ para-
digm for seafloor investigations, by creating accurate images
of the seafloor, its subsurface structure, and objects on the
seafloor, using time domain/multiple receiver techniques.

In order to even consider the inverse-imaging problem,
we need firm analytical and computational bases in forward
calculations, i.e., it is first necessary to be able to accurately
compute the scattered and reflected sound pressures in the
time domain, as observed by many receivers. A promising
and powerful approach to the forward problem is offered by
the use of a ‘‘wedge assemblage’’ method, in which the
rough surface is modeled as a network of many concatenated
wedge facets.4,5 The total scattered field is calculated as the

aggregate of contributions from the individual wedges, each
one of which can be calculated using a time domain wedge
scattering theory.

The impulse response is critically important in the con-
struction of a useful theory for study of the sound scattered
by rough interfaces, and especially the seafloor. In 1957, Biot
and Tolstoy6–8 introduced an exact closed form solution for
the acoustic impulse response of an infinite rigid wedge.
Their theory, which uses the method of normal coordinates,
gives a complete time domain description of the total acous-
tic field, incorporating direct, reflected, and diffracted wave
components. The normal coordinate method was subse-
quently extended to free~i.e., pressure-release! wedges9 and
free-rigid wedges.12 The accuracy and reliability of the ap-
proach has been established by comparison with experimen-
tal results. In particular, it has been shown that the normal
coordinate method exactly predicts both the amplitude and
phase of the time domain field, which is of critical impor-
tance in rough surface scattering and seafloor investigation
applications. For a general overview of the Biot–Tolstoy
theory and its extensions, experimental investigations, and a
comprehensive list of references, the reader is referred to a
recent textbook~Ref. 10, Chaps. 11 and 12, and references
therein!.

In the rigid, free, and free-rigid wedge theories, the
a!Electronic mail: cf@nrlssc.navy.mil
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boundary conditions at the wedge surfaces correspond to a
reflectivity R561, which means that the wedge faces are
impenetrable, and thus limits applicability in many cases of
practical interest. A significant step towards removing this
restriction was taken in 1989, when Chu11 used the normal
coordinates to determine the impulse response of an infinite
penetrable wedge, where acoustic transmission through the
surfaces may occur. He showed that, while the wave equa-
tion for the wedge problem is nonseparable for a general
penetrable wedge~i.e., when cÞc8 and r Þr8, where
c,c8/r,r8 are the sound speeds/densities of the two media!,
the assumption of an isovelocity and density contrast wedge
(c5c8,rÞr8) renders the problem solvable in cylindrical
coordinates. The solution Chu obtained is exact and com-
plete. His theory accurately describes the direct, reflected,
and diffracted components of the time domain field, in both
the exterior and interior wedge regions.

Chu’s development is important, since it greatly in-
creases the time domain functionality offered by the normal
coordinate method. It also facilitates the extension of the
wedge-assemblage method for rough surface scattering4,5 to
a broader range of seafloor environments. Shallow sediments
at the water–seafloor interface commonly have sound speeds
that are almost the same as the water, while their densities
are typically greater. The density contrast surface appears to
be a reasonable model for many features at the water–
seafloor interface, and isovelocity density contrast boundary
conditions are indicated in a surprisingly large proportion of
environments ~Ref. 11, Introduction!. Chu subsequently
adapted his theory for application to a shallow-water wedge
environment and showed that it achieved good agreement
with experimental data in cases wherec/c8 differed from
unity by up to 20%.12

Rigorous solutions for the general penetrable wedge
problem~i.e., where both the sound speed and density in the
two media are different! have been reported by Davis13 and
Budaev and Bogy.14 Both methods lead to CW, rather than
time domain, descriptions. The work of Davis requires the
solution of two simultaneous integral equations, while that of
Budaev and Bogy involves the iterative solution of a pair of
integral equations of the second kind. While these two types
of solution are exact, the requirement to solve integral equa-
tions makes it difficult to gain physical insight into the prob-
lem.

More recently, Davis and Scharstein15 and Davis16 de-
scribed an alternative time domain formulation of the density
contrast wedge problem, using integral transform techniques.
In cases where the wedge angle is a rational fraction ofp,
they were able to determine closed form expressions for the
time domain field. Novarini and Keiffer17 described a nu-
merical technique for implementing the formalism of Davis
and Scharstein for arbitrary wedge angles. We have used
Chu’s formalism to verify the calculations of Novarini and
Keiffer, and those presented by Davis and Scharstein using
their rational fraction expressions. Our analysis strongly in-
dicates that Davis and Scharstein’s formalism provides an
alternative, but equivalent, route to the results presented by
Chu in his original paper.

In the work described here we use Chu’s formalism to

perform a detailed investigation of the spatial and time do-
main variations of the scattered field of a penetrable wedge,
in order to better understand their implications for boundary
scattering applications. In this case we look at the field scat-
tered back into the medium where the source is located. The
direct, reflected, and diffracted field components are consid-
ered, and the relationship between them is investigated.
Since diffractions comprise the dominant component in
many rough surface scattering applications, it is critically
important to provide an exact qualitative and quantitative
description of these waves. In the case of a density contrast
wedge, the behavior of the diffracted field is significantly
complicated by the fact that the incident field is able to pen-
etrate, and~for exterior wedge geometries! may traverse
completely through, the wedge. For this reason, particular
emphasis is placed on a detailed study of the wave phenom-
ena and transition behavior around the forward scattering
shadow boundary. Exactly at this boundary, the direct inci-
dent field infinitesimally precedes the diffracted field and
complicated temporal and azimuthal variations of the field
are observed. The behavior of diffractions associated with
reflections in the faces of the wedge, particularly with refer-
ence to the reflectivity of the wedge surfaces, is also studied
for both exterior and interior wedge geometries.

The most important conclusions regarding the acoustic
scattering properties of penetrable wedges which result from
the work may be summarized as follows:~i! The direct/
reflected arrivals, and the diffracted arrivals associated with
them, are separated in the time domain, with the direct/
reflected impulse arriving first. (i i ) The impulse response for
the direct/reflected field is a delta function, and scattering
computations may be facilitated by substituting a formal
delta function@e.g., d(t2tsr), wheretsr is the travel time
from source to receiver# multiplied by the spherical spread-
ing reduction and the appropriate reflection and transmission
coefficients, as the pulse interacts with the faces of the
wedge. (i i i ) Diffraction arrivals are causally associated with
direct/reflected impulses which interact with the wedge apex,
and the diffraction amplitude is dependent on the degree of
acoustic shadowing at the apex. (iv) For an exterior wedge,
if the source creates an acoustic shadow, the azimuthal dif-
fraction pattern forms a lobe where the field amplitude
changes from negative to positive upon entering the geomet-
ric shadow zone, and other diffraction lobes may appear
which are associated with reflections in the wedge faces of
the wedge and whose amplitude depends on the reflectivity
of the faces. (v) For an interior wedge, acoustic shadows
cannot be formed, but diffractions associated with reflections
in the wedge faces can still occur whose amplitude depends
on the reflectivity.

In Sec. II of this paper we give a brief summary of Chu’s
penetrable wedge theory. Section III presents and describes
the computational results. Section IV contains a discussion
of conclusions.

II. CHU’S NORMAL COORDINATE PENETRABLE
WEDGE THEORY

To determine the impulse response of a penetrable
wedge ~see Ref. 11 for a full discussion!, two cylindrical
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coordinate systems are used to represent the field in the two
regions of the wedge@Fig. 1~a!#, an unprimed system~region
I! and a primed system~region II!, which are related by

u85u2uw , r 85r , z85z, ~1!

whereuw is the wedge angle in the unprimed system, and
uw8 52p2uw @see Fig. 1~a! for details of the coordinate sys-
tems used in Ref. 11#. The z axis is taken to lie along the
wedge apex. The velocity potential of the acoustic field in
region I,F(r ,u,z,t), satisfies the wave equation:
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where c is the sound speed in region I. This equation has
solutions:

fn5cnqn , ~3!

where

cn5Jnn
~kr !sin~gz!@an cos~nnu!1bn sin~nnu!#. ~4!

In ~4!, k21g25v2/c2, wherev is the angular frequency,
andan , bn are determined by satisfying boundary conditions
at the wedge interfaces. Corresponding expressions for the

solution in region II can be found using the primed quanti-
ties. The termqn in Eq. ~3! is the normal coordinate. It de-
scribes the time variation of thenth spatial normal coordi-
nate, and satisfies the simple harmonic equation:q̈n1v2qn

5Qn /mn , whereQn52lSH(2t), l is the bulk modulus,S
is the source strength~dimensions of volume per unit time!,
H is Heaviside’s step function, andmn is an orthonormality
factor determined through a spatial integration of the corre-
sponding wave function over regions I and II. Chu11 follows
the method of normal coordinates6–8 to determine the pres-
sure field at timet, which is given by

pr~r r ,u r ,zr ,t !5
2ror rc

2S
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3 (
n50
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D , ~5!

where

I n50 ~ t,t0!

5~1/2crrr o sinj!cosnnj ~ t0,t,t0!

5~21/2crrr o sinhh!sinnnpe2nnh ~ t>t0! ~6!

and

j5arccos@~r r
21r o

21z22c2t2!/2r r r 0#, uju<p,

h5arccosh@~c2t22~r r
21r o

21z2!!/2r r r 0#,
~7!

t05~1/c!@~r r2r o!21z2#1/2,

t05~1/c!@~r r1r o!21z2#1/2.

In these expressions,r o is the radial distance from the source
to the wedge apex,r r is the radial distance from the receiver
to the apex,uo is the source angle,u r is the receiver angle,z
is the distance along the apex from source to receiver,t0 is
equivalent to the transmission time for the shortest possible
direct ray path between the source and the receiver for a
given r r , r o , andz ~which actually occurs whenuo5u r , for
any givenuo), and t0 is the earliest time of arrival for a
transmission from the source to the apex, and then to the
receiver. The quantityDn is given by

Dn5ruw~an
2Dn

11bn
2Dn

212anbnDn
+ !1r8uw8 ~an8

2Dn8
1

1bn8
2Dn8

212an8bn8Dn8
+!, ~8!

where Dn
6516sinc(2nnuw) and Dn

+ 5nnuw sinc2(nnuw),
with equivalent definitions for the primed quantities. In Eq.
~5!, the subscripts ofao , bo , and ro , refer to the source
location. If the source is in region I, then these are written
an , bn , andr, otherwise they arean8 , bn8 , andr8. Similarly,
if the receiver is in region I, then the subscripts ‘‘r’’ are
replaced by ‘‘n’’ ~andr r by r!, otherwise the primed quan-
tities are used.

FIG. 1. The wedge geometry.~a! The coordinate systems used in Chu’s
theory. Equation~1! indicates that the azimuthal angle for a receiver placed
in region II, as expressed in theunprimedcoordinate system, would be
given by u r5u r81uw , where u r8 is the angle in theprimed system.~b!
Geometry and notation used for the computations discussed in the paper.
The source and receiver~s! are placed on the circumference of a circle of
unit radius whose center is located at the wedge apex. Thez axis lies along
the apex. Bothũo andũ r are measured counter-clockwise from a line drawn
vertically downwards from the apex.
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The pressure fieldpr in Eq. ~5! is directly related to the
source strengthS. The coefficientsan , bn , an8 , bn8 are related
to each other through a system of homogeneous equations,
which necessitates the choice of a normalization scheme for
their solution. However, since these quantities always appear
as double products~i.e., an

2, anbn , bn8
2, etc.! in both the

numerator and denominator of Eq.~5!, the specific normal-
ization scheme chosen is immaterial, since the proportional-
ity factor cancels, and does not affect the field calculations.
Also, the homogeneous equations have a nontrivial solution
only if the determinant of coefficients is zero, when it yields
the characteristic equation

~r21r82!sinnnuw sinnnuw8 22rr8 cosnnuw cosnnuw8

12rr850. ~9!

The roots of this equation provide discrete eigenvaluesnn ,
which appear in the series expansion in Eq.~5! for the total
acoustic field.

Equation~6! indicates that the field solution falls into
three time regions. Whent , t0 , none of the direct, re-
flected, and diffracted waves are present, and the field is
zero. Whent0 <t ,t0 , direct and/or reflected arrivals may
occur, depending on the particular wedge geometry and the
source and receiver locations. Both Chu11,12 and Davis and
Scharstein15 have shown that these arrivals are delta func-
tions corresponding to transmissions directly from the
source, or from images of the source reflected in the faces of
the wedge. Whent > t0 , a diffracted arrival may occur. The
time domain calculations presented here show the time sepa-
ration between these two types of arrivals, with the direct/
reflected component always preceding a diffracted field
which is associated with it. We study both the time domain
behavior and azimuthal variation of these waves for several
geometric configurations of wedges with different density
contrasts.

III. RESULTS OF COMPUTATIONS

All of the field calculations discussed here are based
upon the geometry shown in Fig. 1~b!. The acoustic~point!
source and the receiver~s! are placed on the circumference of
a circle of unit radius~i.e., r r5r o51) whose center is placed
at the wedge apex, with thez axis of the cylindrical coordi-
nates along the apex. We letz50 andc51. These parameter
choices are used to ‘‘normalize’’ the calculations for the pur-
poses of comparison. For the geometry depicted in Fig. 1~b!,
t052. A value of t052 s would apply in an underwater
acoustics experiment, for example, ifr r5r o51500 m, z
50 m, andc51500 m/s.

The source/receiver angles are measured counter-
clockwise from a line drawn vertically downwards from the
apex, and the wedges are located symmetrically athwart this
line. This convention for referencing the source (ũo5uo

1uw8 / 2) and receiver (ũ r5u r1uw8 / 2) angles is that of
Davis and Scharstein.15 While it differs from the convention
used by Chu,11 the transformation between the two is alge-
braically straightforward, and does not adversely complicate
the implementation of Chu’s formalism, which is used to
perform all of the computations shown here. The source

~strengthS51) is located in region I, so thatuw is the upper
wedge angle@shown as an exterior angle in the particular
case depicted in Fig. 1~b!#, anduw8 is the lower wedge angle.

A. Computational implementation of the penetrable
wedge theory

Chu’s theory provides an efficient general approach for
determining the acoustic field throughout the penetrable
wedge system, on both sides of the wedge boundary, for all
wedge angles, and for all times following the original source
emission, by using computations to determine the field solu-
tions. The process is straightforward, requiring solution of
Eq. ~9! to find the eigenvaluesnn of the characteristic equa-
tion, and then evaluation of the series in Eq.~5! by substi-
tuting these values ofnn to calculate the pressure field.

The acoustic reflectivity at the density contrast boundary
of the wedge, on passing from region I to region II, is given
by R5(r82r)/(r81r), and substitution ofR in Eq. ~9!
leads to an alternative formulation of the characteristic equa-
tion, as noted by Davis and Scharstein,15 i.e.,

sinnnp 5 6 R sinnn~p2uw!. ~10!

The rootsnn of this equation may be most easily determined
by solving the two equations for1R and2R independently,
and then collating the two sets of results.

While both the direct/reflected and diffracted field com-
ponents may be calculated via Chu’s formalism, there is an
important difference in the computational implementation of
Eq. ~5! for the two cases. In practice, in order to compute the
summation in Eq.~5!, it is necessary to impose an upper
limit on the range ofnn . In the case of the diffracted com-
ponent, inspection of Eq.~6!, for t > t0 , shows thatI n con-
tains a decaying exponential factore2nnh, which causes
higher order terms in the summation to decrease in ampli-
tude. To calculate the diffracted field, therefore, it is neces-
sary simply to choose an upper value ofnn large enough to
ensure that the summation converges to within a predeter-
mined error tolerance. However, whent0 ,t , t0 , Eq. ~6!
shows thatI n does not incorporate this exponential factor. In
this case, the series in Eq.~5! is analagous to a discrete
Fourier cosine transform for the time domain field, and the
need to truncate the series at some value ofn leads to a
band-limited representation of the impulse response for the
direct/reflected field component. As a result, the computed
impulse response typically varies in peak amplitude and ex-
hibits Gibbs oscillations. In the following simulations, steps
are taken to reduce these effects in order to clearly demon-
strate the behavior of the direct/reflected component.

B. Time domain solutions in the forward scatter region
„uw Ì 180°…

Figures 2~a!–~d! show time domain impulse response
solutions derived from Eq.~5!, for a wedge angleuw

5281°, and a source placed atũo590°. The value ofr51,
andr8 is adjusted so that the reflectivity of the wedge bound-
ary is R520.5. The time interval between computed data
points in these figures isDt5431025. The field is calcu-
lated for a sequence of four receivers placed in the forward
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scattering direction~with ũ r increasing from 263° to 277°!,
spanning the boundary region of the shadow cast by the
source at the wedge apex. Complete solutions are presented,
comprising both the direct transmission~not a reflection in
this case! from the source to the receivers whent0, t ,t0

52, and the diffracted field whent > t052. Since the peak
amplitudes of the direct transmissions calculated here are
typically much greater than the diffraction values, different
scales have been used on the lhs and rhs of Fig. 2~also in
Fig. 3 below!.

Look first at the direct signal components~i.e., the gray
and black solid lines! in Figs. 2~a!–~d!. The direct transmis-
sion is a delta function, and the gray lines in Figs. 2~a!–~d!
show band-limited representations of the delta function ar-
rivals for the four receiver angles, obtained by evaluating the
summation in Eq.~5!. The peak amplitudes of these features
depend on the computational bandwidth and exhibit Gibbs
oscillations, as discussed above. Further calculations were
performed~not shown! which indicated that increasing the
bandwidth leads to a narrower impulse with a higher peak
amplitude. Independently of the bandwidth, close examina-
tion of the figures shows that the peak amplitude and oscil-
lations of the direct arrivals also vary with the source angle,
which is a characteristic arising directly from the evaluation
of Eq. ~5! @e.g., compare the gray curves in Figs. 2~c! and
~d!#. However, the bandwidth power is preserved, such that
the total area under the oscillating curves is unchanged. This
is demonstrated by the black lines superimposed over the
gray curves~except ũ r5270°) in Fig. 2, which show the
corresponding results, for each receiver angle, when the di-
rect wave train is smoothed in the time domain by convolv-
ing it with a minimum delay wavelet filter.18,19The filter also

integrates the area under the oscillating curves, resulting in
arrivals whose peak values depend on the bandwidth, but do
not change with the receiver angle@compare the solid black
lines in Figs. 2~c! and ~d!#. Filtering is not performed when
ũ r5270°, since Eq.~5! does not allow the direct field to be
calculated whent > t052, and this makes the time domain
filtering operation problematical at this point. Due to the lim-
ited bandwidth, the peak values of the filtered delta function
arrivals cannot be meaningfully compared with the peak val-
ues of the diffraction arrivals~which are also displayed in the
figures—see the dashed lines!, but can be compared with
each other. A difference is seen between the delta function
amplitudes for a receiver located above the shadow boundary
( ũ r5263°), and one located below the geometric shadow by
the same angular increment (ũ r5277°). This difference is
determined by the reflectivityR. Below the shadow bound-
ary, the amplitude is modified by a transmittivity factorT
5(12R)(11R)512R2, as the waves pass sequentially
through the wedge faces~i.e., in through one face and out
through the other—see the thumbnail sketch at the top of
Fig. 2!. SinceR520.5 in this case, thenT50.75. Careful
calculation and comparison of the peak values of the filtered
direct arrivals in Figs. 2~a! and~d! shows that these differ by
a ratio of 0.75.

Although the amplitudes of the direct and diffracted ar-
rivals in Figs. 2~a!–~d! are not directly comparable, their
arrival times are. For each receiver angle, the direct delta
function signal arrives at a time determined by the source–
receiver separation divided by the sound speed~which, we
recall, is the same in both regions of the wedge!. For ex-
ample, the arrival time forũ r5263° @Fig. 2~a!# is calculated

FIG. 2. Time domain solutions in the forward scatter
region. Complete time domain impulse response solu-
tions are shown foruw5281°, ũo590°, ũ r5263°,
270°, 273°, 277°,R520.5. Both the direct delta func-
tion arrival ~solid lines! and the diffracted field~dashed
line! are shown. Note the two vertical scales on the lhs
and rhs of each figure. The solid gray lines depict the
raw direct signals calculated using Eq.~5!. The solid
black lines show the direct signals after smoothing,
time-shifted to compensate for the delay introduced by
the filter. Filtering is not performed for the 270° case.
Note that the arrival times for the delta functions vary
with the receiver location, but the diffraction field al-
ways begins att52.
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~using ray path arguments! as t51.9963. This is exactly the
value predicted by the field expansion Eq.~5!, as depicted in
Fig. 2~a! ~the gray line! where the delta function is clearly
seen to arrive before the diffraction. Whenũ r5270° @Fig.
2~b!#, such that the receiver is located directly opposite the
source on the other side of the wedge apex, the expansion
predicts a delta function arrival att → 22 ~where the ‘‘2’’
superscript is intended to signify a point in time infinitesi-
mally precedingt52 when, as we shall see, the diffracted
field is initiated!. This is expected from the geometry~see
again the thumbnail sketch at the top of Fig. 2!. When ũ r

5273° @Fig. 2~c!#, t51.9993, again agreeing with ray path
calculations, and whenũ r5277° @Fig. 2~d!#, t51.9963, ex-
actly the same as in Fig. 2~a!.

While the arrival times for the direct signals vary with
the receiver location, the initial time of arrival of the dif-
fracted signals is the same for every receiver. This is because
the diffracted wave always arises from a wave propagating
from the source to the wedge apex, and then from the apex to
a receiver, i.e., the distance is the same in every case. Since
r r5r 051, z50, andc51, the initial arrival time for a dif-
fraction detected by any receiver on the circumference of the
circle shown in Fig. 1~b! is t5t052. This is seen clearly in
Figs. 2~a!–~d!, which also exhibit another notable feature of
the diffracted fields, i.e., the variation in sign and amplitude
as a function of receiver angle. Whenũ r5263°, 270°, the
diffraction field is negative, while whenũ r5273°, 277°, it is
positive. We will be looking in greater detail at this aspect of
the diffractions below, but here we will concentrate specifi-
cally on their physical relationship to the direct delta func-
tion transmissions.

Figures 3~a!–~c! present computations for the same ba-
sic source/receiver configuration, and wedge angle, as Fig. 2.
Waterfall plots are used here to show the complete acoustic
field ~the direct and diffraction arrivals! for a range of re-
ceiver angles spanning the shadow boundary region. The
time interval between computed data points is againDt54
31025. The direct delta functions were calculated using the
same range ofnn as Fig. 2, and smoothed using the same
filtering procedure. The resultant delta function signals were
then concatenated~at t5t052) with the corresponding
computed diffraction signals for each receiver angle.

Figure 3~a! shows the time signals when the boundary
reflectivity R520.5. The receiver angles range fromũ r

5260° to 280°. Consider first the direct transmissions. When
ũ r5270°, the delta function arrives att → 22, and infini-
tesimally precedes the beginning of the diffracted field, as in
Fig. 2~b!. Whenũ rÞ270°, either above or below the shadow
boundary, the separation of the two arrivals, and the prece-
dence of the direct delta function~seen previously in Fig. 2!,
is more clearly discernible. Whenũ r , 270°, the filtered
direct arrivals for the several receiver angles all have about
the same peak value, which we discussed above for Fig. 2.
~This breaks down whenũ r'270°, due to the previously
described difficulty of performing the filtering operation on
the direct signal when it arrives at times approachingt0

52.) The uniformity of the delta function peak values pre-
dicted for the closely grouped receiver locations used in
Figs. 3~a!–

FIG. 3. The total field in the forward scatter region. The relationship is
shown between the direct delta function signals@smoothed by filtering~cf.
Fig. 2!#, and the diffraction field. The amplitudes of the direct signals have
been divided by 10, and also slightly time-shifted, for display purposes.
Note the two vertical scales at the upper lhs and lower rhs of each figure.
uw5281° andũo590°. Whenũ rÞ270°, the two arrivals are separate from
each other, and the delta function precedes the diffraction. Whenũ r

5270°, the delta function arrives att522, infinitesimally preceding the
beginning of the diffracted field.~a! R520.5, ũ r5260– 280°. ~b! R5

20.99, ũ r5260– 280°.~c! R520.99, ũ r5267– 273°, this is a close-up of
the apex region in 3~b!. Note the continuous change in the sign of the
diffraction field asũ r passes through 270°.
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~c! is expected from simple physical reasoning, for there are
only very slight differences in the spherical spreading reduc-
tion for the various source–receiver pairs. SinceR520.5,
the wedge represents a partially transmitting screen to the
incident field, and propagation can occur through region II of
the wedge@as seen in Figs. 2~c! and~d!#. This is evidenced in
Fig. 3~a!, where we clearly see direct delta function trans-
missions at receiver angles below the shadow boundary@note
the ‘‘shadow zone’’ marked in Fig. 3~a!#. While they cannot
be easily measured from this figure, the peak amplitudes of
the pulses within the shadow zone are about 0.75 of the
value of their counterparts at the same angles above the
shadow boundary, as seen previously in Fig. 2.

If we now consider the diffraction field, we see that it is
initiated at t5t052 for all receiver angles, as expected.
Above the shadow boundary, the initial amplitude of the dif-
fractions is negative, while below the boundary, and inside
the shadow region, it is positive, in agreement with the pre-
dictions of the classical theory of diffraction~Ref. 20, p. 575,
see Fig. 11.11 and discussion!. The figure indicates that the
amplitude reversal occurs at, or very close to, the instant
both when the direct field reaches the wedge apex and when
the diffraction is initiated. Figure 3~a! demonstrates the
causal association between the arrival of the direct field at
the apex and the initiation of the diffracted field.

To investigate this issue further, Fig. 3~b! shows the time
signals for the same wedge configuration when the boundary
reflectivity is R520.99 ~i.e., thus representing an almost
perfect pressure release boundary!. The overall phenomena
are very similar to those shown in Fig. 3~a!. Delta function
arrivals are seen at receivers located below and above the
shadow boundary although, sinceuRu is close to unity and
transmission through region II of the wedge consequently
reduced, the peak amplitudes of the arrivals below the
boundary are much smaller. Also, the amplitude of the dif-
fraction field is much greater than for theR520.5 case
@note that the vertical amplitude scales in Figs. 3~a! and ~b!
are identical, and that the positive diffraction peaks in Fig.
3~b! have been clipped#. This is due to the increased value of
the boundary reflectivity. The deeper acoustic shadow behind
the wedge indicates reduced transmission through region II,
which implies a more pronounced shadowing effect imposed
on the incident field at the apex.

Figure 3~c! again shows time signals for theR520.99
case, but zooms in closer to the apex~note the expanded time
and receiver angle scales, and the condensed vertical ampli-
tude scale! to display in greater detail the association be-
tween the direct and diffracted fields. Delta function arrivals
are seen at receivers located above the shadow boundary, but
appear smaller and broader than in Fig. 3~b! because of the
altered scales. For the same reason, the delta functions seen
previously below the shadow boundary in Fig. 3~b! are now
no longer discernible. Overall, Fig. 3~c! shows the arrival of
the direct field at the apex, and the subsequent initiation of
the diffracted field. Also, a smooth~and quite symmetric!
variation from negative (ũ r , 270°) to positive
( ũ r . 270°) diffraction amplitudes att52, passing through
zero close toũ r5270°, is clearly visible.

Figures 2 and 3 demonstrate a number of important fea-

tures of the direct time domain field. Computational evalua-
tions of Eq.~5! lead to band-limited delta functions, while
increasing the bandwidth results in narrower impulses and
higher peak amplitudes. This represents classic delta function
behavior as consistent with spectral formulations for these
functions ~Ref. 20, Appendix IV, pp. 755–759!. Biot and
Tolstoy6 showed, in the case of a rigid wedge, that the sum-
mation expression for the direct field reduces to a time de-
layed delta impulsed(t2tsr)/Rsr , wheretsr is the travel
time from source to receiver, and the division byRsr ~i.e., the
distance between source and receiver! represents the spheri-
cal spreading reduction. Here the mathematics is more com-
plicated, and we have not reduced these arrivals to impulse
functions analytically. However, the implication of the re-
sults seen in Figs. 2 and 3 is that the impulse response for the
direct field for a density contrast wedge, for general wedge
angles, is again a delta function. Also, the delta function
amplitude is modified by the appropriate reflection coeffi-
cient ~as shown previously by Ref. 12!, or transmission co-
efficient, as the pulse reflects from, or propagates through,
the faces of the wedge.

Since the direct~or reflected! impulse responses are
delta functions, these results show that tedious computational
evaluations of these signal components may be avoided, in
scattering calculations, by simply substitutingd(t2tsr)/Rsr

~multiplied by appropriate values ofS and R, etc., for the
specific wedge and source-receiver configuration!. These re-
sults substantiate Chu’s original paper,11 and also correspond
to his later work in which convolutions of the complete com-
puted impulse response with the source function were suc-
cessfully used to analyze experimental data.12 They also
agree with the closed form delta function expressions of
Davis and Scharstein15 for the direct/reflected field compo-
nents in cases where the wedge angle is a rational fraction of
p. Since we have a simple understanding of these compo-
nents, we will not discuss them any further in this work, but
concentrate attention from this point on the diffracted field.

C. Angular Õtime domain variations of the diffracted
field „uw Ì 180°…

Using the same wedge angle and source location, Fig. 4
displays some examples of time domain diffraction solutions
from Eq. ~5! related to the cases shown in Figs. 2 and 3. A
sequence of eight receivers are placed in the forward scatter-
ing direction, withũ r increasing from 270° to 273°. The time
signals in Figs. 4~a!–~h!, which begin att52.0006, show
diffractions forR520.99,R520.5, andR520.1. The pri-
mary feature of these signals which we want to exhibit is the
variation in sign and amplitude of the field as a function of
receiver angle and time. For a receiver angleũ r5270°, the
first value calculated for the diffracted field~for all three
values ofR! is strongly negative. Then, ast increases, the
field amplitude decays, but remains negative. However,
when the receiver location is moved into the geometrical
shadow zone, we see that the initial calculated values turn,
and become positive. As time increases beyondt52.0006,
the amplitude rapidly falls, again becomes negative, and then
decays away. This phenomenon is seen for all three values of
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R, except that asR changes to20.5, and then to20.1, the
receiver angle at which the turning behavior occurs in-
creases, and the overall amplitude of the diffraction is re-
duced. Eventually, forũ r5273°, the initial values of the dif-
fracted field are positive for all three values ofR. These
figures indicate the complicated forms that the diffraction
field can take in the time domain, especially near the shadow
boundary.

Again using the same wedge angle and source location,
Fig. 5~a! shows the angular distribution of the diffracted field
amplitude in region I~the axial plot format used here dis-
plays both positive and negative variations!, calculated for
the initial time point (t52.000 02) from which the diffracted
field is plotted in Figs. 2 and 3, and forR520.5 andR5
20.99. The broad dashed lines superimposed on the plot
represent the position of the wedge surfaces, and the large
arrow indicates the direction of the incident field. Also plot-
ted in Fig. 5~a! is the diffracted field predicted by the pres-
sure release wedge theory of Kinneyet al.9 ~a formal devel-
opment of the Biot-Tolstoy theory! for the same wedge
geometry. Note first the almost identical predictions of the
pressure release theory and Chu’s density contrast wedge
theory for R520.99, showing that Chu’s solution asymp-
totically approaches the pressure release solution whenR→
21 ~previously demonstrated by Chu for a different case11!.
Look next at the behavior of the diffracted field at and
around a receiver angle of 270°, i.e., in the shadow boundary
region. For anglesũ r slightly less than 270°, the diffracted

field amplitude is negative for both values ofR. Then, asũ r

increases through 270°, the amplitudes pass through zero and
become positive, exactly corresponding to the behavior seen
in Figs. 3~a!–~c!. We also see the increased amplitude of the
diffracted wave for greateruRu, due to more pronounced
shadowing of the incident field, as previously observed by
contrasting Figs. 3~a! and ~b!. The azimuthal variations of
the field in the forward scattering direction constitute a dif-
fraction ‘‘lobe’’ due to the shadowing effect of the wedge
apex. The basic form of this lobe, and the negative to posi-
tive change in the diffraction amplitude as the receiver
passes into the geometric shadow, have been experimentally
observed~Ref. 21, Fig. 4!. Further examination of Fig. 5~a!
shows that there is another diffraction lobe centered at a
receiver angleũ r'169°. This feature is associated with re-
flections from the wedge face closest to the source, since
169° is the angle at which the specular reflection occurs from
this face at the apex. Waterfall time domain plots~not shown
here! for the reflected field and diffracted field, similar to
Fig. 3, have been made for receivers placed betweenũ r

5159° – 179° ~i.e., straddling this ‘‘reflection’’ boundary!.
These demonstrate delta functions reflected from the wedge
face at the apex which precede diffractions causally associ-
ated with them@similar to the phenomena seen in Figs. 3~a!–
~c!#. If R520.5, they show that the delta function reflec-
tions have negative peaks, and the sign of the diffracted field
aroundũ r'169° changes from1 → 2 @cf. Fig. 5~a!# as the

FIG. 4. Time domain diffraction sig-
nals in the forward scatter region.uw

5281° andũo590°. Eight receivers
are placed in the forward scattering di-
rection. The time signals are plotted
from t52.0006 ~the short horizontal
gray bars indicate that the diffraction
field is zero fort,2). Note the com-
plicated variations in sign and ampli-
tude of the field as a function of re-
ceiver angle and time near the zero in
the shadow boundary diffraction lobe.
This demonstrates the minute shift in
the zero point of the shadow boundary
diffraction lobe with time, which can
be observed in the sequence of Figs.
5~a!–~c!.
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receiver angle is increased~cf. the 2 → 1 change for the
shadow boundary diffractions shown in Fig. 3!. If, on the
other hand,R is given a positive value~e.g.,10.5!, the delta
function reflections are positive and the sign of the diffrac-
tion changes from2 → 1. All of this strongly indicates that
diffractions from the apex are always associated with either a
direct transmission or a reflection as a causal agent, and is
consistent with the statement of Davis and Scharstein15 that
the diffracted wave is physically generated to ‘‘smooth out’’
a geometrical shadow.

Figure 5~b! shows the angular distribution of the dif-
fracted field, for the same wedge angle and source location,
when t52.0006. In this case, three values of the boundary
reflectivity are used, i.e.,R520.99, R520.5, and R5

20.1. The pressure release solution is again included. In this
figure, the amplitude values for the three diffraction curves
have been scaled by dividing them by the corresponding
value ofuRu. This results in the three curves being practically

superimposed over each other in theũ r5169° region,

FIG. 5. Azimuthal distribution of the diffraction field. The angular variation of the diffracted field amplitude in region I is calculated foruw5281° andũo

590°. The broad dashed lines represent the position of the wedge surfaces. The inward-pointing arrow shows the direction of the incident field. The
outward-pointing arrow shows the limit of specular reflections from the near face. This axial plot shows both positive and negative variations. The darker
annular grid line denotes the zero level.~a! t52.000 02,R520.99 ~solid line!, R520.5 ~dotted line!, pressure release~broad gray line!. ~b! t52.0006,R
520.99 ~solid!, R520.5 ~dotted!, R520.1 ~dashed!, pressure release~gray!. ~c! t52.0168,R520.99 ~solid!, R520.5 ~dotted!, R520.1 ~dashed!,
pressure release~gray!.
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strengthening the implication that the lobe in this direction is
causally related to reflections at the wedge boundary. Com-
parison with Fig. 5~a! shows that the overall diffraction pat-
terns forR520.99 are very similar in the two figures, al-
though the amplitude is greatly reduced in Fig. 5~b! and the
angular distribution has changed, particularly the exact loca-
tions of the zeros of the two diffraction lobes. The turning
behavior of the diffraction field seen previously in Fig. 4
reflects the minute shift in the zero point of the shadow
boundary diffraction lobe with time, which can be observed
in the sequence of Figs. 5~a!–~c! ~below!.

Figure 5~c! shows the angular distribution of the dif-
fracted field whent52.0168. The same three values ofR are
used, and the pressure release solution is again included. The
first point to note is that, while a further reduction in ampli-
tude has occurred@compare the amplitude scales in Figs.
5~b! and~c!#, Chu’s theory forR520.99 remains asymptoti-
cally close to the pressure release solution. Second, even
though the angular distribution is reduced in overall ampli-
tude, the shape still broadly resembles that seen in Figs. 5~a!
and ~b!, with both ‘‘shadow boundary’’ and ‘‘reflection
boundary’’ diffraction lobes, and their accompanying zeros
near 270° and 169°, respectively. Note, however, that the
amplitudes of the 169° lobes for the differentR cases no
longer remain superimposed when scaled by division byuRu,
indicating that the time decay constants for these cases,
which enter through the exponential term in the third line of
Eq. ~6!, are not identical. While we have not displayed them
here, calculations of the angular distribution of the field at
later times show that the same basic geometrical form per-
sists and changes only slowly ast increases.

Taking Figs. 4 and 5 together suggests that it would be
instructive to investigate the overall amplitude and sign of
the diffracted impulse signal in region I, by integrating the
sound pressure over time for receiver locations spanning the
whole of this azimuthal range. This type of integration pro-
cedure is a standard technique in geophysics for producing a
single quantitative measure of a time varying impulse signal.
In this case, the area under the curves representing time sig-
nals detected at receivers located throughout region I~exem-
plified in Fig. 4! have been numerically integrated fromt
52 to t52.9848, for the three values ofR used in Figs. 4
and 5, and then plotted azimuthally. The results are displayed
in Fig. 6, and are similar to those seen in Fig. 5~c!. In the
backscattering direction~i.e., ũ r;39.5° – 169°) and the
shadow zone (ũ r5270° – 320.5°), the impulse is predomi-
nantly positive. Between the reflection and shadow boundary
lobes (ũ r5169° – 270°), the impulse is generally negative.
Figure 6 also shows that the amplitudes of the diffraction
impulses in the angular region between 39.5° and 169°, for
the differentR cases, do not scale when divided byuRu. The
integrated time behavior agrees, therefore, with that seen in
Fig. 5~c!, in tending to show that the overall impulse behav-
ior is predominantly determined by longer term processes.

D. Angular variations of the diffracted field „uw
Ë 180°…

Figure 7~a! shows the angular distribution of the dif-
fracted field amplitude in region I foruw579°, t52.0006,

and R520.99, R520.5, andR520.1, together with the
pressure release solution. The source is placed atũo5145°.
In this case there is no possibility of the apex casting a
shadow with an associated diffraction lobe. Since multiple
reflections of the source are possible between the two faces
of the wedge in this case, the diffraction phenomenon is
associated with a more complicated process than simple re-
flection by one face. It results here in a distribution with a
deep trough at a receiver angle of 162.5°, and scaling the
cases by division byuRu does not lead to the superposition of
curves as seen in Fig. 5~b!.

One of the most interesting features of scattering from a
rigid wedge,6 or from a pressure release wedge,9 is the pre-
diction that when the wedge angle is a rational fraction ofp
~i.e., uw5p/m, where m51,2,...), the diffracted field is
identically zero. This occurs because, for these cases, the
eigenvaluesnn5np/uw . When substitution is then made in
Eq. ~6! ~viz., the third line!, we see that sin(nnp)50, so that
the diffracted field is zero at all times. It is of interest to
investigate how this phenomenon is modified in the density
contrast wedge case, i.e., whenuRu,1. Figure 7~b! shows the
angular distribution of the diffracted field amplitude in re-
gion I for a wedge angleuw590°, for t52.0006, and again
for the same three values ofR and the pressure release case.
The source is placed atũo5180°. As expected from the
theory, this figure shows that the diffracted field amplitude
for the pressure release case is identically zero throughout
the range plotted. It also shows that the corresponding result
for Chu’s theory whenR520.99 again, as in previous ex-

FIG. 6. Time-integrated azimuthal distribution of the diffraction field. Time
signals detected at receivers located throughout region I have been numeri-
cally integrated fromt5t052 to t52.9848, forR520.99 ~solid!, R5

20.5 ~dotted!, R520.1 ~dashed!. uw5281° and ũo590°. The broad
dashed lines represent the position of the wedge surfaces. The inward-
pointing arrow shows the direction of the incident field. The outward-
pointing arrow shows the limit of specular reflections from the near face.
Note the similarity to Fig. 5~c!, and that the amplitudes of the diffraction
impulses in the region of the 169° lobe do not scale when divided byuRu.
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FIG. 7. Diffraction phenomena for interior wedges.~a! The azimuthal variation of the diffracted field amplitude in region I is calculated foruw579° and
ũo5145°. The broad dashed lines represent the position of the wedge surfaces and the inward-pointing arrow shows the direction of the incident field@also
in ~b! and ~d!#. t52.0006,R520.99 ~solid line!, R520.5 ~dotted line!, R520.1 ~dashed line!, pressure release~broad gray line!. ~b! The azimuthal
variation of the diffracted field foruw590° andũo5180°. t52.0006,R520.99 ~solid!, R520.5 ~dotted!, R520.1 ~dashed!, pressure release~gray!. The
field is zero throughout the angular range plotted for the pressure release case, and almost zero whenR520.99. It is nonzero whenR520.5 andR5

20.1. ~c! Variation of the diffracted field forũo5 ũ r5180°, anduw530– 330°.t52.0006,R520.99~solid!, R520.5 ~dotted!, R520.1 ~dashed!, pressure
release~gray!. For the pressure release case the field amplitude passes through zero wheneveruw is a rational fraction ofp. ~d! The azimuthal variation of the
diffracted field foruw589.95° andũo5180°. t52.0006,R520.99 ~solid!, R520.5 ~dotted!, R520.1 ~dashed!, pressure release~gray!. The field is zero
for R520.5 for the single receiver angleũ r5180°, but not throughout wedge as seen for the pressure release case whenuw590°.
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amples, asymptotically approaches the pressure release re-
sult. However, changing the reflectivity toR520.5, and
then R520.1, leads to a nonzero diffracted field. In his
original paper@Ref. 11, see Eq.~19! and discussion#, Chu
showed how this may be explained by reference to the char-
acteristic equation, i.e., Eq.~9! or ~10!. When uRu51, the
roots yield eigenvaluesnn5np/uw , as in the Biot–Tolstoy
theory, and thus diffractions do not occur for wedge angles
uw5p/m, as explained above. However, whenuRu,1, the
eigenvalues generally do not take this form. In this case,
typically, sin(nnp)Þ0, leading to a nonzero diffracted field as
computed via Eqs.~5! and ~6!.

Figure 7~c! plots the variation in the diffracted field am-
plitude for a source and receiver colocated atũo5 ũ r

5180°, as the wedge angle is incrementally increased from
uw530° to uw5330°. The different line types represent the
same cases as in Fig. 7~b!. Look first at the pressure release
solution. We see that the amplitude cycles between positive
and negative values, passing through zero at wedge angles
which are rational fractions of p ~i.e., uw

530°, 36°, 45°, 60°, 90°, 180°), as predicted by theory.
Chu’s solution forR520.99 closely follows the pressure
release curve throughout the range plotted. What is some-
what surprising, however, is that theR520.5 and R5
20.1 lines also appear to pass through zero at points very
close to those observed for the pressure release case. Does
this indicate that the acoustic penetration into the lower re-
gion allowed in Chu’s theory leads to a modified wedge
angle where there is also zero diffraction? Further insight can
be gained by looking more closely at the behavior near one
of the angles where the field amplitudes pass through zero.
Note the insert box in Fig. 7~c!, which is a close-up of the
curves nearuw590°. Here, we see that the pressure release
and theR520.99 curves indeed pass through zero atuw

590°, or asymptotically close touw590°, respectively. The
R520.5 curve, conversely, passes through zero at about
uw589.95°, while theR520.1 curve passes through zero
for an even smaller angle~not shown!. What is the general
diffraction behavior for a wedge angleuw589.95°? Figure
7~d! plots the angular distribution of the diffracted field am-
plitude for all the same conditions as Fig. 7~b!, except that
uw589.95°. The behavior of the diffracted field now re-
sembles that seen for theuw579° wedge case of Fig. 7~a!.
The pressure release andR520.99 curves are zero, or al-
most zero, throughout much of the wedge angle, but also
show deep troughs atũ r5180°, indicating a large negative
diffracted field. In addition, throughout much of the wedge
angle, theR520.5 andR520.1 cases display values close
to those seen in Fig. 7~b!, but again display deep troughs at
ũ r5180°. In particular, theR520.5 curve dips down and
approaches zero atũ r5180°. This is indicative of the gen-
eral behavior observed whenuRu,1. The zero-crossings seen
in Fig. 7~c! for the R520.5 andR520.1 cases do not
indicate wedge angles where the diffracted field is generally
zero for all locations of the source and receiver~as is the case
when uw5p/m for rigid and pressure release wedges!, but
simply that the diffracted amplitude may be zero for specific
combinations of the source and receiver angles, depending

on the particular density contrast conditions and the wedge
angle.

IV. CONCLUSIONS

Chu’s normal coordinate theory for the acoustic impulse
response of a density contrast isovelocity wedge gives an
exact and complete description for the direct, reflected, and
diffracted components of the time domain field in the me-
dium where the source is located, and the field transmitted
into and through the second wedge medium.

The direct/reflected arrivals, and the diffracted arrivals
associated with them, are clearly separated in the time do-
main. The direct/reflected impulse always arrives first, fol-
lowed by the associated diffraction. The two components do
not interact with each other. In the exact forward scatter di-
rection, the direct impulse precedes the diffraction arrival,
but by an infinitesimally small period of time.

The impulse response for the direct/reflected field is a
delta function. In scattering calculations computational
evaluations of these signal components may be avoided by
substituting a formal delta function@e.g., d(t2tsr), where
tsr is the travel time from source to receiver# multiplied by
the spherical spreading reduction and the appropriate reflec-
tion coefficient, or transmission coefficient, as the pulse re-
flects from, or propagates through, the faces of the wedge. In
the case of reflected paths,tsr would be calculated as the
travel time from an image of the source, formed in the faces
of the wedge, to the receiver. Transmissions into or through
the second medium of the isovelocity wedge experience no
time delay or refraction effects.

Diffraction waves are causally associated with direct/
reflected impulses which interact with, and are wholly or
partially screened by, the wedge apex. The diffraction arrival
time depends upon the source and receiver locations, and
upon the travel time from source to apex, and then from apex
to receiver. The amplitude of the diffraction is dependent on
the degree of acoustic shadowing at the apex.

In the case of an exterior wedge, if the source is placed
to create an acoustic shadow boundary, the azimuthal diffrac-
tion pattern forms a lobe where the field amplitude changes
from negative to positive upon entering the geometric
shadow zone. The exact angle where the field passes through
zero is close to the shadow boundary, but changes with time.
This causes the behavior of the diffraction field, observed by
receivers placed close to the shadow boundary, to exhibit
complicated time varying forms. Other diffraction lobes may
be seen which are associated with reflections in the faces of
the wedge. In this case, for smallt, the amplitude of the
diffraction field is scaled by the reflectivity of the wedge
boundary.

In the case of an interior wedge, acoustic shadows can-
not be formed. However, diffractions associated with reflec-
tions in the wedge faces can still occur. Since the field may
be determined by multiple reflections, the diffraction ampli-
tude in this case may not depend simply on the reflectivity of
a single wedge face. WhenuRu→1, Chu’s theory asymptoti-
cally approaches the behavior, predicted by the rigid and
pressure release wedge theories, of prescribing a zero dif-
fraction field when the wedge angleuw5p/m. However,
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whenuRu,1, Chu’s theory indicates that the diffraction field
is generally nonzero in these cases, but may be zero for
specific combinations of the source and receiver angles.
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Ocean acoustic tomography is used to obtain heat-content estimates for the western Mediterranean
basin. Travel-time data from 13 tomography sections of the Thetis-2 experiment~January–October
1994! are analyzed with a matched-peak inversion approach. The underlying analysis involves the
use of peak arrivals and nonlinear model relations between travel-time and sound-speed variations.
Slice inversion results are combined with temperature covariance functions for the western
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I. INTRODUCTION

The ability to monitor the heat content of ocean basins is
important for understanding the role of the oceans in climate
change, as well as for studying ocean variability and large-
scale ocean processes. Although the upper ocean is routinely
monitored on large scales by the existing operational ocean
observing systems, such as satellite remote sensing and
ARGO floats, there is a significant observational gap con-
cerning the deep ocean. Moreover, there are shortcomings
related with the resolution and coverage of the existing ob-
serving systems, such as the lack of vertical resolution of
altimetry data and the low horizontal coverage by the ARGO
system.1,2 These shortcomings/gaps can be resolved/filled by
using acoustic monitoring techniques.

Ocean acoustic tomography was introduced by Munk
and Wunsch3,4 as a remote-sensing technique for large-scale
monitoring of the ocean interior using low-frequency sound.
Measuring the travel/arrival times of pulsed acoustic signals
propagating from a source to a distant receiver through the
water mass over a multitude of different paths, and exploit-
ing the knowledge about how travel times are affected by the
sound-speed distribution in the water, the latter can be ob-
tained by inversion. Further, sound speed is related to
temperature,4,5 and, thus, ocean acoustic tomography can be
used for the study of gyre- and basin-scale temperature and
heat-content variability~acoustic thermometry!.6,7

An ocean acoustic tomography experiment called

Thetis-2 was conducted in the western Mediterranean from
January to October 1994.8 The 9-month long experiment in-
volved seven acoustic transceivers at a nominal depth of 150
m operating at 250/400 Hz, with a geometric configuration
shown in Fig. 1. Acoustic travel-time data were collected
along 13 tomographic sections with ranges between 220 and
610 km. The seasonal variability in the area gives rise to
nonlinear relations between arrival-time and sound-speed
variations.8 Furthermore, the lack of navigation data for one
transceiver~W4! hampered the analysis of 4 tomographic
sections originating at the particular transceiver. Preliminary
heat-content results based on ray analysis of a single early
arrival from 3 tomography sections were presented in a pre-
vious work.9 Due to the above mentioned factors the com-
plete analysis of the full dataset~all arrivals, all sections!
became feasible only after the development of improved
modeling and analysis methods.

The application of an adaptive scheme10 based on the
use of variable discrete background states, to be estimated
from the tomography data rather than seta priori, enabled
the efficient handling of nonlinear model relations. Further,
the use of the peak-arrival approach11,12 for modeling travel-
time observables enabled the exploitation of the latter inde-
pendently of their identification as ray or modal arrivals. The
introduction of a matched-peak inversion approach13 enabled
the automatic analysis of travel-time data, bypassing the
peak tracking and identification problem inherent in conven-
tional analysis. Finally, an extended matched-peak approach
made possible the analysis of the sections originating at W4,a!Electronic mail: eskars@iacm.forth.gr
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by addressing the inversion problem along those sections
simultaneously with the navigation problem for W4.14

In this paper we present results from the integrated
analysis of the Thetis-2 dataset, and we combine tomogra-
phic sections to provide average temperature and heat-
content estimates for the western Mediterranean sea. The
heat-content estimates based on the analysis of the full
acoustic dataset~13 sections, multiple arrivals! are a signifi-
cant improvement to previous estimates based on inversions
of a single early arrival along three sections9 in terms of both
estimation accuracy~smaller errors! and agreement with es-
timates from independent heat-flux data. Furthermore, the
exploitation of multiple arrivals adds vertical resolution to
the inversion results.3,4 This allows estimates for the evolu-
tion of the deep-water temperature.

The contents of this work are organized as follows. In
Sec. II we give a brief description of the matched-peak ap-
proach for slice inversions, along with the adaptive scheme
for the treatment of nonlinear model relations. In Sec. III a
minimum-variance linear estimator for the basin average
temperature is derived in terms of temperature averages
along sections. In Section IV presents the analysis results
from the application of these methods to the acoustic dataset
from the Thetis-2 tomography experiment. The main conclu-
sions from this work are presented and discussed in Sec. V.

II. MATCHED-PEAK SLICE INVERSION

The solution of the forward problem in ocean acoustic
travel-time tomography leads to a set of model relations,

t i5gi~qW !, i 51,...,I , qW PQ, ~1!

nonlinear in general, between the arrival timest i , i 51,...,I
~I is the number of arrivals! and the sound-speed parameter
vectorqW 5(q1 ,...,qL), made, e.g., of the amplitudes of the
modes parametrizing the sound-speed profile;Q denotes the
parameter domain. Arrival times can be defined/modeled in
various ways using, e.g., the notions of ray, modal, or peak
arrivals.4,11 Linearizing the relations~1! about a set of back-
ground statesqW (b), bPB, with corresponding arrival times
t i

(b)5gi(qW
(b)), and, further, discretizing the local parameter

space, about each background state, into a local grid with
index kPK, the following relations can be obtained:

t̃ i~b,k!5t i
~b!1(

l 51

L
]gi~qW ~b!!

]q l
@q̃ l~b,k!2q l

~b!#,

i 51,...,I , bPB, kPK, ~2!

where $q̃1(b,k)% represent the discrete model states, and
$t̃ i(b,k)% the corresponding arrival times. Using the rela-
tions ~2!, the arrival times corresponding to a set of discrete
model states spanning the parameter spaceQ can be calcu-
lated rapidly, since the full arrival-pattern calculations need
to be carried out at a limited number of background model
statesqW (b), bPB. The derivatives]gi(qW

(b))/]q l , called in-
fluence coefficients, can be expressed and calculated in terms
of background quantities and sound-speed modes.4,11 De-
pending on the background stateb and the discretization
stepsdqW , an estimate for the upper bound of the prediction

error e i can be obtained13 as a sum of a discretization error
and an observation/modeling errorni ,

e i~b,dqW !5
1

2 (
l 51

L U]gi~qW ~b!!

]q l
dq lU1ni ,

i 51,...,I , bPB, ~3!

The observed arrival timest j
(o) , j 51,...,J are allowed to

associate with the model arrival timest̃ i(b,k) if their time
difference is smaller than the tolerancee i(b,dqW ). Finally,
those model states are selected that maximize the number of
associations between observed and model peaks.

Besides the ocean variability, represented by the model
state$q̃ l(b,k)%, there are also other sources of variability,
such as mooring motion. In this case the model relations can
be written in the following linearized form:

t̃ i~b,k;dr !5t i
~b!1(

l 51

L
]gi~qW ~b!!

]q l
@q̃ l~b,k!2q l

~b!#

1
]t i

]r
dr , ~4!

where r is the source–receiver range anddr represents the
range variation due to mooring motion, which is a function
of time. The mooring motion is usually estimated from ad-
ditional navigation data, and its effect is removed from the
observed travel times prior to the analysis. However, in the
case of missing navigation data, as in the case of W4, the
correction cannot be calculated/applieda priori.

The matched-peak approach can be extended to estimate
dr together with the ocean state, by maximizing the number
of peak associations as a function of the model state (b,k)
and the range variationdr . In the case of the four Thetis-2
sections involving W4 the simultaneous transmissions along
the four sections can be exploited to obtain better estimates;
in that case the quantity to maximize is the joint number of
peak associations along all sections.14

III. HORIZONTAL AVERAGE

For heat-budget studies it is desirable to obtain estimates
for the average temperature~heat content! over a sea area, in
order to balance its evolution with the surface heat fluxes and
fluxes through the side boundaries.15 Tomography provides
estimates for the range-average temperature along a number
of transmission lines defined by the geometry of the tomog-
raphic array for different layers in depth. Considering a tem-
perature fieldT(x,y) over an areaA of size uAu, an optimal
estimator is sought for the horizontally average temperature
H,

H5
1

uAu EA
T~x,y!dx dy, ~5!

in terms of the temperature averagesDm along a number of
lines Sm ~of length Lm), m51,...,M , representing tomogra-
phy sections,

Dm5
1

Lm
E

Sm

T„x~s!,y~s!…ds. ~6!
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The vertical dependence is omitted here for simplicity, but
one can considerT as the vertically averaged temperature
over a certain layer. The range-average temperature along a
tomography section at a particular depth is directly related
with the corresponding average sound speed, which, in turn,
is related through the parameter vectorqW and the model
relations~2! with the tomographic travel-time observables.

Taking the simplest case of a linear estimator of the
horizontal average,

Ĥ5 (
m51

M

amDm , ~7!

where am are unknown weights, and assuming it to be a
minimum-variance estimator the following system of equa-
tions can be obtained by setting the derivatives of the vari-
ance^(Ĥ2H)2&, with respect toam , equal to zero:

(
k51

M

ak^DmDk&5^HDm&, m51,...,M . ~8!

This system can be solved for the weightsa5$am%, which
can be thus expressed in terms ofCDD5$^DmDk&%, the co-
variance matrix between the line averages~data!, and cHD
5$^HDm&%, the covariance vector between the horizontal
and the line averages,

a5CDD
21cHD. ~9!

The mean square error~error variance! then becomes

^~Ĥ2H !2&5^H2&2cHD8 CDD
21cHD, ~10!

where a prime denotes transposition. The covariance matrix
CDD and covariance vectorcHD can be calculated from the
temperature covariance function^T(x8,y8)T(x,y)&,

^DmDk&5
1

LmLk
E

Sm

E
Sk

^T„x~sm!,y~sm!…T„x~sk!,y~sk!…&

3dsm dsk , ~11!

^HDm&5
1

uAuLm
E E

A

E
Sm

^T~x8,y8!T„x~sm!,y~sm!…&

3dx8 dy8 dsm . ~12!

The variancê H2& can be calculated similarly. By assuming
the temperature field to be homogeneous, i.e., by considering
the temperature covariance to be a function of the distance
between the points (x8,y8) and (x,y), the above expressions
can be further simplified.

IV. ANALYSIS OF THETIS-2 DATA

Analysis of historical temperature data for the area cov-
ered by the Thetis-2 experiment~1°–9° E! resulted in a set of
empirical orthogonal functions~EOFs!. The first three EOFs,
shown in Fig. 1, with rms amplitudes 18.48, 2.88, and 0.96,
respectively, explain 99.6% of the anticipated variance con-
centrated mostly in the upper layers. Two systematic CTD
surveys conducted in January and October 1994~R/V Posei-
don and R/V Suroit cruises! revealed significant deviations

from the climatological mean conditions at large depths: the
average 1994 temperatures below 600 m were about 0.05 °C
higher than the 40-year historical mean. Because of that the
reference sound-speed profile for the inversions in the deep
layers was calculated from the CTD data rather than from the
climatology. While the variability in the upper layers can be
sufficiently described by the first three EOFs shown in Fig.
1, the description of the deep layers would require a larger
number~.15! of higher-order EOFs. In order to keep the
number of parameters low, the deep-water variability is de-
scribed here by two additional box-shaped modes covering
the 600–1000 and 1000–2000 m layer, respectively—the
depth of 1000 m separates two main water masses: the Le-
vantine intermediate water~LIW ! and the western Mediter-
ranean deep water~WMDW!.16 The three EOFs shown
above are truncated below 600 m, such that the parametric
description of the upper and the deeper layers is uncoupled.
The variability of the CTD data along the tomography sec-
tions in the 600–1000 and 1000–2000 m layer is 0.14 and
0.02 m/s rms, respectively, on average.

It is known from previous works8,13,14 that the seasonal
variability associated with EOF-1 variations, confined in the
upper 100 m, gives rise to a significant nonlinearity of the
model relations, due to the passage from surface-reflected
propagation conditions in winter to refracted propagation in
the summer. The extent of the nonlinearity is such that the
use of a single background state~annual mean! would give
rise to linearization errors as large as 300 ms for intermediate
arrivals of longer sections over the EOF-1 variability inter-
val. By using a set of discrete background states with respect
to q1 this error can be drastically reduced: taking the dis-
cretization stepdq152, the error becomes less than 2 ms,
better than the travel-time measurement accuracy~8 ms!.
The background state appropriate for each tomographic re-
ception is estimated from the inversion, as described in Sec.
II, rather than set a priori, e.g., from the monthly
climatology.17 Still, the monthly climatology is useful for
defining appropriate search intervals for the background state
estimation, thus reducing the computational burden
significantly.13 The parameter domainQ is taken as the Car-
tesian product of the parameter intervals for the amplitudes

FIG. 1. The geometry of the Thetis-2 tomography experiment in the western
Mediterranean sea and the first 3 EOFs for the area of interest~bottom
right!.
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of the sound-speed modes, each one covering62.5 standard
deviations~rms values! of the EOF amplitudes and sound-
speed anomalies.

A. Slice inversions

Figure 2 shows the travel-time data from two character-
istic sections of the Thetis-2 experiment, a long section from
H to W2 ~605 km! and a short one from W2 to S~253 km!,
after correlation~matched-filter! processing, clock-drift cor-
rection, mooring-motion correction, offset calibration and in-
coherent one-day averaging of arrival patterns.8 The horizon-
tal axes represent yeardays of 1994 and span the nine-month
period of the experiment, whereas the vertical axes measure
the arrival time in seconds. Early arrivals corresponding to
steep propagation angles arrive in groups of three~arrival
triplets!. Later groups of arrivals get closer and overlap with
each other such that their identification, e.g., in terms of ray
arrivals, becomes a problem. The most characteristic feature
of the late arrival pattern is the abrupt end of the reception
following the typical crescendo in the intensity of late
arrivals.4 The cut-off peaks, defined as the last of the five
highest peaks in each reception, are shown in Fig. 2 through
the heavier dots. Additional peaks in Fig. 2 are due to noise
or due to bottom-interacting acoustic energy. Further, it is
seen from Fig. 2 that there are periods of poor data quality or
absence of data; these are periods of low signal/noise ratio
~SNR!.

The geometry of eigenrays sampling the sections W2-H
and S-W2, calculated for the annual mean sound-speed pro-
file, is shown in Fig. 3, to highlight the effectiveness of the

horizontal averaging implicit in the tomography sampling.
Above 2000 m, which is the maximum depth analyzed in this
paper, the largest horizontal gaps~unsampled regions! are of
the order of 30 km, but more typically approximately 10 km.
Most of the ocean variability is in mesoscale and large-scale
fields, with scales of 100 km and higher, as presented in the
next subsection, so good horizontal averages are expected
from the tomography travel-time data. The steep rays pen-
etrating the deep layers in Fig. 3 correspond to the early
arrivals in Fig. 2 and the shallow rays to the late arrivals. The
eigenrays are grouped in bundles of four characterized by
similar arrival times~two of which are identical4! and corre-
sponding to the arrival triplets in Fig. 2.

For every tomography section influence coefficients
were calculated for all arrivals~relative maxima! at the vari-
ous background states using the peak-arrival approach.13 The
arrivals that could be continuously traced over the entire
range of anticipated variability~over the different back-
ground states! were used as the model arrivals to be associ-
ated with the observed ones in the matched-peak inversion.
Those contain the distinguishable groups of early arrivals
followed by a number of intermediate arrivals and finally the
cut-off peak. The observation errors for the early and inter-
mediate arrivals were set equal to 10 ms, close to the travel-
time measurement accuracy. Late arrivals and, in particular,
the cut-off peak are subject to range-dependence effects.18

The reason is that these arrivals sample the shallow water
layers where range dependence is strongest. From the study
of large-scale range-dependence effects on travel times along
the Thetis-2 sections bias and variability estimates were ob-
tained for the cut-off arrival times; the effects on the early
and intermediate arrivals were small compared to the obser-
vation accuracy, whereas for the cut-off travel-times biases
between 50 and 200 ms~delay bias! and residual variability
between 50 and 100 ms rms were observed.18 These effects
on the cut-off arrival times are taken into account in the
following range-independent inversions by correcting for the
bias and increasing the observation error for the cut-off peak
to 50–100 ms, depending on the section.

FIG. 2. Measured travel-time data along the sections W2-H and S-W2 over
the nine-month duration of the experiment. The heavier dots denote cut-off
peaks.

FIG. 3. Geometry of eigenrays along the sections W2-H and S-W2~calcu-
lation based on the annual mean sound-speed profile!.
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Figure 4 shows thea posterioriprobability density func-
tions ~pdfs! of peak arrival times for the sections W2-H and
S-W2 after the application of the matched-peak inversion
approach. The analysis of each reception leads to a popula-
tion of model states~background states and perturbations!.
For each model state the corresponding arrival times can be
calculated from the model relations, and, thus, a population
of travel times can be obtained for each arrival. Figure 4
shows the pdfs for the travel-time populations for the theo-
retical arrivals used in the W2-H and S-W2 inversions. It is
seen that the travel-time data~Fig. 2! are well reproduced by
the model results~Fig. 4!, even though in a weak~distribu-
tion! sense. The quality of the inversion depends on the qual-

ity of the data; low SNR data lead to poor inversion quality.
The identification of the individual intermediate arrivals fol-
lowing the distinct arrival triplets are associated with larger
ambiguity, depending on the separability of adjacent peaks in
the measured travel-time data. In this connection, the inclu-
sion of additional peaks with small separability in the inver-
sions will have no substantial contribution to the information
content. An important feature of the matched-peak approach
is that it applies to any reception, independently of previous
inversion results or initial conditions. This enables the analy-
sis of data even in the presence of large gaps. On the other
hand, a problematic reception/inversion will not at all affect
the analysis of subsequent receptions.

Figure 5 shows the slice inversion results for the indi-
vidual sections in the form of potential temperatures aver-
aged over the 0–2000 layer. The inversion errors for the
various sections/layers are summarized in Table I; in Fig. 5
only the average rms error for all 13 sections~0.018 °C rms!
is plotted. A typical seasonal trend is observed in the inver-
sion results of Fig. 5 along all sections. The seasonal cycle
though confined in the upper water layer has a significant

FIG. 4. Thea posterioriprobability density functions~pdfs! of peak arrival
times ~theoretical arrival times! for the sections W2-H and S-W2, corre-
sponding to the population of selected model states for each reception. A
gray scale is used for the representation of each pdf, with white representing
zero density and black representing the density maximum.

FIG. 5. Inversion results from individual sections for the 0–2000 m layer.
The different sections are identified by numbers~1–13! and different line
types. The average rms inversion error for all sections~0.018 °C! is plotted
~bottom right!, whereas the individual inversion error for each section is
given in Table I~rightmost column!.

TABLE I. Average rms inversion errors~°C! for the 13 Thetis-2 sections in various depth layers.

Layer ~m!: 0–50 50–100 100–200 200–400 400–600 600–1000 1000–2000 0–2000

H-S 0.5810 0.2874 0.0515 0.0475 0.0574 0.0468 0.0124 0.0168
H-W4 0.5278 0.3158 0.0808 0.0626 0.0649 0.0487 0.0116 0.0219
S-W2 0.5689 0.3209 0.0683 0.0496 0.0505 0.0462 0.0122 0.0169
S-W4 0.5834 0.3461 0.0867 0.0620 0.0597 0.0502 0.0125 0.0244
W1-H 0.5810 0.2356 0.0533 0.0456 0.0512 0.0414 0.0127 0.0162
W1-W2 0.6634 0.3609 0.0710 0.0494 0.0509 – – 0.0337
W2-H 0.5854 0.3327 0.0493 0.0420 0.0508 0.0471 0.0117 0.0130
W3-H 0.5053 0.2870 0.0646 0.0504 0.0541 0.0436 0.0102 0.0100
W3-S 0.5784 0.3699 0.0833 0.0563 0.0505 0.0541 0.0116 0.0156
W3–W2 0.5850 0.3318 0.0779 0.0566 0.0562 0.0522 0.0126 0.0157
W3–W4 0.4950 0.2983 0.0716 0.0533 0.0541 0.0458 0.0079 0.0190
W5-H 0.5708 0.2816 0.0681 0.0547 0.0581 0.0488 0.0116 0.0155
W5–W4 0.5264 0.3485 0.0646 0.0484 0.0525 0.0454 0.0098 0.0187

794 J. Acoust. Soc. Am., Vol. 116, No. 2, August 2004 Skarsoulis et al.: Ocean acoustic thermometry



signature in the average over the whole water column. Apart
from the seasonal signal the spatial spread, i.e., the variabil-
ity between the various sections, is also significant and
nearly as large as the seasonal signal. The inversion results
from two sections, W3–W4 and H-S, are highlighted in Fig.
5, through heavy solid and dashed lines, respectively. The
section W3–W4 in the southeast is by far the warmest, as far
as the whole water column is concerned. This is due to the
inflow of warm water masses from the eastern Mediterra-
nean, in particular, of the Levantine intermediate water. On
the other hand, the section H-S is among the coldest. This
section partly covers the Gulf of Lions, where deep convec-
tion takes place in winter.19

Table I presents the average inversion errors for the vari-
ous layers along the Thetis-2 sections. The errors are larger
for the shallow layers and smaller for the deep layers, in
agreement with the larger variability anticipated at shallow
depths. The temperature anomalies in the various depth lay-
ers are not statistically independent. Therefore, the variance
of the average temperature in the 0–2000 m layer is not
simply a sum of variances of the contributing layers scaled
by the layer thicknesses; cross-terms are important and have
to be accounted for. In general, the inversion errors decrease
with an increasing source–receiver range but they also de-
pend on data quality. The largest errors are observed along
the section W1–W2. This section samples depths up to 600
m due to energy stripping taking place at the Balearic sill
between Mallorca and Ibiza. As a result, the receptions lack
the clear identifiable groups of early arrivals and this has an
impact on the inversion errors. The error estimate for the
0–2000 m layer in this case was obtained, assuming zero
variability for depths larger than 600 m. Further, large errors,
especially for the deep layers, are observed along the sec-
tions H-W4 and S-W4 for which the inversion problem is
solved together with the navigation problem of W4. The
other two sections involving W4~W3–W4 and W5–W4!
have significantly smaller errors; the reason is that these two
sections have about the same orientation such that the W4-
mooring-motion effects on arrival times are strongly corre-
lated in the two datasets.

B. Horizontal averages

By combining inversion results from the 13 sections,
three-dimensional temperature averages for the area covered
by the Thetis-2 tomographic array~1°–9° E! are presented in
this section. To obtain the optimal~minimum-variance! lin-
ear estimator, covariance functions from temperature data
were calculated. The temperature anomalies were assumed to
be spatially homogeneous, i.e., the covariance of temperature
anomalies was treated as a one-dimensional function of the
horizontal distance between any two locations.

For the 0–2000 m layer, a superposition of two Gauss-
ian models was used to represent the one-dimensional tem-
perature covariance function covering large- and mesoscale
structures. The covariance function of the large-scale sea-
sonal temperature fluctuations was obtained from historical
seasonal data for the area of interest after subtraction of the
local time-mean values. This one-dimensional covariance
function reveals dominant large-scale structures of 300 km

scale dominated by the seasonal variability. Then the depar-
tures from the seasonal means at different locations were
calculated and grouped according to their horizontal distance
to calculate a mesoscale covariance function. This covari-
ance function of the mesoscale temperature fluctuations has a
scale of 100 km. These values were also found to be consis-
tent with data from a high-resolution numerical model of the
western Mediterranean.20 Table II ~mid-column! presents the
weights of the resulting minimum-variance linear estimator
for the horizontal average temperature in the 0–2000 m
layer. The estimation error of the three-dimensional average
for this layer is 0.0025 °C rms.

Figure 6 shows the evolution of the average temperature
over the area 1°–9° E in the layer 0–2000 m~heavy solid
line! estimated from the inversion results along the 13
Thetis-2 sections shown in Fig. 5. The rms error~shaded

TABLE II. Weights for the minimum-variance estimator of the horizontal
average temperature in the 0–2000 and 600–2000 m layers.

Layer ~m!: 0–2000 600–2000

H-S 20.0128 0.0349
H-W4 0.0182 0.0265
S-W2 20.0110 0.0567
S-W4 0.0514 0.0316
W1-H 0.1858 0.1083
W1–W2 0.1544 0
W2-H 0.1355 0.0077
W3-H 0.0384 0.0442
W3-S 0.0503 0.0239
W3–W2 0.0667 0.0429
W3–W4 0.1275 0.0665
W5-H 0.1031 0.0526
W5–W4 0.0906 0.0514

FIG. 6. Evolution of the average temperature of the upper 2000 m of water
in the western Mediterranean~1°–9° E! estimated from tomography~solid
lines! and ECMWF heat-flux data~dashed line!, and compared with the
seasonal cycle from the climatology~dotted line!. The CTD data from the
Poseidon/Suroit cruises in January/October are also shown~horizontal bars!.
The heavy solid line and the shaded area represent the mean tomography
estimate and rms error from the complete analysis of the 13 Thetis-2 sec-
tions. The light solid line and vertical error bar represent earlier tomography
results based on the analysis of a single early arrival along three sections
~W1-H, W3-H, and W5-H!.
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area!, integrating the inversion error and the error of the
averaging process, is variable depending on the quality of
data; its average value is 0.0081 °C. The heavy horizontal
bars in January and October represent the average tempera-
tures from the Poseidon and Suroit CTD data, respectively;
the horizontal extent of the bars represents the time spread of
these data. The dashed line in Fig. 6 shows the integral of
independent heat-flux data, i.e., the total input of heat into
the basin through the surface converted to volume-average
temperature, for the western Mediterranean basin, obtained
from the European Center for Medium-range Weather Fore-
casts~ECMWF!. The ECMWF heat-flux data for the entire
western basin were corrected by 5.7 W/m2 to account for
heat transport through the Sicily/Gibraltar straits—there is a
net heat influx through the straits—and the resulting tem-
perature amplitude was adjusted~scaled by 92.5%! to a
smaller seasonal amplitude for the 1°–9 °E subregion.9 The
agreement of the tomography results and the ECMWF data is
surprisingly good, not only on annual time scale but also
seasonally and reproducing many short term events, such as
a warming interruption in April and a strong cooling in mid
September. The deviations of the ECMWF data are in most
cases within the error bars of the tomography results.

The dotted line in Fig. 6 represents the seasonal cycle in
the 1°–9° E area for the 0–2000 m layer resulting from the
monthly mean climatology, up to a constant. The seasonal
amplitude from the climatology is about 20% higher than the
ECMWF flux integral and the tomography results. This indi-
cates that thea priori setting of a time-variable background
state for tomographic inversions based on the climatology
could have led to significant biases. Earlier tomography es-
timates, based on inversions of a single early arrival along
three sections~W1-H, W3-H, and W5-H!9 are also plotted in
Fig. 6 for comparison. The corresponding rms error is
0.015 °C, about twice as large as the error from the latest
estimates; the error remains constant in this case. In connec-
tion with the larger errors, the deviation from the ECMWF
heat-flux integral is also significantly larger than in the latest
results.

Average temperature estimates for the 600–2000 m
layer, i.e., for the western Mediterranean deep water, are pre-
sented in the following. Due to the sparseness of historical
data for this layer the temperature covariance function was
calculated using data from a large number of profiling floats
deployed by IfM Kiel in the western Mediterranean from
1997 to 2002. Again a two-scale Gaussian model was fitted
to the one-dimensional covariance function, revealing domi-
nant structures of 100 and 12 km scales, respectively, i.e., the
correlation lengths are significantly smaller than for the
0–2000 m layer. The reason is the absence of the seasonal
signal at depth. The mesoscale is the same in both layers, but
in addition here submesoscale features are captured~e.g.,
submesoscale coherent vortices, so-called SCV’s, fronts, fila-
ments, etc.!. Probably the additional very short scales be-
come more visible here since at depth they are not dominated
by the large seasonal variability. Table II~rightmost column!
presents the weights of the minimum-variance linear estima-
tor for the horizontal average temperature in the 600–2000 m
layer. The estimation error of the 3-D average for this layer is

0.0024 °C rms. Figure 7 shows the average temperatures
over the area 1°–9° E for the deep layer~600–2000 m!. The
rms error, represented by the shaded area, has an average
value of 0.0038 °C; this is the accuracy of the Thetis-2 con-
figuration for the deep-water temperature measurement. The
average temperatures from the Poseidon and Suroit CTD
data in January and October are also shown in Fig. 7 and
they agree with the tomography results.

A previous analysis of long-term historicalin situ obser-
vations in some parts of the western Mediterranean basin
revealed a long-term warming trend of the deep water by
;0.003 °C/year.21 However, it was not clear from these stud-
ies how widespread this signal was. Over a period of nine
months, such a trend would give a temperature increase of
0.0022 °C. The difference of the basin-average temperatures
in the CTD data from January~Poseidon! to October~Suroit!
in Fig. 7 is about 0.0019 °C, which is very close to the above
estimate. Some of this agreement may be spurious, but it is
not inconsistent with the hypothesis of a basin-wide warming
trend for the western Mediterranean deep water. Further, as
mentioned before, the average 1994 temperatures below 600
m, estimated from the Poseidon/Suroit CTD data, were about
0.05 °C higher than the 40-year historical mean; this is also
compatible with a basin-wide warming trend of 0.003 °C/
year. An indication of a basin-wide warming trend can be
seen in the tomography results as well. Nevertheless, the
anticipated temperature difference~0.0022 °C! over the nine
months is smaller than the tomography error~0.0038 °C!,
and, in this connection, longer-term~>two-year! tomogra-
phy measurements would be necessary to draw more reliable
conclusions.

V. DISCUSSION AND CONCLUSIONS

Results from an integrated analysis of the complete set
of travel-time data from the Thetis-2 tomography experiment
were presented. In the first place the 13 tomographic sections

FIG. 7. Evolution of the average temperature in the deep water~600–2000
m layer! of the western Mediterranean basin~1°–9° E! estimated from
acoustic tomography; the solid line represents the mean and the shaded area
the rms error. CTD data from the Poseidon/Suroit cruises in January/October
are shown as horizontal bars.
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of the Thetis-2 experiment were analyzed individually.
Travel-time observables were modeled using the peak-arrival
approach and inverted using the matched-peak inversion ap-
proach. An adaptive scheme was used for treating the non-
linearity of the model relations, in which the background
state~linearization reference! was treated as an unknown of
the problem. As an alternative, one could think of using a
time-variable background state, seta priori from the
climatology;17 this approach would be sufficient for small
deviations of the actual state from the climatology. However,
for the case of the Thetis-2 experiment the deviations are
significant, as shown in Fig. 6, and the use of climatologi-
cally constrained background states could bias the inversion
results.

By combining slice inversion results from the 13 sec-
tions and exploiting the knowledge of the temperature cova-
riance structure for the western Mediterranean basin, esti-
mates for the evolution of the three-dimensional average
temperature for the western Mediterranean sub-basin from
1° E to 9° E for the layers 0–2000 m~heat content! and 600–
2000 m~deep-water temperature! were obtained. The accu-
racy of ocean acoustic tomography~Thetis-2 configuration!
for temperature measurement was larger for the deep layer
~rms error 0.0038 °C! than for the heat content~rms error
0.0081 °C!. While the reduced ocean variability at large
depths improves the accuracy of temperature measurements,
the smaller horizontal scales of the dominating temperature
structures plays a deteriorating role as regards the ability to
infer horizontal temperature averages from a given tomogra-
phic configuration.

A remarkable agreement between tomography heat-
content estimates and the ECMWF heat-flux integral was
obtained. In this respect, the results presented here are a sig-
nificant improvement to previous heat-content results, based
on simple analyses of a subset of the Thetis-2 data,9 in terms
of accuracy~;50% error reduction! and also in terms of
agreement with the independent heat-flux data. Heat-flux
data describe the transfer of heat through the ocean surface,
whereas tomographic data can be used to obtain estimates for
the total heat content and, in general, horizontal temperature
averages over particular depth layers. Surface heat fluxes and
heat content are two terms of the heat-budget equation,15

which also includes advection as a third term. If the advec-
tion term can be estimated~as was the case here!, then the
other two can be compared to verify their accuracy and con-
sistency, on the basis of the heat-budget equation. In open-
ocean applications, however, it is never enough to have only
one of these, and, in general, heat-flux, heat-content, and
advection data are needed to carry out heat-budget analyses.

Ocean acoustic tomography is depth resolving and can
be used for the study of temperature evolution of certain
depth layers, and hence the transfer of heat between layers
~overturning circulation!. Of particular interest is the behav-
ior of the western Mediterranean deep water in the light of
previous studies reporting the existence of a warming trend
in some parts of the basin.21 The CTD data and tomography
results are consistent with the hypothesis that the warming
trend is widespread over the whole basin. Nevertheless,
given the size of the tomography error for the 600–2000 m

layer ~0.0038 °C!, longer term ~>2-year! measurements
would be required to draw reliable conclusions. The error of
the tomography estimates for the horizontal average deep-
water temperature is;20% of the rms variability of the tem-
perature measurements conducted during the Poseidon and
Suroit cruises~0.02 °C!. This means that a transmission
across the Thetis-2 tomography array offers an accuracy for
the deep-water temperature measurement equivalent to that
of the average of 25 independent point samples.

The Thetis-2 tomography experiment was conducted as
a pilot experiment for long-term monitoring of the western
Mediterranean basin with acoustics. For this reason the loca-
tions of most of the moorings were selected to make a cable
connection of the instruments to shore feasible. The results
presented here demonstrate that tomography has the potential
to monitor across the extents of the basin with sufficient
temporal resolution as well as resolution in depth.
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Bowhead whales,Balaena mysticetus, migrate west during fall;10–75 km off the north coast of
Alaska, passing the petroleum developments around Prudhoe Bay. Oil production operations on an
artificial island 5 km offshore create sounds heard by some whales. As part of an effort to assess
whether migrating whales deflect farther offshore at times with high industrial noise, an acoustical
approach was selected for localizing calling whales. The technique incorporated DIFAR~directional
frequency and recording! sonobuoy techniques. An array of 11 DASARs~directional autonomous
seafloor acoustic recorders! was built and installed with unit-to-unit separation of 5 km. When two
or more DASARs detected the same call, the whale location was determined from the bearing
intersections. This article describes the acoustic methods used to determine the locations of the
calling bowhead whales and shows the types and precision of the data acquired. Calibration
transmissions at GPS-measured times and locations provided measures of the individual DASAR
clock drift and directional orientation. The standard error of the bearing measurements at distances
of 3–4 km was;1.35° after corrections for gain imbalance in the two directional sensors. During
23 days in 2002, 10 587 bowhead calls were detected and 8383 were localized. ©2004 Acoustical
Society of America.@DOI: 10.1121/1.1765191#

PACS numbers: 43.30.Sf, 43.30.Yj, 43.80.Nd@WWA# Pages: 799–813

I. INTRODUCTION

Whales use sound to communicate and to acquire infor-
mation about their environment. Also, they often react to
man-made sounds by changing their behavior and swimming
away, or occasionally toward, the sound source~Richardson
et al., 1995, 1999!. Beginning in late August and continuing
past mid-October, bowhead whales~Balaena mysticetus! mi-
grate west across the Beaufort Sea, swimming parallel to the
north coast of Alaska~Moore and Reeves, 1993!. The major-
ity of the whales travel along a corridor 5–40 n.mi.~10–75
km! offshore, with the southern part of that corridor being
through water,25 m deep. Alaska Eskimos have tradition-
ally hunted these whales for subsistence~Stoker and Krup-
nik, 1993!. The whalers are concerned about any industrial
activity that might result in the bowheads swimming farther
offshore and therefore being more difficult to hunt and re-
trieve.

In early 2000, BP Exploration~Alaska!, Inc., began con-
structing its Northstar oil development, the first oil produc-
tion facility seaward of the barrier islands in the Beaufort
Sea. The development is centered on Northstar Island, an
artificial gravel island 5 km seaward of the coastal barrier
islands~Fig. 1!. Oil production and gas injection began in
late 2001, powered by gas-turbine engines, and drilling of
additional wells continued through 2002. Northstar is 27 km
west of a natural island~Cross Island! from which migrating
bowhead whales are hunted in fall. Thus, the possible effects
of the industrial operations on the whales, and on their ac-
cessibility to subsistence hunters, were of concern.

Because of both BP corporate policy and regulatory re-
quirements, BP decided to study any possible effects of is-
land sound on the path of migrating bowheads. The primary
question was whether the whales passing Northstar were far-
ther offshore during times when more sound was emitted
from the island and its associated vessels. The approach
taken was based on use of a passive acoustic method to de-
termine the locations of calling whales. An acoustical
method was selected, in preference to aerial surveys, because
acoustics works 24 hours/day, during good weather and bad,
night and day, and allows simultaneous monitoring of a large

a!Portions of this work were presented at a workshop on acoustic detection
and localization of marine mammals. The workshop sponsor was DRDC
Atlantic, Dartmouth, Nova Scotia; the dates were 19–21 November 2003.
An abstract is to appear in theCanadian Journal of Acoustics.

b!Electronic mail: cgreene@greeneridge.com
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area. Previous experience showed that thousands of bowhead
whale calls would be detected during one autumn season of
monitoring, providing a far larger sample size than could be
obtained from aerial surveys. To compare whale locations
with sound emissions, continuous data on sounds from the
island were needed. These were obtained with a hydrophone
near the island, connected by cable to a digital recording
system on the island. Statistical analyses were essential to
assess whether any ‘‘displacement’’ effect was evident at
times of high sound emission and, if so, to determine the
magnitude of displacement. To date, field work has been
done during the early autumn of 2000, 2001, and 2002, with
equipment development and a pilot study in 2000, and effec-
tive data collection in 2001 and 2002. The study is continu-
ing in 2003.

This paper describes the acoustical methodology devel-
oped to detect bowhead whale calls and to locate their source
positions. Although the approach was the same in 2001 and
2002, some improvements were made from 2001 to 2002,
and the following specific description concerns the 2002
techniques. Some results from 2002 are included to illustrate
the approach and the nature and precision of the resulting
data. Another paper~McDonald and Richardson, 2003! de-
scribes the statistical approach that has been developed for
analysis of the whale locations versus sound emission data.

II. METHODS

There are two basic methods by which passive acoustic
~hydrophone! data can be used to locate the sources of un-
derwater sounds: hyperbolic fixing and triangulation
~McLennan and Greene, 1996!. Hyperbolic fixing involves
measuring differences in the times when a given sound ar-
rives at pairs of hydrophones, usually with cross-correlation.
This method has been used extensively in previous studies of
bowhead whales~e.g., Greene, 1987; Clarket al., 1996!. Tri-

angulation involves measuring bearings to sound sources
from two or more known locations, and then computing the
intersections of the bearings.

Hyperbolic fixing with cross-correlation generally per-
forms very well, but it requires synchronized timing of all
the hydrophone signals. This is possible if the hydrophone
signals are cabled or radioed to a common recording or pro-
cessing point with a single clock. However, it is difficult to
have precise timing with autonomous, asynchronous record-
ers, each with its own clock, as required here. Surface buoys
were undesirable because of hazards from drifting ice, and
interconnection by bottom cables was impractical.

Triangulation was chosen for this study because syn-
chronized timing of autonomous units would be difficult to
achieve, but autonomous bearing measurements could be ob-
tained. Directional frequency and recording~DIFAR!
sonobuoys~AN/SSQ-53! use a three-channel sensor from
which azimuthal bearings to sound sources can be computed.
Standard DIFAR sonobuoys have been used previously to
obtain bearings to calling bowhead whales~Ljungblad, 1986;
Greeneridge Sciences unpublished data! and to other baleen
whales ~e.g., Swartzet al. 2003!. We incorporated DIFAR
sensors from Sparton Electronics~De Leon Springs, FL! into
seafloor recorders called DASARs, for directional autono-
mous seafloor acoustic recorders. A DASAR records the
three DIFAR channels directly to disk in the seafloor re-
corder. An array of 11 DASARs deployed in the southern
part of the whale migration corridor offshore of Northstar
provided the needed intersecting bearings to the calling
whales.

A. DIFAR principles

The concept of DIFAR is to use two horizontal, orthogo-
nal directional sensors and an omnidirectional pressure sen-
sor to sense an acoustic field. The directional sensors are
particle velocity hydrophones with dipole patterns. A DIFAR
sonobuoy uses a magnetic compass to provide a geographic
reference. However, the DASARs~unlike drifting
sonobuoys! sit firmly on the bottom and normally do not
move after installation. Their locations are measured during
installation with GPS. Thereafter, acoustic calibration trans-
missions from known locations around each DASAR can
provide information on its reference direction with respect to
grid north. As shown in Sec. III~later!, this can provide more
precise bearing data than could be obtained by reference to
the compass built into a standard DIFAR sensor, especially
during operation at high latitudes where magnetic compasses
are less accurate and less stable.

Figure 2 shows the DIFAR sensor pattern. The orthogo-
nal directional sensor patterns are circular, corresponding to
a dipole response. A sound from a given direction results in
received levels determined by the dipole response patterns.
The angle to the source, relative to the reference axis, is
determined from the arctangent of the ratio of the two re-
sponse magnitudes. The phases of the dipole signals relative
to the omnidirectional signal resolve the bearing ambiguities
that would otherwise result from the arctangent.

The DIFAR sensor functions as if it were a three-
channel analog device, including the following outputs:

FIG. 1. Map of the central Alaskan North Slope including Prudhoe Bay and
Northstar Island.
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~i! omnidirectional pressure sensitive hydrophone, and
~ii ! two horizontal, orthogonal particle motion sensors

whose outputs are proportional to the cosine and sine
of the direction to the source. One is the ‘‘cosine
channel’’ and the other is the ‘‘sine channel.’’

The DIFAR sensor reference axis is aligned with the cosine
channel maximum~Fig. 2!.

Assume the DIFAR sensor is mounted in the water away
from any reflecting surfaces and interfering sound sources.
Assume there is a source emitting sinusoidal waves so the
instantaneous pressure at the omnidirectional sensor is

Po~ t !5A sin~vt !,

whereA is the peak amplitude,v is the radian frequency, and
t is time. If the source direction is at bearing angleb from the
reference axis, the instantaneous outputs of the cosine and
sine channels will be

Pc~ t !5cos~b!•A sin~vt !,

Ps~ t !5sin~b!•A sin~vt !.

These two channels, plus the omnidirectional pressure chan-
nel, are recorded in the DASAR for offline processing. The
direction can be found by forming the instantaneous products

Qoc~ t !5Po~ t !•Pc~ t !5cos~b!•A2 sin2~vt !,

Qos~ t !5Po~ t !•Ps~ t !5sin~b!•A2 sin2~vt !.

Taking the time average of the two products results in the
bearingb in degrees as

b557.2957•arctangent~mean~Qos!/mean~Qoc!!,

where the arctangent is defined for four quadrants.
If other sound sources are audible simultaneously, their

signals add to the above expressions and distort the process.
Thus it is important to exclude other sources as much as
possible. In our processing of the DASAR data, the time and
frequency extents of each whale call are first determined by
inspection of a spectrogram. Then the signal is time-gated

and bandpass filtered tightly before computing the products.
These products are derived separately for every 1-ms time
sample within the duration of a given bowhead call~typically
1–3 s!, and then averaged across the call duration. The re-
sulting averages are used to derive the estimated bearing to
that whale call relative to the reference axis.

Alternatively, the bearing can be computed from the
magnitude and phase of the discrete Fourier transforms of
the three sensor channels. For a signal whose frequency
changes or spans a range of frequencies, the bearings for
every frequency component in the call can be computed and
averaged to improve the bearing estimate. In our experience,
the time domain and the frequency domain approaches yield
very close to the same result. After initially deriving a bear-
ing to each call via both approaches and finding little differ-
ence in the results, we now rely on the time-domain method.
However, in Sec. III we present an example of the
frequency-domain method.

The DIFAR specification for sonobuoy bearing accuracy
calls for angles with respect to magnetic north to be within
610°. Much better accuracy has been achieved with the
DIFAR sensors incorporated into DASARs as described be-
low, with the DASARs firmly on the bottom, calibrated ex-
ternally, and not reliant on a magnetic compass~see Sec. III!.

Figure 3 graphs the frequency response of DIFAR
sonobuoys. It is specified to be from 10 to 2400 Hz, but there
is some sensitivity at both higher and lower frequencies. The
response is deliberately not flat; it rises with increasing fre-
quency up to;1000 Hz. This rise is to counter the natural
drop in ocean ambient noise with increasing frequency, pro-
viding improved dynamic range and noise performance, es-
pecially at low frequencies. Most bowhead calls occur in the
frequency range from 50 to 400–500 Hz~Clark and Johnson,
1984; Würsig and Clark, 1993!, so the DIFAR coverage is an
excellent match.

B. Directional autonomous seafloor acoustic recorder
„DASAR …

The DASAR was conceived to incorporate DIFAR tech-
nology in an autonomous recorder that would operate for at

FIG. 2. DIFAR sensor omni and dipole patterns and reference angle. The
angle between the reference axis and the source direction is the angleb used
in the section on DIFAR principles.

FIG. 3. DIFAR frequency response envelope. The response is specified to be
within 63 dB at 100 Hz.
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least 30 days in the water north-northeast of Northstar Island,
at depths up to 30 m. To achieve frequency coverage from 50
to almost 500 Hz, a sample frequency of 1000 samples/
second was selected. For anti-aliasing, the three acoustic
channels were lowpass filtered at 400 Hz. With three acoustic
channels, 3000 samples/second had to be written to a com-
puter disk storage unit.

Although DASAR orientation on the bottom was deter-
mined by calibration~see below!, a compass was still desired
in the DASAR as a check on any possible changes in orien-
tation during a deployment. The compass in the standard
DIFAR sensor used excessive battery power because of the
high effective sample rate needed for the acoustic data. How-
ever, we did not require frequent compass readings. A sub-
stitute flux-gate compass, small in size and low in power
drain ~Model V2X from PNI Corp., Santa Rosa, CA!, was
installed in the sensor. Its output was recorded once for every
disk write, which occurred at intervals of 46.6 min. Compass
bearings were stored in the compact flash memory in the
DASAR, independent of the disk storing the acoustic data.

1. Digital recording

Figure 4 is a block diagram of a DASAR. A Persistor
Instruments Inc. ~Bourne, MA! single-board computer,
model CF1, serves as the central processor unit and controls

the sampling, buffer storage, and disk recording from the
buffer. The instrument uses a 196-MByte compact flash
memory for double buffering so no data are lost during the
disk write operation. However, in practice, the sounds of the
disk drive increased the local acoustic noise for about 30 s
each time disk writing occurred, once every 46.6 min. A disk
of 30-GByte capacity~IBM Travelstar 2.59) provides con-
tinuous storage for over 45 days’ recording. The disk is con-
trolled by Persistor Instruments’ ‘‘BigIdea’’ IDE controller. A
custom circuit card handles signal conditioning, analog-to-
digital conversion for the three DIFAR channels, compass
I/O, and various switching and linear regulators to power the
CF1, compass, and sensor head.

2. Transponder for health checks

An acoustic transponder~Benthos model UAT-376,
North Falmouth, MA! was built into each DASAR to permit
checks on operational health during a deployment. This was
essentially a check on the digital recording. If a sensor quit
working, it was not likely to be reported as ‘‘bad health.’’
The transponder was powered by its own 9-V cells so it
would continue operating if the main DASAR batteries
failed. Upon interrogation at 26 kHz by a topside unit, each
transponder transmitted on one of seven frequencies: 25, 27,
28, 29, 30, 31 or 32 kHz. In the DASAR application, the
transponders were modified so that the frequency selection
could be altered from the embedded controller. In this man-
ner, one of two codes corresponding to ‘‘OK’’ or ‘‘failed’’
could be asserted.

The topside unit was a Benthos model DRI-267A, built
as a diver-operated transponder/interrogator and deployed on
a hand-held pole over the side of a boat. Upon receipt of
transponder signals, it read out distance as well as the opera-
tional code. It operated over distances of at least 200 m, but
GPS always brought the boat to within about 40 m of the
DASAR being interrogated. In this project, the ‘‘health’’ of
each deployed DASAR was checked about once per week.
No failures were detected in 2002, but in 2001 some reports
of ‘‘bad health’’ were received, and in these cases it was
possible to retrieve and replace the failed DASAR.

3. Physical construction and batteries

The pressure housing is a cylinder 12 in. in diameter and
14 in. high (30336 cm). The recording electronics and the
transponder are mounted on the underside of the lid, which
incorporates double O-ring seals. Three packs~Nexergy
model SMP-7S4P, Escondido, CA! of 28 D-cell alkaline bat-
teries are wired in series and parallel to provide 10.5 V. They
are secured by a plate and threaded rods anchored in the
cylinder bottom. Diodes protect the packs from internal
shorts.

On the top of the DASAR are two plastic posts 8.75 in.
~22 cm! tall, extending upward from opposite sides of the top
plate. Between them is a rubber band 1 in.~2.5 cm! wide
from which the DIFAR sensor is suspended. The top of the
sensor is secured to a plastic block with a double O-ring seal.
The wires from the compass and three acoustic sensors pass
from the sensor through the block and into a plastic tube and

FIG. 4. Block diagram of the DASAR recording system.
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thence to a waterproof access in the main body of the
DASAR. The rubber suspension permits the sensor to
‘‘float’’ relatively freely in the water for sensing the particle
motion essential to the directional sensing, while at the same
time minimizing twisting.

As deployed in 2002, a latex ‘‘sock’’ secured over an
aluminum cage shielded the sensor from motion induced by
water currents. Figure 5 portrays a DASAR in its sock on the
deck ready for deployment with the small anchor and tag
line. ~In 2001, a different frame and a self-supported thin
plastic dome were used.! Each DASAR was installed on the
bottom with a tag line between the DASAR and an anchor,
both of whose positions were measured by GPS during de-
ployment. No surface buoys were used because of hazards
from drifting ice floes. The DASARs were retrieved from
depths of 16–24 m by grappling for the tag line based on the
GPS coordinates.

C. The DASAR array

The basic array configuration is a series of equilateral
triangles. Bearing measurements from pairs of elements in a
triangle provide good resolution of source location for
sources at any angle around the triangle. Six triangles shar-
ing a center unit formed a hexagon~Fig. 6!. Two overlapping
hexagons completed the array of ten locations oriented
roughly north-northeast from Northstar Island, toward the
path of migrating bowheads. The basic spacing between ad-
jacent DASARs was 5 km~2.7 n.mi.!, selected based on
known bowhead call detection distances of 15–20 km and
experience with 2-km spacing in a 1986 application of pas-
sive localization~Greene, 1987!. The closest and farthest
units were, respectively, 7 and 22 km~4 and 12 n.mi.! north-
east of Northstar, with the most offshore unit being about1

3

of the distance from Northstar to the shelf-break.
Twelve DASARs were constructed and tested. Two were

intended to be spares, but it made sense to deploy one of the
spares as a redundant element at a central location in the
ten-position array. Thus, two DASARs were used at the cen-
ter of the northern hexagon, spaced about 200 m apart at
locations CA and CB~Fig. 6!.

D. Time and reference axis calibration

Calibrations were very important to the success of the
triangulation approach to whale call localization. The times
had to be known within 1–2 s to permit associating calls
received on two or more independent DASARs, as necessary
to localize based on bearings from two or more DASARs to
the same call. With 5 km between adjacent DASARs, the
maximum difference in acoustic travel time to an adjacent
pair of DASARs is 3.3 s. The travel time across the longest
separation of DASARs~units NE and SW in Fig. 6! is 10 s.

Reference axis calibration was very important to mini-
mizing localization errors. Clearly, the smaller the uncer-
tainty in the bearing measurements, the smaller the uncer-
tainty in the whale call location. A detailed description of
localization errors is contained in Appendix B.

The approach taken to calibration for both time and ref-
erence axis direction was to transmit a signal from a boat at
known locations around and within the DASAR array. The
equipment included a U.S. Navy model J-9 underwater
sound projector~U.S. Navy Sound Reference Laboratory,
Newport, RI!, a 400-W Mackie FR series M-800 amplifier
~Woodinville, WA!, a notebook computer, and a Trimble
Lassen Model 39261-10~Sunnyvale, CA! GPS receiver with
a pulse time signal output precisely at every UTC~Universal
Time Coordinated! second. The notebook computer con-
tained the waveform file and reproduced it for amplification
and transmission on receipt of the timing signal from the
GPS. Although the J-9 is not rated for source levels greater
than;150 dB re 1 mPa•m, its efficiency is very low and a
high-powered amplifier is required to achieve such a source
level.

The waveform of the calibration signal required a clear
start time for clock timing and wide bandwidth for determin-
ing the reference axis bearing. The sound waveform used in
2002 began with a 400-Hz tone for 5 s, followed by a 2-s
gap, a downsweep from 400 to 200 Hz, another 2-s gap, an
upsweep from 200 to 400 Hz, a 2-s gap, and a final down-
sweep from 400 to 200 Hz.~In future applications, the 2-s

FIG. 5. DASAR on deck with anchor and tag line, ready for deployment.
Also on deck are other DASARs without their protective socks.

FIG. 6. Map of DASAR locations with respect to Northstar Island. The
stations from which calibration signals were transmitted are also shown.
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gaps will be omitted.! The total duration of one transmission
was 22 s. For each calibration location, two full transmis-
sions occurred at sound projector depth 9 m followed by two
more at depth 6 m. All transmissions were analyzed as re-
ceived at the closest two or three DASARs, generally within
distance 3–4 km.

Calibration stations were selected in and around the ar-
ray such that each DASAR received calibration signals from
at least four~and often six! nearby stations on different bear-
ings. Figure 6 shows the 18 calibration stations used in 2002
in relation to the 11 DASARs. Obtaining bearings to several
known sites around each DASAR permitted searching for
possible systematic bearing errors. One such error was found
and attributed to ‘‘gain imbalance’’ between the two direc-
tional channels.

E. Gain imbalance between the directional sensors

The DIFAR sensor manufacturer, Sparton Electronics,
employs careful calibration techniques to equalize the sensi-
tivities of the sensors for the two directional channels. How-
ever, the manufacturing specification is for bearing accura-
cies of610° and we desired better performance. There was
evidence in our data that, as installed in the Beaufort Sea, the
gains~sensitivities! of the DIFAR sensors were slightly un-
balanced, resulting in systematic bearing errors. A gain-
correction procedure has been developed. It is described in
Appendix A.

F. Localization process and its accuracy

The locations of the calling whales were estimated based
on triangulation. However, when more than two bearings to a
given call were available, the 21 intersections of bearings
usually did not coincide exactly. A maximum-likelihood ap-
proach was developed to estimate the most likely location,
taking account of the variability in bearings from each
DASAR as determined during calibration. Also, an estimate
of the precision of each whale call location was used as a
weighting factor in subsequent statistical analyses~Mc-

Donald and Richardson, 2003!. Appendix B describes the
localization process and the derivation of the localization
accuracy measures.

G. High background noise cutoff distance

The objective of the project was to evaluate whether
offshore distances of whales were related to the level of in-
dustrial sound measured near the island~400 m away!. Early
data indicated that, during higher background noise condi-
tions ~.96 dB re 1 mPa broadband! at the DASAR array,
fewer whale calls were detected. Further analysis confirmed
that, at such times, proportionally fewer calls were detected
at longer distances. To minimize the influence of variations
in background noise on the observed distribution of whale
call locations, it was necessary to limit the study area to the
region within which whale calls were likely to be detected
even during high noise conditions. The appropriate distance
was determined by comparing the distribution of distances
from the array-center to the detected whale calls during times
with high and low background noise~see Sec. III!.

III. RESULTS

Examples of the results of the calibration process and
the localization of whale calls for 2002 are presented here.
McDonald and Richardson~2003! show how these results
can be analyzed statistically to assess whether bowhead
whales are displaced offshore at times when much industrial
sound emanates from the Northstar area. In 2002, the
DASARs were deployed on 30–31 August and recovered on
3 October. One DASAR apparently physically tipped over on
4 September, but the other ten functioned well until 23 Sep-
tember when all apparently tipped over during an unusually
strong storm. Thus, the effective study period was from 31
August to 23 September. Health checks were done about
once per week, and there were no reports of ‘‘bad health.’’
~In 2001, some such reports were received, and this allowed
us to replace failed units with functional ones.!

TABLE I. DASAR calibration results for 2002, including corrections for gain imbalance in the two directional
channels and clock drift coefficients.

DASAR
location

Total
Pings

Original
ref. bearing

~deg!

Corrected
ref. bearing

~deg!
Gain
factor

Original
std. dev.

~deg!

Corrected
std. dev.

~deg!
Clock drift

~s/day!

Scatter
after fit

~s!

NW 126 89.9 89.5 1.0607 1.50 0.87 20.4836 0.19
CC 198 248.9 248.8 1.0270 1.70 1.60 21.3582 0.16
WB 138 34.3 34.0 1.0286 1.30 1.20 21.7558 0.22
CB 194 157.0 157.0 1.0883 2.30 1.50 21.1756 0.28
CA 192 186.9 187.0 1.1337 2.60 0.99 0.3827 0.21
EA 139 58.6 57.6 1.1594 2.90 0.93 21.1898 0.34
WA 165 192.9 192.3 0.8661 3.30 1.30 21.3838 0.19
SE 127 26.7 26.7 1.0038 0.80 0.80 21.9505 0.54
SW 33 59.0 59.5 1.0781 3.60 3.30 20.2753 0.30
NE 135 96.0 95.7 0.9294 2.50 0.80 21.1723 0.21
EB 154 190.5 190.8 1.0529 1.90 1.60 20.7723 0.19

Avg: 2.22 Avg: 1.35
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A. Calibration of DASAR clock times and reference
axis bearings

The calibration results for each DASAR are presented in
Table I. Calibration data were collected on 2, 7, 13 and 21
September 2002. For 10 of 11 DASARs, the calibration was
based on 126–198 calibration pings. For the DASAR at lo-
cation ‘‘SW,’’ only 33 pings ~all from 2 September! were
useable; SW was the unit that upset in high storm surge on 4
September.

The benefit of correcting for the gain imbalance between
the two directional sensors of each DASAR is evident by
comparing the standard deviations of the ‘‘original’’~uncor-
rected! bearings, which averaged 2.22°, with those of the
‘‘corrected’’ bearings~average 1.35°!. Corresponding aver-
age values for 2001 were, respectively, 6.60° and 6.28°. The
higher values in 2001 resulted primarily from using tones as
calibration sounds, in contrast to the frequency sweeps used
in 2002. The year-to-year differences in the DASAR hous-
ings may have been a minor factor.

Based on the DIFAR sonobuoy specification that bearing
errors should be within610°, standard deviations on the
order of 3° had been expected. The improvement over the
specification~in 2002! is partly from the broadband calibra-
tion signals used, partly from the gain-correction procedure,
and partly because the orientations of the bottom-mounted
DASARs were fixed and externally calibrated. In contrast, a
DIFAR sonobuoy is designed to drift, with bearings being
determined in relation to an internal magnetic compass.

The time-drift calibrations showed that the clocks in the
DASARs drifted by as much as 2 s per day~Table I!. How-
ever, the drift-rate was quite stable over time, a result ex-
pected given the frequency/temperature sensitivity of the
crystal oscillator time base and the fact that the ambient tem-
perature varies only slightly once deployed. After compensa-
tion for the measured drift, the times of events recorded be-
tween calibrations generally could be determined to an
accuracy of 1 or 2 s. This was adequate for assessing whether
a whale call received at several DASARs represented a
single call from one whale. The residual measurement scatter
is mostly due to imprecision in determining the time of the
received signal during data analysis. This precision can be
improved, as described in Sec. IV.

B. Whale call localization

During the period from mid-day on 31 August until mid-
day on 23 September 2002, 10 587 whale calls were de-
tected. Of these, 2022~19%! were detected by only one
DASAR and thus could not be localized. Also, 182~2%! of
the remaining 8565 calls did not yield a location because the
maximum likelihood procedure~Appendix B! did not con-
verge, and 461~5%! of the remaining 8383 calls yielded a
location but the variance-covariance matrix of the solution
was not positive definite. Overall, 7922~75%! of the 10 587
calls yielded useable locations in 2002.

Figure 7 presents an example of a whale call bearing
measurement, in this case from DASAR unit EB. The bear-
ings of all the 1-ms time samples spanning the duration of
the call are plotted as vectors from the DASAR location. The

bearing estimate comes from the arctangent of the average of
the north-south components divided by the average of the
east-west components.

The same call as received at the same DASAR was also
processed by the frequency domain method. Figure 8 pre-
sents the magnitude of the sound pressure density spectrum
computed over the duration of the call as delimited by the
analyst. The relatively high spectrum levels at 190–320 Hz
represent the whale call. Figure 9 presents the bearing-
frequency result for the same call, with the bearing selected
from the time-domain solution superimposed across the fre-
quencies selected by the analyst.

The specific call illustrated above was detected via six
DASARs, and Fig. 10 shows the intersections of those bear-
ings, including the bearing from Fig. 10~unit EB!. Of the
7922 useable call locations during the 23-day study period in
2002, the numbers based on 2, 3, 4, and 51 bearings were
2085, 1429, 1129, and 3279, respectively.

FIG. 7. Example of a time-domain bearing display illustrating the spread of
the bearings computed for each 1-ms time sample. From the DASAR at
location EB in 2002.

FIG. 8. Sound pressure spectral density for the whale call in Fig. 7. The
peak at about 200–320 Hz represents the whale call. The increasing slope in
the background noise is a result of the sloped sensitivity of the DIFAR
sensor as shown in Fig. 3.
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The numbers of bowhead whale calls detected per hour
varied widely through the operational period~Fig. 11!. Call
detection rates depended not only on the number of whale
calls, but also on the background noise level. High back-
ground noise~.90th percentile, 101 dBre 1 mPa broadband!
tended to mask the more distant calls~see below!. The best
estimates of the locations of the 350 localizable bowhead
whale calls detected on 14 September 2002 are mapped in
Fig. 12.

C. Localization accuracy

Figure 13 maps one measure of the accuracy of whale
call localizations for locations around the DASAR array,
based on all 7922 of the useable call locations from 2002.
The calculations were based on the estimated accuracy of
individual locations, which in part depended upon error in
the calibration bearings~see Appendix B!. As expected, ac-
curacy tended to deteriorate with increasing distance from
the center of the array of DASARs. For most locations
within the perimeter of the array, the length of the major axis
of the 90% confidence ellipse based on asymptotic intervals
averaged between 0.25 and 1 km. For most locations 10 km

from the center of the array~;6 km outside the perimeter!,
the corresponding average was;1 km. Average localization
accuracy was apparently poorer in an area southwest of the
DASARs ~and northwest of Northstar!, but very few calling
whales were detected there. Beyond about 10 km from the
center of the array, localization accuracy deteriorated rapidly
~Fig. 13!.

D. High background noise cutoff distance

Distances were determined from ‘‘center’’ DASAR CB
to all whale calls detected during times of very high~.90th

FIG. 11. Numbers of bowhead whale calls detected per hour over the period
31 August–23 September 2002. A total of 10 587 calls were received at one
or more of the DASARs.

FIG. 12. Whale call localizations for 14 September 2002. Filled upright
triangles represent DASAR locations. Symbol types discriminate calls
whose locations were estimated based on bearings from two~1!, three~,!,
four ~h!, or more~s! DASARs. On this date, 42 calls~not localizable! were
detected on only one DASAR, 115 calls on two DASARs, 65 with three
DASARs, 55 with four DASARs, and 115 with five or more DASARs. The
WNW-ESE line through Northstar Island shows the general trend of the
coastline; the autumn bowhead migration is to the WNW, parallel to shore.

FIG. 9. The directional spectrum for the whale call in Figs. 7 and 8. The
bearing from the time domain analysis~Fig. 7! is drawn for the frequency
band selected by the analyst.

FIG. 10. Map of an example of intersecting bearings to a whale call. The
bearing is included from unit EB for the call shown in Figs. 7–9.~a! Large
area view.~b! Exploded view of the intersection area showing the 90%
confidence ellipse and best estimate of calling whale’s location.

806 J. Acoust. Soc. Am., Vol. 116, No. 2, August 2004 Greene et al.: Whale call localization with directional sensors



percentile, 101 dBre 1 mPa broadband!, moderately high
~.75th percentile, 96 dB!, and low~,25th percentile, 87 dB
background noise! ~Fig. 14!. Background noise was mea-
sured at the DASAR farthest from Northstar~DASAR NE!.
The proportion of the detected calls that were at distances
.10 km was lower during the very high and moderately high
background noise conditions. To minimize potential biases,
calls .10 km from the ‘‘central axis’’ of the DASAR array
were not used in statistical analyses of call locations relative
to Northstar noise. That central axis extended from CB to
Northstar. Thus, the study area for those statistical analyses
was a ‘‘silo-shaped’’ area~Fig. 13! that was 20 km wide
extending offshore to DASAR CB, capped by a semi-circle
of radius 10 km centered at CB.

IV. DISCUSSION AND CONCLUSIONS

Background noise has a strong influence on the detect-
ability of whale calls. At times with high background noise
~.101 dBre 1 mPa broadband!, calls with low source levels,
and other calls whose received levels at the DASARs are low
because of propagation from long distances, are less likely to
be detected.@See Blackwell and Greene~2004! for data on
sounds, noise, and propagation at Northstar.# The variability
in background noise is one reason why simple counts of
whale calls~e.g., calls detected per hour! are not a reliable
index of the number of whales in the area.~The potentially
variable calling rate of individual whales is another reason.!
In using the data from this project, it has been important to
limit the size of the study area to a region where calling
bowhead whales are generally detectable even when the
background noise is high. In 2002, the ‘‘high background

cutoff distance’’ was determined to be 10 km~Fig. 14!. A
corresponding analysis for 2001 showed it to be 12 km in
that year~Greeneet al., 2002!.

A. Comparison with hyperbolic localization

A well-known and widely used technique for passive
acoustic localization is hyperbolic fixing based on arrival
time differences at widely spaced sound pressure sensors.~A
symposium on this method, as applied to the localization of

FIG. 13. Mean length~in meters! of major axis of 90% confidence ellipses
around estimated call locations shown as a contour plot. Filled circle repre-
sents Northstar Island, open triangles represent DASARs, and the solid
black line through Northstar is parallel to the~idealized! coastline. The
horseshoe pattern oriented northeastward represents the area within which
bowhead calls were retained for the displacement study.

FIG. 14. Histograms of distance from estimated locations of calling whales
to the center DASAR~CB! during very high~a!, moderately high~b!, and
low ~c! background sound conditions in 2002. A cutoff distance of 10 km
was established at the ‘‘shoulder’’ evident in~a! and~b!. Background sound
was measured at the NE DASAR in the 5–500-Hz band.
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calling marine mammals, was held at Halifax in November
2003. The papers are to be published in theCanadian Jour-
nal of Acousticsduring summer 2004.! The technique re-
quires an accurate time base~;1 ms for sounds like bow-
head whale calls! and involves crosscorrelating sensor pairs.
Clark and Ellison~2000! reported a calibration experiment
conducted during spring at Barrow, Alaska, to verify the ac-
curacy of their analysis of bowhead call locations as deter-
mined via arrival-time differences. Their three sensors were
roughly in line, spaced 670 and 946 m apart. Two theodolites
spaced 482 m apart provided ‘‘ground truth.’’ Their acoustic
bearing errors for angles not far from the normal to their
baseline were on the order of 0.1° compared to about 1° for
our DIFAR bearings at all azimuths. Multipaths frequently
create significant uncertainties and biases in hyperbolic fixes,
but propagation in the Barrow environment during spring
was reported to be basically plane waves without reflections.

B. Potential improvements to DASAR performance

The controlling software will be revised to permit enter-
ing a sleep mode after initialization, with startup pro-
grammed for a time after the units are on the bottom and
stable. In the past, when DASARs have been writing to disk
while being handled, write failures have sometimes occurred.

In future applications, the sound transmitted for calibra-
tion of times and reference bearings will be frequency
sweeps or a pseudo random noise waveform of at least
200-Hz bandwidth. Wideband sounds have been shown to
produce less bearing scatter than tones. There will be no gaps
in the sound transmissions. Also, 14 more calibration stations
will be added to the 18 used in 2002~Fig. 6!, providing
better azimuthal calibration data for the peripheral DASARs
and hence better gain imbalance corrections.

Data analysis will be enhanced to permit more accurate
measurements of the arrival times of the calibration trans-
missions. Also, more automation in detecting whale calls
will be investigated. At present, whale calls are detected
based on simultaneous visual inspection of spectrograms of
the data from all active DASARs, one minute at a time. The
computer might be programmed to detect whale calls by us-
ing their frequency characteristics and the fact that they are
stronger than the background sounds~Mellinger and Clark,
1997, 2000!.

C. Utility of DASARs in localizing sound sources

This application of DIFAR techniques, as incorporated
into autonomous bottom-mounted recording units, has been
successful in monitoring the locations of calling bowhead
whales over extended periods in a remote region. This ap-
proach allows distributed data acquisition and requires only
moderately accurate synchronization~e.g.,61 or 2 s! of the
time bases of the various recording units. This approach is
suitable in situations where it would be difficult or impos-
sible to acquire all the data with a single recording system
and time base, as needed for localization by time-of-arrival
methods.

Experience from two years’ use of DASARs to localize
bowhead whale calls reinforces the concept of applying DI-

FAR sensor technology to sound source localization. The fre-
quency range of 10–500 Hz, as presently recorded by the
DASARs, suits the frequency ranges of most bowhead calls,
and may also be suitable for most other baleen whales~Ri-
chardsonet al., 1995!. However, the DIFAR sensors are use-
ful at frequencies.2 kHz and could conceivably be used to
detect and localize clicks from sperm whales and some other
marine species. A higher frequency range would require a
higher sampling rate, which would affect recording life de-
pending on disk space.

The present DASAR units are designed for deployment
in relatively shallow water and retrieval by a simple grap-
pling technique. The physical configuration of the units
would need to be revised if deeper deployments were re-
quired. However, the DIFAR-based approach should be use-
able in deeper water.
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APPENDIX A: GAIN IMBALANCE BETWEEN
DIRECTIONAL SENSORS AND ITS EFFECT ON
BEARING ACCURACY

Summary: This Appendix investigates gain imbalance
between the two DIFAR directional sensors. A method is
developed to quantify and correct for this factor, thereby im-
proving the accuracy of measured bearings to whale calls.
Calibration ping data taken for time and bearing calibration
are analyzed to determine the imbalance.

1. Introduction

DIFAR hydrophones are the acoustic sensors in the
DASARs. These small units were installed in water 20–25 m
deep with an unknown orientation. To measure the orienta-
tion on the bottom and calibrate the clock time drift, acoustic
pings were transmitted in the water from known locations.
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By measuring the bearing of each ping with the DIFAR logic
and comparing it to the known bearing from the DASAR to
the projector position, it was possible to measure the refer-
ence axis direction on the bottom.

The reference axis direction is given by

bref5btrue2bd , ~A1!

wherebtrue is the known true bearing of the ping, andbd is
the measured DIFAR bearing relative to the reference axis
direction.

Figure 15 presents the measured reference bearing for
DASAR CB data plotted versus true bearing. The overall
scatter is;10° peak-to-peak. This meets the bearing accu-
racy specified for DIFAR, but is larger than desired. At any
given true bearing, the scatter is on the order of 3°–5°, but
the variation across bearing appears to follow an orderly pat-
tern, suggesting that improvement would be possible if the
cause of the variation could be determined and modeled.

Reflecting objects near the DASAR could explain some
bearing error; however, the installation area is uniform and
relatively flat. Vertical multipaths~which do exist! would not
introduce azimuthal bearing errors. We were led to investi-
gate the effects of a gain imbalance in the DIFAR directional
channels and to find a means of correcting for it.

2. The effects of a gain imbalance

The DIFAR sensor includes three acoustic channels, one
omni and two directional. The bearing measurement process
requires that the acoustic sensitivity of the two directional
channels be equal. The DIFAR sensor is complex and in-
cludes many adjustments by the manufacturer to match the
outputs, including temperature compensation. However, the
manufacturing specification permits bearing errors of610°
and it appeared better performance was possible. Gain im-
balance seemed a possibility. We first investigate what the
effect would be of such a gain imbalance.

We introduce three new variables:
g gain factor of sine channel relative to cosine channel

(g51 means no imbalance!
berr error angle introduced by the gain imbalance

bmeas measured bearing including the error, such that

bmeas5bd1berr ~A2!

Assume there is an acoustic signal of amplitudeA arriving
from bearingbd relative to the DIFAR reference axis. Thex
andy components of that signal will be

vx5A sinbd ,
~A3!

vy5A cosbd .

However, if there is a relative gain errorg, these will be
measured as

vxmeas5g•A sinbd ,
~A4!

vymeas5A cosbd ,

and the measured bearing will be

bmeas5arctan~vxmeas/vymeas!5arctan~g•vx/vy!, ~A5!

where arctan is the form of the arctangent that accounts for
all four quadrants. This measured bearing can be converted
to the errorberr by subtracting the knownbd . Figure 16
shows the bearing error resulting from values ofg ranging
from 0.7 to 1.5.

When the error is plotted versus the true azimuth, it very
closely resembles a sine wave with two cycles in the 360° of
azimuth, with amplitudes ranging up to about 10° for the
extreme values of gain shown. In fact, it is NOT a sinusoid.
In such a two-cycle sinusoid the maximum value would be at
exactly 45°~northeast! off the main axis. In this function, the
maximum is lower or higher, depending on the value ofg.

Manipulation of~A5! shows the DIFAR bearing of the
maximum is

bd max5arcsinS 1

A11g
D . ~A6!

This is graphed in Fig. 17.
Note that this is just the principal bearing value. There

will be similar maxima and minima near the corresponding
points on the~almost! sine wave; a positive peak at 180° plus
bd max, and negative peaks at minusbd max and 180 minus
bd max. The magnitude of the error at that maximum is

FIG. 15. Measured reference axis direction versus true grid bearing for
DASAR CBa. From each location of the ping projector, 4–8 pings were
transmitted. For each DASAR, bearings were determined to the pings pro-
jected from 4–6 positions at different azimuths. The vertical axis is the
calculated bearing of the reference axis of the DIFAR hydrophone.

FIG. 16. Azimuthal bearing error due to DIFAR gain imbalance.
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berr max5arctanS 0.5S Ag2
1

Ag
D D , ~A7!

This is plotted in Fig. 18, which presents the magnitude of
the maxima and minima of the near-sinusoidal waves.

3. Measuring the actual error and gain factor

The relations above give a feeling for the error behavior
as a function of possible gain factors, and the errors observed
in Fig. 15 are in the same range. The actual data include
random errors from other sources, so we must use a statisti-
cal approach to characterize the actual errors while measur-
ing the reference bearing. We do so by fitting a curve similar
to Fig. 17 to the distribution in Fig. 16.

The basic equation we use is

btrue5bref1bmeas2berr, ~A8!

where, to review,
btrue is the actual true bearing determined by GPS co-

ordinates of the sound projector and the DASAR
bref is the true bearing of the reference~cosine! chan-

nel axis
bmeas is the measured bearing of the target from the

reference axis
bmeas 5bd1berr

bd bearing of sound source relative to DASAR refer-
ence

berr is the small error due to gain imbalance
We assumeberr can be calculated as

berrcalc5a• f ~g,bd!

5a•~arctan~g•sin~bd!,cos~bd!!2bd!, ~A9!

wherea is an unknown amplitude andf is a function giving
the shape of the error as shown in Fig. 17. The maximum
value of this will bea• f max, where f max is given by Eq.
~A7!.

We also have a body of measurements allowing us to
measure the error for a single trial. From Eq.~A8! we can
say

berrmeas5bref1bmeas2btrue. ~A10!

We wish to compare the calculated form and the mea-
sured data, and solve for the values ofbref and gain factorg.
We do this by a least-squares fit of the functionf to the
measured data, then solving for the gain andbref . Because of
the nonlinearity of the equations, it is necessary to use a
starting guess forg ~for instance 1.2!, then solve iteratively
for new values.

We start with thei th measurement givingbtrue( i ) and
bmeas( i ). We assume a starting value forg and calculate
bd( i ) as

bd~ i !5arctan~sin~bmeas~ i !!/g,cos~bmeas~ i !!!. ~A11!

This can be inserted into Eq.~A9! to give a calculated value
of the errorbcalc( i ). The difference of these is the measure-
ment error:

error~ i !5berrmeas~ i !2beercalc~ i !

5bref~ i !1bmeas~ i !2btrue~ i !2a* f ~g,bd~ i !!.

~A12!

One measure of the goodness of a fit is the sum of the
squares of all measurements:

S5(
i

error~ i !2. ~A13!

We wish to select the parametersbref anda such thatS is a
minimum. There will be two simultaneous equations. One is

]S

]bref
5( 2error~ i !

]error~ i !

]bref
50. ~A14!

Observing from~A12! that

]error~ i !

]bref
51, ~A15!

Eq. ~A14! may be manipulated to the form

bref* (
i

12a* (
i

f ~ i !5(
i

@btrue~ i !2bmeas~ i !#. ~A16!

The second of the two equations is

]S

]a
5(

i
2error~ i !

]error~ i !

]a
50. ~A17!

FIG. 17. Bearing of maximum bearing error versus gain imbalance.

FIG. 18. Maximum magnitude of bearing error versus gain imbalance.
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From ~A12!

]error~ i !

]a
52 f ~ i !. ~A18!

Thus Eq.~A17! may be manipulated to give

bref
• (

i
f ~ i !2a•(

i
f 2~ i !5(

i
f ~ i !•~btrue~ i !

2bmeas~ i !!. ~A19!

Equations~A16! and ~A19! are two linear equations for the
unknownsbref anda. In matrix form they are

F nm 2( f

( f 2( f 2
G Fbref

a G5F ( ~btrue2bmeas!

( f •~btrue2bmeas!
G ,

~A20!

wherenm is the total number of measurements and all sum-
mations are over all measurements. This system can then be
solved forbref anda. bref is used as is. The value ofa is used
to improve the estimate of the gain factor as follows: the
maximum value of the calculated error is found asa• f max

where f max is found from Equation~A7! using the old value
of g. Then a new value ofa is computed by inverting~A7!:

tbe5tan~a• f max!, ~A21!

r g5tbe6A11tbe2, ~A22!

g5r g
2, ~A23!

wheretbe andr g are just intermediate variables for comput-
ing g. Equation~A22! gives two possible values ofg that are
inverse to each other. Iftbe is greater than zero, use the
smaller value; iftbe is negative, use the larger.

The entire calculation is then iterated from Eq.~A11!
until a approaches a value of 1.000. This implies thatg has
attained its final value. In typical cases this took around five
iterations.

4. Results

Figure 19 shows the measured and calculated values
from one such set of measurements. It appears that a sub-
stantial proportion of the deviations in Fig. 19 is due to some
mechanism such as the gain imbalance. However, there are
also other measurement errors.

Once the gain correction factor and reference bearing
have been determined for a given DASAR, the correction
may be applied in either of two ways:

~1! by calculating the correction factor in degrees for each
measurement or

~2! by multiplying the digitized output of the sine channel
by the inverse ofg before measuring bearings.

The first of these methods is used if the digitized time series
has already been used to calculate bearings. The correction is
applied to the calculated bearings. The second method is
applied if the digitized time series is available but has not
already been used for the bearing measurement.

The data plotted in Fig. 15 were processed according to
the previous section.bref was measured as 156.97° withg
51.0883. The error~the difference between measured and
true bearings! when plotted against true bearing was~ap-
proximately! two cycles of a sine wave with amplitude 2.45°.
The data were remeasured after dividing the sine channel by
g. The results are in Fig. 20.

The gain imbalance correction reduced the scatter for
DASAR CBa from 2.3° to 1.3°. This second data set mea-
sured with gain correction was run through the same analy-
sis. The results showed that there was no remaining two-
cycle sine wave contribution. Out of curiosity, the data were
run again looking for three- and four-cycle sine waves. This
showed peak errors of20.88° and10.18°, respectively.
However, we are not aware of any physical explanation for
the apparent three-cycle dependence.

APPENDIX B: LOCALIZATION ACCURACY

The precision of whale call locations, in the form of
error ~or, more accurately, ‘‘confidence’’! ellipses, was esti-

FIG. 19. Measured and computed errors for the ping calibrations for
DASAR CBa. FIG. 20. Reference bearing measurements for DASAR CBa after correcting

for gain imbalance.
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mated following the methods of Lenth~1981! under which
individual bearings from a DASAR to a received whale call
were assumed to follow a Von Mises distribution~Mardia,
1972!. The Von Mises distribution is analogous to the normal
distribution, but applies to directional data in which anglesx
and x1360° are the same. The Von Mises distribution has
probability density function

f ~u;m,k!5@2pI 0~k!#21 exp@k cos~u2m!#,

wherem is the mean bearing,k is the concentration param-
eter, andI 0 is a modified Bessel function. Assumings is the
standard deviation of bearings calculated in the usual way
from a random sample of bearings, the concentration param-
eter can be calculated approximately as

k̂21'2~12A!

1
~12A!2~0.4879420.82905A21.3915A2!

A
,

A5expF21

2 S sp

180D
2G .

Estimates ofs for each DASAR were computed from the
gain-corrected calibration data~presented in Sec. III!.

Histograms of the differences between gain-corrected
bearings and true bearings~known during calibration! con-
firmed that it was reasonable to assume bearings followed a
Von Mises distribution.

When two or more DASARs received the same call, the
~x,y! location with maximum statistical likelihood, according
to the Von Mises distribution, was used as the estimate of the
call’s location. Random errors in bearings~observed
bearing—true bearing! from each DASAR to a given call
were assumed to be independent. The statistical likelihood of
the bearings was constructed and maximized as described in
footnote 1. An estimate of the variance-covariance matrix of
~x,y!,

Q5F Var~x! Cov~x,y!

Cov~x,y! Var~y!
G ,

was obtained using formulas given in Lenth~1981! and
White and Garrott~1990!. Relying on the fact that maximum
likelihood estimates are asymptotically normally distributed,
the area of a 90% confidence ellipse for the true call position
was calculated as

a5puQu1/2
•x2,0.10

2 ,

wherex2,0.10
2 was the 10th quantile of a Chi-square distribu-

tion having 2 degrees of freedom anduQu5Var(x)Var(y)
2Cov(x,y)2 ~White and Garrott, 1990!. The length of the
major axis of the error ellipse was calculated as

l 152~l1x2,0.10
2 !1/2,

where l1 was the largest eigenvalue ofQ. Similarly, the
angle of the major axis was obtained from the eigenvector
corresponding to the largest eigenvalue as

f15tan21S n1,2

n1,1
D ,

wheren1,1 was the first element of the first eigenvector ofQ
~Mardia et al., 1979!.

Not all calls received by 21 DASARs were localizable
or suitable for inclusion in subsequent analyses. Calls were
discarded for one of three reasons.~1! A location could not
always be computed because the maximum likelihood pro-
cedure occasionally failed to converge on a maximum. Gen-
erally, this happened when the geometry of the estimated
bearings was unfavorable, i.e., when bearings did not inter-
sect, or when multiple bearings intersected at widely sepa-
rated locations. Convergence failure meant that neither the
location nor its covariance could be calculated.~2! In some
cases, the maximum likelihood procedure converged on a
location estimate, but the variance-covariance matrix,Q, was
not positive definite. Positive definite variance-covariance
matrices were required for the corresponding error ellipse to
have positive area. Nonpositive definiteQ tended to occur
when bearings were nearly parallel. This typically occurred
at locations far from the DASAR array or near lines connect-
ing pairs of DASARs.~3! In a few cases, the maximum
likelihood solution was ‘‘behind’’ one of the DASARs. This
occurred if the angle reported by the DASAR and the angle
to the estimated location differed by 180°. For example, if a
DASAR reported a bearing to a call of 45°, and the maxi-
mum likelihood procedure converged on a location 225°
from the DASAR, the solution was ‘‘behind’’ the DASAR
and was discarded. This situation generally occurred when
only two bearings were available and when those two bear-
ings were divergent and did not intersect~except if one or
both bearings were changed by 180°!.

To map the typical precision of the estimated call loca-
tions near the DASAR array, values ofa ~error ellipse size!,
l 1 ~long axis length!, andf1 ~angle of long axis! were cal-
culated for each call and smoothed using a kernel density
estimator modified for continuous data. The usual Gaussian
kernel density estimator for point location data~Wand and
Jones, 1995! was modified for continuous data by multiply-
ing values of the continuous variable by the usual kernel
weights and computing a weighted average, i.e.,

m̂~yux!5
( i 51

n w~x,Xi ,h!yi

( i 51
n w~x,Xi ,h!

,

wherem̂(yux) was the estimated mean of variabley at loca-
tion x ~e.g.,y5area of 90% confidence ellipse!, Xi was the
coordinates of thei th observed location,yi was the value of
the continuous variable at thei th observed location,h was
the smoothing parameter, and

w~x,Xi ,h!5expF 1

2h2 ~x2Xi !
T~x2Xi !G

~Bailey and Gatrell, 1995!. The smoothing parameterh dic-
tated the degree of smoothing and for this analysish was set
to 1000 m. The weighted average,m̂(yux), was computed at
every intersection of a 5003500 m grid. The resulting sur-
face of m̂(yux) was then plotted for inspection.

1The statistical likelihood was a function of the unknown parametersk and
m i , wherei 51,2,... indexed the various DASARs receiving the call. The
statistical likelihood represented the probability of observing the entire set
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of bearings given hypothetical values ofm i and k. To assure that allm i

intersected at a common point, the statistical likelihood was reparametrized
by settingm i5arctan((y2yi)/(x2xi)), where (xi ,yi) was the location of the
i th DASAR and~x,y! was the point where allm i intersected. After reparam-
etrization, the statistical likelihood was a function of the unknown param-
etersx, y, andk. Given estimates ofk from the calibration data, estimates
of x andy ~the call’s location! were obtained by repeatedly evaluating the
statistical likelihood over a range of values until the probability of the
observed bearings was maximized. The~x,y! point that maximized the sta-
tistical likelihood was used as the estimate of the call’s location.
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The acoustic field of a homogeneous and isotropic cylinder generated by a laser point source in
either ablation or thermoelastic regime is obtained theoretically. A three-dimensional Fourier
transform is used to calculate the acoustic displacement at the cylinder surface. Experimental
waveforms were measured and analyzed for both regimes. Theoretical normal displacements under
either regime are calculated and compared to the experimental signals for aluminum cylinders. Very
good agreements are observed in the arrival time, shape, and relative amplitude~i! of the cylindrical
Rayleigh waves with different round trips, and~ii ! of the various longitudinal and transverse bulk
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I. INTRODUCTION

There is an increasing demand of nondestructively
evaluating cylindrical parts. However, the understanding of
wave propagation in cylinders is a necessary step before con-
sidering any possible application to nondestructive purposes.
Moreover, a cylinder with its unique geometry is a basic
target for the acoustic wave propagation.

Surface acoustic or Rayleigh wave propagating on an
isotropic and homogenous cylinder was considered in 1927
by Sezawa,1 who obtained its characteristic equation and cal-
culated the dependence of its velocity on the radius of the
cylinder. More detailed studies were reported in 1967 by
Viktorov,2 who calculated the dispersive curve and made a
comparison to experimental data detected by conventional
piezoelectric transducers. Higher Rayleigh-type waves were
termed as ‘‘Whispering-gallery modes’’ by Uberall in 1973.3

Due to the coupling difficulty of such transducers, few ex-
perimental reports on the wave propagation for such a curved
medium had been published until the development of the
laser ultrasonic technique,4 in which ultrasonic waves are
both generated and detected by lasers. With the remarkable
features of noncontact, high spatial and temporal resolutions
introduced by this technique, various studies on materials of
curved surfaces have been carried out. For instance, the Ray-
leigh wave propagating on a sphere was observed experi-
mentally in 1988,5 and a further detailed study has been re-
ported later.6 The Rayleigh wave propagating on a cylinder
was also studied by this technique.7,8 The finite element
method has been used to predict the bulk and surface wave
propagation when the laser beam was focused by a cylindri-
cal lens.9

Very recently, authors have published a model10 to pre-
dict the bulk and surface wave propagations in a transversely
isotropic cylinder under either ablation or thermoelastic gene-

ration. As the laser pulse was focused by a cylindrical lens,
the laser was represented by a transient line source. But the
model can only predict the wave propagation within the iso-
tropic plane perpendicular to thez axis, and the propagation
along thez axis was still not studied. In this paper, a novel
physical model is presented to predict the acoustic field gen-
erated by a laser point source in either ablation or ther-
moelastic regime for a homogenous and isotropic cylinder.
The wave propagation along thez axis is now considered.
Experimental normal displacements generated under either
regime were measured by the laser ultrasonic technique.
Theoretical normal displacements are calculated and com-
pared with the corresponding experimental waveforms.

II. STATEMENT OF THE PROBLEM

Let us consider a homogenous and isotropic cylinder of
infinite length, radiusa, and densityr. As shown in Fig. 1,
the symmetrical axis of the cylinder is assumed to coincide
with the z axis of its cylindrical coordinates (r ,u,z). A
pulsed laser is used to generate acoustic waves in this mate-
rial. Here, ‘‘detection’’ is to denote an experimental tech-
nique, generally an optical detection technique,4 which is
applied to measure these acoustic waves. If a spherical lens
is used to focus the laser beam, this laser can be modeled as
a point-like acoustic source, which impacts at the boundary
of the cylinder,r 5a. To denote the detection position on the
cylinder, cylindrical coordinates (a,u,z) are chosen, consid-
ering u50 andz50 for the source position.

Let l andm denote the Lame´ coefficients. The compo-
nents of the displacement vector depend on three spatial vari-
ablesr, u, z and on timet. These components, denoted asur ,
uu , anduz can be written as11

ur~r ,u,z,t !5
]w

]r
1a

]2c

]r ]z
1

1

r

]x

]u
,a!Electronic mail: y.pan@lmp.u-bordeaux1.fr
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1
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]u
1

a

r

]2c

]u ]z
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]x

]r
, ~1!

uz~r ,u,z,t !5
]w

]z
2aS ]2c

]r 2
1

]c
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1

]2c

r 2 ]u2D ,

where the three scalar potentialsw, c, andx are governed by
the waves motion equations

¹2w5
r

l12m

]2w

]t2
, ¹2c5

r

m

]2c

]t2
, ¹2x5

r

m

]2x

]t2
, ~2!

and by either of the following boundary conditions: for a
source at positionu50°, componentss rr , s ru , ands rz of
the stress tensor at any point of the surface are determined by
either

s rr ur 5a52F0d~ t !d~z! (
n52`

1`

d~u22np!,

s ruur 5a50, s rzur 5a50, ~3!

for the ablation generation,12 or

s rr ur 5a50,

s ruur 5a52F0h~ t !d~z! (
n52`

1`

d8~u22np!, ~4!

s rzur 5a52F0ah~ t !d8~z! (
n52`

1`

d~u22np!,

for the thermoelastic generation.13 In Eqs.~3! and ~4!, F0 is
a certain loading in N•ms•m22 related to the laser pulse, and
n stands for the number of clockwise (n.0) or anticlock-
wise (n,0) round trips of the generated acoustic waves.
Here a delta function of timed(t) and a Heaviside step func-
tion of time h(t) are used for the ablation and thermoelastic
generations, respectively;d8(u22np) denotes the deriva-
tive of the delta functiond(u22np), andd8(z) denotes the
derivative of the delta functiond(z). In Eq. ~3!, a delta force
is postulated in time and space to represent the sudden nor-
mal loading in the ablation regime. A Heaviside step function
in time is considered in the thermoelastic regime, Eq.~4!,
since thermal diffusion is neglected. Owing to the interface,

a dipolar force is considered in Eq.~4! for the source
shape.14

III. TRANSFORMED SOLUTIONS AND NUMERICAL
INVERSE SCHEME

The three-dimensional Fourier transform of the displace-
ment field over the coordinateu, z, and timet is now con-
sidered, and it is noted asUi i 5r , u or z. On noting n
5kua, where ku is the component of the wave vectork
along theu direction, three components of the displacement
at a given surface position and time are then as follows:

ui~a,u,z,t !5~2p!23E E E
2`

1`

Ui~a,n,k,v!

3e2 j ~nu1kz2vt ! dn dk dv. ~5!

Here k is the component of the wave vectork along thez
direction. Doing so, the wave motion equations and the
boundary equations can be linearized, providing explicit
forms for the potentialsw, c, andx under either generation
regime. Components of the displacement at the boundary are
then obtained for the ablation regime,

Ur~a,n,k,v!52
F0a

2mD~n,k,v!
$A1BL2 jkaA2BT2 j vA3%

3 (
n52`

1`

ej n2np,

Uu~a,n,k,v!52
F0a

2mD~n,k,v!
$2 j vA12vkaA22A3BT%

3 (
n52`

1`

ej n2np, ~6!

Uz~a,n,k,v!52
F0a

2mD~n,k,v!
$2 jkaA12g2a2A2%

3 (
n52`

1`

ej n2np,

and for the thermoelastic regime,

Ur~a,n,k,v!5
F0aH~w!

2mD~n,k,v!
$T1BL2 jkaT2BT2 j vT3%

3 (
n52`

1`

ej n2np,

Uu~a,n,k,v!5
F0aH~w!

2mD~n,k,v!
$2 j vT12vkaT22T3BT%

3 (
n52`

1`

ej n2np, ~7!

Uz~a,n,k,v!5
F0aH~w!

2mD~n,k,v!
$2 jkaT12g2a2T2%

3 (
n52`

1`

ej n2np,

FIG. 1. Problem geometry.
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where

BL5baJn8~ba!/Jn~ba!, BT5gaJn8~ga!/Jn~ga!,
~8!

b5AkL
22k2, g5AkT

22k2,

A15~m22m332m23m32!, A25~m23m312m21m33!,

A35~m21m322m22m31!, ~9!

T15 j v~m13m322m33m12!1 jka~m12m232m22m13!,

T25 j v~m11m332m31m13!1 jka~m21m132m11m23!,
~10!

T35 j v~m31m122m11m32!1 jka~m11m222m21m12!,

mi j 5S n22kT
2a2/21k2a22BL 2 jka~n22g2a22BT! j n~12BT!

j n~12BL! nka~12BT! g2a2/22n21BT

2 jkaBL ~kT
2/22k2!a2BT 2nka/2

D . ~11!

Note that in these Eqs.~8! and~11!, kL5vAr/(l12m) and
kT5vAr/m are the scalar wave vector of the longitudinal
and transverse waves, respectively. In Eqs.~6! and ~7!,
D(n,k,v)5det(mij) is the determinate of the matrixmi j of
Eq. ~11!. Additionally, H(v) is the Fourier transform of
h(t), and Jn8(x) is the derivative of the Bessel function
Jn(x).

Now, let us focus on the calculation of the three-
dimensional integral in Eq.~5!. When dealing with an elastic
material, this integrand shows discontinuities for a particular
set ofv, n, andk values. They correspond to poles associated
with the zeros of the dispersion equation,

D~n,k,v!50. ~12!

Note that fork50, Eq. ~9! yields to

~n22kT
2a2/2!22n21kT

2a2~BL1BT!/21~12n2!BLBT50,
~13!

which is identical to the dispersion equation for the line
source; see Eq.~8! in Ref. 10. These poles describe the cy-
lindrical Rayleigh waves2 and Whispering Gallery waves.3

The integration thus appears to be inconsistent with the Fou-
rier transformation. A suited numerical integration method
should, therefore, be applied. For each value of the angular
frequencyv, the two-dimensional integral on the real axes of
the variablen and k is calculated by means of the method
suggested by Weaveret al.15 In this scheme, the Fourier
transform is generalized by replacingv by a complex vari-
able v2 j d with a small, constant, and imaginary partd.
With this change of variable, Eq.~5! becomes

ui~a,u,z,t !5
edt

8p3 E E E
2`

1`

Ui~a,n,k,v2 j d!

3e2 j ~nu1kz2vt ! dn dk dv. ~14!

The benefit of this method is twofold:~i! it preserves the
application of the fast Fourier transform algorithms for the
final inversion, and~ii ! the two-dimensional integrand is a
nonsingular function that may now be integrated numeri-
cally. To perform the numerical integration, the value
d50.01 rad•ms21 has been chosen for the auxiliary param-
eter in the following numerical calculations.

IV. ACOUSTIC WAVES GENERATED BY A LASER
LINE SOURCE

Signals measured by the laser ultrasonic technique4 for a
cylinder impacted by an impulsive point source, contain a
large amount of information that may be difficult to interpret.
However, there is much less difficulties once signals gener-
ated by an impulsive line source have been understood.
Therefore, in this section, the calculated normal displace-
ments are compared to the experimental signals for alumi-
num cylinders under line source generations.

An Nd:YAG laser is used for ultrasonic wave generation
in either ablation or thermoelastic regime. The pulse duration
is 20 ns and infrared light emission is obtained at 1064 nm
with a maximum burst energy output of 340 mJ. The colli-
mated optical beam is focused by means of a cylindrical lens
~the focus length is 150 mm!. The line length and width are
about 4 cm and 0.1 mm, respectively. Using an optical het-
erodyne probe with a power output of 100 mW and with a
sensitivity5 of 10214m/AHz, the normal displacement is
measured at the surface. See Ref. 16 for the detailed experi-
mental setup.

The experimental and calculated normal displacements
generated by a laser line source under ablation generation
(a54.99 mm) and thermoelastic generation (a52.06 mm)
are shown in Fig. 2 and Fig. 3, respectively. The observation
angle is 180°. In this paper, the observation angle is the
difference between angular coordinates of the line source and
point receiver in the cylindrical reference frame. The alumi-
num density considered for calculations isr52690 Kg m23,
and the Lame´ coefficients arel559.1 GPa andm531.1
GPa.17 The calculated wave forms have been scaled verti-
cally by a constant corresponding to the source strength to
bring the amplitudes of the two signals into the same scale.
As shown in Figs. 2–3, calculated and experimental wave-
forms are in very good agreement for both generation re-
gimes. The arrival time, shape, and relative amplitude of
each wave are identical. Especially, the arrivals of the first
(R1) and the second (R2) round trip of the cylindrical Ray-
leigh waves and their dispersive behavior~the component of
the low-frequency part travels relatively fast! are clearly ob-
served in the four waveforms. The arrival of the third (R3)
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round trip cylindrical Rayleigh wave is also calculated and
measured in the thermoelastic generation. It is clear that such
a cylindrical Rayleigh wave has the similar shape and dis-
persive property as the spherical Rayleigh wave studied by
Royeret al.5 The experimental and calculated direct longitu-
dinal wave~L! and the reflected transverse wave (TT) are
observed under the ablation generation, whereas they are not
observable under the thermoelastic generation. This phenom-
enon can be explained by the different directivities of the two
generations.4 Moreover, this difference of the directivity be-

tween ablation and thermoelastic generation can also explain
the relative amplitude difference of the reflected longitudinal
waves (LL) and the head waves (HW), which are observed
for both regimes. The ray trajectories ofL, LL, TT, andHW
waves are shown in Fig. 4. Following arrivals~not marked in
Figs. 2–3! with small amplitude are bulk wave modes result-
ing from the multiple reflections of the longitudinal and
transverse waves within the cylinder.8 A comparison of rela-
tive arrival times and amplitudes of these bulk waves empha-
size the very good agreement between experiment and
theory.

V. ACOUSTIC WAVES GENERATED BY A LASER
POINT SOURCE

In this section, the calculated normal displacements are
compared to the experimental signals for two aluminum cyl-
inders under point source generations. The Nd:YAG laser is
used for ultrasonic wave generation in either the ablation or
thermoelastic regime. The collimated optical beam is focused
by means of a spherical lens~the focus length is 150 mm!.
The diameter of the laser spot size is about 0.2 mm. The
normal displacement is still measured at the surface by using
the same optical heterodyne probe.

A. Ablation regime

First let us look at the acoustic waves under ablation
generation. The experimental signals generated by the laser
point source were detected atz50,1,..., and 12 mm for an
aluminum rod with a diameter 2a59.62 mm. Here the ob-
servation angle is also 180°. As shown in Fig. 5, the waterfall
plot of these waveforms reveals various wave modes~see
marked symbols!. The direct longitudinal wave~L! and the
once reflected longitudinal wave (LL) are clearly observ-
able. The direct transverse wave~T! and the once reflected
transverse wave (TT) are also observable. The arrival times
~displayed as dashed lines in Fig. 5! are calculated along the
ray trajectories shown in Fig. 6~a!. The first round trip of the
cylindrical Rayleigh wave (R1) is clearly observable. Its ar-
rival time is in agreement with that calculated along the ray
trajectory shown in Fig. 6~b!. Moreover, the twice reflected
longitudinal wave (3L) is observed, and its ray trajectory is
found in Fig. 6~c!. A head wave (H1) is observed, and its
arrival time is also identical to that calculated along the cor-
responding ray trajectory in Fig. 6~b!. Another head wave
(H2) is also observed; its ray trajectory is shown in Fig. 6~d!.

To illustrate the pertinence of the modeling, calculated
normal displacements are obtained and compared to the ex-
perimental signals at the epicenter (z50) and at a nonepi-

FIG. 2. Experimental~top! and calculated~below! normal displacements at
an observation angle of 180° for an aluminum cylinder (2a59.97 mm) and
for a laser line source under ablation generation.

FIG. 3. Experimental~top! and calculated~below! normal displacements at
an observation angle of 180° for an aluminum cylinder (2a54.12 mm) and
for a laser line source under thermoelastic generation.

FIG. 4. Ray trajectories of bulk waves (L,LL,TT), and a head wave (HW)
observed in Figs. 2–3. Hereuc is the critical angle for aluminum rods.
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center (z56 mm) position of the laser point detection, for an
aluminum cylinder (2a59.62 mm). Comparisons are shown
in Figs. 7~a! and 7~b!, where the two calculated waveforms
are vertically scaled to account for the source magnitude.
The experimental and theoretical waveforms are in very
good agreement. The time, shape, and relative amplitude of
each wave arrival are identical. The arrivals ofR1 and R2

waves and their dispersive behavior~the component of the
low-frequency part travels relatively fast! are clearly ob-
served. The arrival time of theR2 wave is in agreement with
that predicted by the time of flight calculations along the ray
trajectory shown in Fig. 6~c!. These Rayleigh waves have the
same shapes and dispersive properties as those generated by
the laser line source~see Fig. 2!. Moreover, the bulk waves

(L,LL,T,TT), and the head wave (H1) are observable.
Their propagations can be explained by the corresponding
ray trajectories for the point source in Fig. 6. For the epicen-
ter, these trajectories are identical to those for the laser line
source in Fig. 4. Following arrivals~not marked! with small
amplitude are bulk wave modes resulting from the multiple
reflections of the longitudinal and transverse waves within
the cylinder.

B. Thermoelastic regime

Now let us look at the acoustic waves under thermoelas-
tic generation. The experimental signals generated by the

FIG. 5. Waterfall plots of experimental displacements generated by a laser
point source under ablation generation atz50,1,..., and 12 mm for an alu-
minum cylinder (2a59.62 mm).

FIG. 6. Ray trajectories of bulk waves (L,LL,T,TT,3L), head waves
(H1 ,H2), and Rayleigh waves (R1 ,R2) observed in Fig. 5 and Fig. 8. Here
uc is the critical angle for aluminum.

FIG. 7. Experimental~top! and calculated~below! normal displacements of
an aluminum cylinder (2a59.62 mm) at~a! the epicenterz50 and ~b!
nonepicenterz56 mm positions of the laser point detection under ablation
generation for a laser point source.
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laser point source are detected atz50,2,..., and 14 mm for
the aluminum rod with a diameter 2a59.62 mm. The obser-
vation angle is still 180°. As shown in Fig. 8, the waterfall
plot of these waveforms also clearly reveals various wave
modes. Note that theL, 3L, and TT waves were observed
under the ablation generation~Fig. 5!, whereas they are not
observable under the thermoelastic generation~Fig. 8!. As
already mentioned for the line source, this can be explained
by the different directivities of the two generation regimes.4

The arrival times ofLL, H1 , andR1 waves are identical to
those~displayed as dashed lines in Fig. 8! calculated accord-
ing to their corresponding ray trajectories in Fig. 6.

To further illustrate the accuracy of the modeling, calcu-
lated normal displacements are obtained and compared to the
experimental signals at the epicenter (z50) and at a nonepi-
center (z56 mm) position of the laser point source for the
same sample. The two calculated waveforms are again ver-
tically scaled to account for the source magnitude. As shown
in Figs. 9~a! and 9~b!, the experimental and theoretical wave-
forms are in good agreement. The time, shape, and relative
amplitude of each wave arrival are identical. The arrivals of
the R1 and R2 Rayleigh waves are clearly observed. Their
ray trajectories are shown in Figs. 6~b! and 6~c!, respectively.
Moreover, they have the same shapes and dispersive proper-
ties as the Rayleigh waves generated by the laser line source
for this regime~see Fig. 3!. Moreover, theLL and theHW
waves are observable. Their propagations can also be ex-
plained by the corresponding ray trajectories for the point
source in Fig. 6. Following arrivals~not marked! with small
amplitude are also bulk wave modes resulting from the mul-
tiple reflections of the longitudinal and transverse waves
within the cylinder. Again, good agreement of the experi-
mental and calculated arrival times is observed in the water-
fall plots for a set of detection points located atz50,2,4,...,
and 14 mm~see Fig. 9!.

At the epicenter detection, for the point source genera-
tion, the experimental and calculatedL and TT waves are
observed under the ablation generation, Fig. 7~a!, whereas
they are not observable under the thermoelastic generation,
Fig. 9~a!. This phenomenon can be explained by the different
directivities of the two generations.4 Moreover, this differ-
ence of the directivities between ablation and thermoelastic
generations also explains the relative amplitude differences
for the LL and H1 waves, which are observed for both re-
gimes. Additionally, owing to the directivity of the ther-
moelastic generation, theL wave is observable at the nonepi-
center detection position, Fig. 9~b!, whereas it is not visible
at the epicenter, Fig. 9~a!.

FIG. 8. Waterfall plots of experimental displacements generated by a laser
point source under thermoelastic generation atz50,2,..., and 14 mm for an
aluminum cylinder (2a59.62 mm).

FIG. 9. Experimental~top! and calculated~below! normal displacements of
an aluminum cylinder (2a59.62 mm) at~a! the epicenterz50 and ~b!
nonepicenterz56 mm positions of the laser point detection under ther-
moelastic generation for a laser point source.
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VI. CONCLUSION

A theoretical solution has been presented to predict the
acoustic field generated by a laser point source in either the
ablation or thermoelastic regime at any point of a homoge-
neous and isotropic cylinder. Experimental and theoretical
normal displacements under either regime are obtained and
compared for aluminum cylinders. Very good agreements are
observed in the time, shape and relative amplitude~i! of the
cylindrical Rayleigh waves with different round trips, and
~ii ! of the various longitudinal and transverse bulk waves
propagating through the cylinder or reflected at the free cir-
cular surface. These results will be helpful in identifying the
useful wave modes when dealing with the inverse problem of
the nondestructive evaluation of cylindrical parts.
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ultrasound fields
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Using the Lagrangian formalism, coupled equations are derived that describe radial and translational
motions of an arbitrary bubble in a three-dimensional cluster subject to an ultrasound field. The
obtained equations incorporate the nonlinear coupling of the volume and the translational modes of
bubbles as well as interactions between all bubbles in the cluster up to terms of third order in the
inverse separation distances. Solving these equations for each bubble in a multibubble structure,
consisting ofN bubbles with arbitrary spatial arrangement, the collective dynamics of this structure
can be simulated. The potentialities of the proposed model in simulating the bubble dynamics in
strong ultrasound fields are illustrated by numerical examples. ©2004 Acoustical Society of
America. @DOI: 10.1121/1.1768255#
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I. INTRODUCTION

The mainstream of modern ultrasound applications is the
use of increasingly stronger fields with pressure amplitudes
exceeding 1 bar. In strong fields, the bubble behavior is
shown by experiments to differ markedly from what classical
theory, developed for weak fields, suggests. Examples, such
as acoustic streamers and dancing motion, are the subject of
an extensive literature.1–10 Another recently detected phe-
nomenon in this line is microbubble precession about the
pressure node plane in an intense ultrasound standing
wave.11 Investigations of these effects pose respective prob-
lems to theory.

Since the driving field is strong and the ultimate aim is
to investigate its impact on a multibubble structure rather
than a single bubble, there is no way of efficiently using
conventional analytical techniques. The only line of attack
on the problem is evidently to use numerical simulations.
The most natural and accurate way of simulating the dynam-
ics of a bubble cluster would be to trace the motion of every
bubble in the cluster, taking proper account of its interactions
with all other bubbles. Not very long ago this way was con-
sidered to be unrealizable, even if an adequate mathematical
model were available, because of extreme time consumption
required. Therefore studies on the dynamics of bubble struc-
tures in strong acoustic fields were reduced either to an ex-
amination of the motion of a single bubble, fully ignoring its
interaction with neighboring bubbles,12–16 or to an examina-
tion of pairwise bubble interactions, assuming that two inter-
acting bubbles move along their center line alone.6,7,17–21An-
other approach was to average the properties of a bubble–
liquid mixture over space and thus obtain a continuous
medium with new values of density, sound speed, etc.2–4

Today, due to progress of computer performance, the view
on this problem is rapidly changed and attempts of modeling
the paths of many interacting bubbles are already making
their appearance. The most progress in numerical simulations
of collective bubble motion in strong acoustic fields has been
made by Mettinet al.5,22 ~see also Ref. 4!. Their purpose was
to gain an insight into processes of formation of cavitation

bubble structures such as acoustic streamers in standing-
wave resonators, and they achieved considerable success in
this area. Their numerical simulations provide bubble pat-
terns that are in good qualitative agreement with experimen-
tal observations. However, they used a rather simple model,
which may be inadequate for other situations. Their radial
equations of motion neglect the effect of translation on the
volume oscillation and the interactions between bubbles are
accounted for by only secondary Bjerknes forces. Further-
more, utilizing the assumption that translation occurs at a
much slower time scale than the radial motion, they average
the translational equations of motion over the radial oscilla-
tion period. As was shown recently,6,14,16 such assumptions
are not generally valid at strong forcing.

The purpose of this paper is to propose more accurate
equations describing coupled radial and translational motions
of an arbitrary bubble in a three-dimensional cluster subject
to an ultrasound field of high intensity. The equations are
derived by using the Lagrangian formalism and allow for the
nonlinear coupling of the volume and the translational modes
of bubbles as well as interactions between all bubbles in the
cluster up to terms of third order in the inverse separation
distances.

One further important comment should be made. As
mentioned above, there are papers where the coupled equa-
tions of the radial and translational motions of two interact-
ing bubbles are derived up to third,6,17 and even fourth,21

order in the inverse separation distance between the bubbles.
However, it is assumed in those papers that the bubbles only
translate along their line of centers and therefore it is unclear
how the equations obtained there can be extended to more
than two bubbles, the translational velocities of which do not
coincide with their lines of centers. The approach used in the
present paper solves this problem. As regards its accuracy,
although the present paper is restricted to terms of third order
in the inverse separation distances, it will be seen below that
the derivation can be extended to terms of any order, the only
problem being the unwieldiness of the resulting expressions.
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This can only be necessary at rather small separation dis-
tances, though.

II. MATHEMATICAL FORMULATION

Let N gas bubbles undergo radial and translational mo-
tions in an ideal incompressible liquid. The geometry of the
bubble cluster is shown in Fig. 1. The motion of the bubbles
is observed with reference to the global Cartesian coordi-
nates (x,y,z) with the unit vectorsex , ey , ez . Each bubble
has also its own local spherical coordinate system
(r l ,u l ,« l), l 51,2,...,N, the origin of which is at its moving
center. Assume that the distances between the bubbles are
large compared with their sizes so that the bubbles remain
spherical at all times. Then the total velocity potential of the
bubble cluster, satisfying the Laplace equationDw50, can be
represented as

w5(
l 51

N

w l , ~1!

wherew l , the velocity potential generated by thelth bubble,
is given by

w l5 (
n50

`

(
m52n

n

Anm
~ l ! ~ t !r l

2n21Ynm~u l ,« l ! ~2a!

5 (
n50

`

(
m52n

n

Bnm
~ l j !~ t !r j

nYnm~u j ,« j !. ~2b!

Equation~2a! gives w l in the proper coordinates of thelth
bubble and Eq.~2b! in the coordinates of thejth ~different!
bubble. The spherical harmonicsYnm(u,«) are defined as in
Ref. 23. The time-dependent coefficientsBnm

( l j )(t) can be ex-
pressed in terms of the coefficientsAnm

( l ) (t) using the follow-
ing identity, which is a particular case of the so-called
Clebsch–Gordan expansion,23

Ynm~u l ,« l !

r l
n11

5
~21!n

djl
n11

A 4p

~2n!! (
n50

`

(
m52n

n

(
m852n8

n8

~21!n

3A~2n12n!!

~2n11!! S r j

djl
D n

~nn8mm8unn8nm!

3Ynm~u j ,« j !Yn8m8~u j l ,« j l !. ~3!

Here n85n1n, djl 5udj l u, dj l 5pl2pj , pl and pj are the
position vectors of thelth andjth bubbles with respect to the
global coordinates~see Fig. 1!, the anglesu j l and« j l specify
the direction of the vectordj l in the global coordinates, and
(nn8mm8unn8nm) denotes the Clebsch–Gordan coef-
ficients.24 Note also thatdj l , pl , andpj are time-dependent
quantities. Substituting Eq.~3! into Eq. ~2a! and comparing
with Eq. ~2b!, one finds

Bnm
~ l j !~ t !5

~21!n

djl
n11

A 4p

~2n11!! (
n50

`

(
m52n

n

(
m852n8

n8 ~21!n

djl
n

3A~2n12n!!

~2n!!
~nn8mm8unn8nm!

3Yn8m8~u j l ,« j l !Anm
~ l ! ~ t !, ~4!

wheren85n1n as before. Other equations relating the co-
efficientsAnm

( l ) (t) andBnm
( l j )(t) are obtained using the bound-

ary conditions at the bubble surfaces. For thejth bubble, this
condition takes the form

]w

]r j
5Ṙj~ t !1ṗj "nj at r j5Rj~ t !, ~5!

whereRj (t) is the time-varying radius of thejth bubble, the
overdot denotes the time derivative, andnj is the outward
unit normal to the surface of thejth bubble. Utilizing Eqs.
~2a! and~2b!, the total velocity potential in the vicinity of the
jth bubble is written as

w5 (
n50

`

(
m52n

n FAnm
~ j ! ~ t !r j

2n211(
l 51
lÞ j

N

Bnm
~ l j !~ t !r j

nGYnm~u j ,« j !.

~6!

Substitution of this equation into Eq.~5! yields

A00
~ j !522ApRj

2Ṙj , ~7!

A10
~ j !52Ap

3
Rj

3ṗ jz1
Rj

3

2 (
l 51
lÞ j

N

B10
~ l j ! , ~8!

A11
~ j !5A2p

3

Rj
3

2
~ ṗ jx2 i ṗ jy!1

Rj
3

2 (
l 51
lÞ j

N

B11
~ l j ! , ~9!

A121
~ j ! 52A2p

3

Rj
3

2
~ ṗ jx1 i ṗ jy!1

Rj
3

2 (
l 51
lÞ j

N

B121
~ l j ! , ~10!

Anm
~ j ! 5

nRj
2n11

n11 (
l 51
lÞ j

N

Bnm
~ l j ! for n>2. ~11!

FIG. 1. Geometry of the bubble cluster.

822 J. Acoust. Soc. Am., Vol. 116, No. 2, August 2004 Alexander A. Doinikov: Collective bubble dynamics



For the sake of simplicity the time dependence will be omit-
ted from this point on.

There is now all that is needed to get the Lagrangian
function of the bubble cluster. The kinetic energyT of the
cluster is determined by the kinetic energy of the host liquid,

T5
r

2 EV
u¹Fu2 dV, ~12!

wherer is the liquid density,F5Re$w% is the real part ofw,
andV denotes the volume occupied by the liquid. Using the
fact thatDF50 along with Eq.~5!, Eq. ~12! can be trans-
formed as follows:

T5
r

2 EV
¹•~F¹F!dV

52
r

2 (
j 51

N E
Sj

nj•F¹F dSj

52
r

2 (
j 51

N E
Sj

F~Ṙj1ṗj•nj !dSj , ~13!

whereSj designates the surface of thejth bubble. Substitut-
ing Eq. ~6!, integrating, and then using Eqs.~7!–~10!, one
obtains

T52pr(
j 51

N

Rj
3~Ṙj

21ṗj
2/6!2Apr Re (

j ,l 51
j Þ l

N H Rj
2ṘjB00

~ l j !

1
A3Rj

3

2A2
@A2ṗ jzB10

~ l j !2 ṗ jx~B11
~ l j !2B121

~ l j ! !

2 i ṗ jy~B11
~ l j !1B121

~ l j ! !#J . ~14!

All the equations obtained up to this point impose no restric-
tion on the order of scattering between the bubbles. In other
words, they contain terms of all powers in the inverse sepa-
ration distancesdjl . However, to go on with analytical cal-
culations and to avoid superfluous complexity, further deri-
vation will be carried out with accuracy up to terms of third
order indjl

21.
From Eqs.~4! and ~7!–~11!, one finds

B00
~ l j !'22ApRl

2Ṙl /djl 1ApRl
3ṗl•~pl2pj !/djl

3 , ~15!

B10
~ l j !'Ap/3~Rl

2/djl
3 !@2Ṙl~pjz2plz!2Rl ṗlz

13Rl~plz2pjz!ṗl•~pl2pj !/djl
2 #, ~16!

B11
~ l j !2B121

~ l j ! 'A2p/3~Rl
2/djl

3 !@2Ṙl~plx2pjx!1Rl ṗlx

23Rl~plx2pjx!ṗl•~pl2pj !/djl
2 #, ~17!

i ~B11
~ l j !1B121

~ l j ! !'A2p/3~Rl
2/djl

3 !@2Ṙl~ply2pjy!1Rl ṗly

23Rl~ply2pjy!ṗl•~pl2pj !/djl
2 #. ~18!

Substitution of these equations into Eq.~14! yields finally

T52pr(
j 51

N

Rj
3~Ṙj

21ṗj
2/6!1pr (

j ,l 51
j Þ l

N

Rj
2Rl

2$2Ṙj Ṙl /djl

22RjṘl ṗj•~pj2pl !/djl
3 1RjRl~ ṗj "ṗl !/2djl

3

13RjRl@ ṗj•~pj2pl !#@ ṗl•~pl2pj !#/2djl
5 %. ~19!

The potential energyU of the bubble cluster can be writ-
ten as

U52(
j 51

N

~4pRj
3Pj /31pj "Fj !, ~20!

where Pj is the liquid pressure at the surface of thejth
bubble andFj denotes external forces on thejth bubble, such
as viscous drag and the primary Bjerknes force.

The Lagrangian function of the bubble cluster can now
be obtained byL5T2U. The equations of radial and trans-
lational motions of thenth bubble can then be derived by the
use of the Lagrangian equations,

d

dt

]L

]q̇n
2

]L

]qn
50, ~21!

considering Rn and pn as generalized coordinates. This
yields

RnR̈n1
3

2
Ṙn

22
Pn

r

5
ṗn

2

4
2(

l 51
lÞn

N H Rl
2R̈l12RlṘl

2

dnl
1

Rl
2

2dnl
3 ~pn2pl !•~Rl p̈l

1Ṙl ṗn15Ṙl ṗl !2
Rl

3

4dnl
3 F ṗl•~ ṗn12ṗl !

1
3

dnl
2 @ ṗl•~pl2pn!#@~pn2pl !•~ ṗn12ṗl !#G J , ~22!

1

3
Rnp̈n1Ṙnṗn

5
Fn

2prRn
2

1(
l 51
lÞn

N H pn2pl

dnl
3 ~RnRl

2R̈l12RnRlṘl
21ṘnṘlRl

2!

2
Rl

2

2dnl
3 @RnRl p̈l1~ṘnRl15RnṘl !ṗl #

1
3Rl

2~pn2pl !

2dnl
5 @~pn2pl !•@RnRl p̈l

1~ṘnRl15RnṘl !ṗl ##J . ~23!

Equation ~22! governs the volume pulsation of thenth
bubble in the cluster and Eq.~23! its translational motion. It
is easy to check that forN52 Eqs.~22! and ~23! reduce to
the equations of motion which were obtained in Refs. 6, 17,
and 21 for two interacting bubbles undergoing radial and
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translational motions; note also that in Refs. 17 and 21 ap-
proaches different from the Lagrangian formulation were ap-
plied.

The pressurePn can be taken in the form

Pn5S P01
2s

Rn0
D S Rn0

Rn
D 3g

2
2s

Rn
2

4hṘn

Rn
2P02Pex~pn!,

~24!

whereP0 is the hydrostatic pressure,Rn0 is the equilibrium
radius of thenth bubble,s is the surface tension,g is the
polytropic exponent of the gas within the bubbles,h is the
liquid viscosity, andPex(pn) is the external~driving! acous-
tic pressure at the location of thenth bubble. The external
forcesFn are set equal to the primary Bjerknes force, given
by

FBn52~4p/3!Rn
3¹Pex~pn!, ~25!

and the Levich viscous drag, given by25

Fdn5212phRnS ṗn2vex~pn!2(
l 51
lÞn

N

vlnD , ~26!

where vex(pn) is the liquid velocity generated by the im-
posed acoustic field at the center of thenth bubble andvln is
the liquid velocity generated by thelth bubble at the center
of the nth bubble. Using Eqs.~2a! and ~7!–~10!, with accu-
racy up to orderdjl

23, the velocityvln is given by

vln5
Rl

2Ṙl~pn2pl !

dnl
3

1
Rl

3

2dnl
3

3H 3~pn2pl !

dnl
2 @ ṗl•~pn2pl !#2ṗlJ . ~27!

One can readily see that the left-hand side of Eq.~22! is
simply the Rayleigh–Plesset equation. It is known that for
large forcing amplitudes the Keller–Miksis equation26 is a
more suitable model than the Rayleigh–Plesset equation
since the former, unlike the latter, allows for the fact that in
strong fields the velocity of the bubble wall is no longer
small compared with the speed of sound in the liquid. There-
fore, in order to make Eq.~22! more adequate for large forc-
ing amplitudes, it is worthwhile replacing its left-hand side
with the Keller–Miksis equation, keeping the right-hand side
intact. This results in

S 12
Ṙn

c DRnR̈n1S 3

2
2

Ṙn

2cD Ṙn
22

Pn

r
S 11

Ṙn

c D 2
Rn

rc

dPn

dt

5
ṗn

2

4
2(

l 51
lÞn

N H Rl
2R̈l12RlṘl

2

dnl
1

Rl
2

2dnl
3 ~pn2pl !•~Rl p̈l

1Ṙl ṗn15Ṙl ṗl !2
Rl

3

4dnl
3 F ṗl•~ ṗn12ṗl !

1
3

dnl
2 @ ṗl•~pl2pn!#@~pn2pl !•~ ṗn12ṗl !#G J , ~28!

wherec is the speed of sound in the liquid. Equation~23! can
be left untouched since in most cases of interest the transla-
tional velocities of bubbles are small compared with their
radial velocities. Explanation of why Eq.~28! cannot be de-
rived directly using the Lagrangian formalism is given in
Ref. 14.

III. NUMERICAL EXAMPLES

The purpose of this section is to demonstrate the poten-
tial of the obtained equations in modeling the collective
bubble dynamics in strong ultrasound fields. As a basis for
the present simulation, data from Refs. 11 and 14 were taken.
The physical parameters were set toP051 bar, r5998
kg/m3, s50.0725 N/m,h50.001 kg/~m s!, c51500 m/s, and
g51.4. These values correspond to air bubbles in water. Cal-
culations were made for three-bubble structures.

The first example, Figs. 2 and 3, is concerned with Ref.
14, where it is shown that in a high-intensity plane standing
wave, a bubble driven below resonance can reciprocate about
the pressure node plane instead of moving to the pressure
antinode as it does in a weak wave. According to Fig. 2 of
Ref. 14, this effect should occur for bubbles with radii 93
mm (v/v050.7), 80mm (v/v050.6), and 60mm (v/v0

50.45), when they are driven atf 525 kHz and Pa

51.35 bar, wheref 5v/2p andPa are the frequency and the
pressure amplitude of the imposed plane standing wave, and
v0 denotes the linear resonance frequency of the respective
bubble. Let us apply Eqs.~23!–~28! to the same three
bubbles. Recall once again that this simulation allows for
interactions between the bubbles, in contrast to Ref. 14
where each of the bubbles is considered separately. Figure 2
shows bubble paths for the case where the equilibrium radii
of the bubbles and the initial coordinates of their centroids
are set as follows: R10593mm (0,0,0.001l); R20

560mm (250(R101R30),0,0.001l); R30580mm (500(R10

1R30),0,0.001l), l denoting the wavelength of sound in the
liquid. In other words, the bubbles are aligned in the direc-
tion of thex axis slightly off the pressure antinode plane. It is
assumed that the plane standing wave, withf 525 kHz and
Pa51.35 bar, propagates along thez axis so that the position
0 of thez axis corresponds to the pressure antinode, 0.25 to

FIG. 2. Paths of three interacting bubbles in a high-intensity plane standing
wave at large separation distances. The equilibrium bubble radii areR10

593mm, R20560mm, and R30580mm. The sound wave, withf
525 kHz andPa51.35 bar, propagates along thez axis; the dashed line
denotes the pressure node.
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the pressure node, 0.5 to the next antinode, and so forth. The
computation time is 500 acoustic cycles. Since the separa-
tions between the bubbles are very large, their interaction is
weak and the behavior of the bubbles is practically identical
to that described in Ref. 14, i.e., the bubbles move to the
upper pressure node~dashed line! and reciprocate there
~thick vertical lines!. In Fig. 3, the separation distances are

smaller by a factor of 2.5, all other parameters being equal.
Although the distances are still quite large, the bubbles are
seen to feel one another strongly enough. As a result, bubble
2 turns to the lower pressure node, Fig. 3~a!. It is also of
interest to look at the path of each bubble separately, Figs.
3~b!–~d!. One can see that the bubbles execute rather intri-
cate motions which include attraction and repulsion due to
the interaction of the bubbles. Figure 3 is evidence that
strong fields, in contrast to weak fields, cause interactions
between bubbles that cannot be ignored even though inter-
bubble separations may be fairly large.

The example considered above is of academic rather
than practical interest. Because, under the given conditions,
for bubbles of rather big size in a strong field of relatively
slow frequency, a fast growth of shape modes should be
expected, which are neglected in the proposed model. Hence
the model may be adequate for the initial stage of motion at
most. From this point of view, it is of greater interest to apply
Eqs. ~23!–~28! to the experiments described in Ref. 11,
where micron-sized bubbles and megahertz wave fields were
dealt with. Under such conditions bubbles are able to keep
the spherical shape even for very strong pressures. In Ref.

FIG. 3. Bubble paths for separation distances smaller than in Fig. 2 by a
factor of 2.5, all other parameters being the same.~b!–~d! show the paths on
an enlarged scale.

FIG. 4. Precession of three interacting microbubbles about the pressure
node plane~dashed line! in an intense MHz standing wave:R1052 mm,
R2051.6mm, R3051.9mm, f 51.5 MHz, Pa50.98 MPa.

FIG. 5. Three-dimensional paths of the three microbubbles shown in Fig. 4.
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11, suspensions of human blood cells and contrast agent~ar-
tificial encapsulated bubbles! were exposed to ultrasound in
a standing wave chamber driven at its resonance frequency
of 1.5 MHz and a pressure amplitude of 0.98 MPa. It was
observed that the cells precessed about the pressure node
plane. Since this phenomenon did not occur in the absence of
contrast agent and since contrast agent bubbles were ob-
served to disappear at the very outset of insonation, it was
conjectured that the cell precession arose from their entrain-
ment in the hydrodynamic drag of rapidly precessing free
microbubbles that ensued from fragmentation of contrast
agent. To check this hypothesis, let us apply Eqs.~23!–~28!
to three bubbles with radii of 2, 1.6, and 1.9mm, driven by a
plane standing wave withf 51.5 MHz andPa50.98 MPa,
which propagates along thez axis, as in Figs. 2 and 3. The

initial coordinates of the bubble centers are set equal to
~0,0,0.01l!, (40(R101R30),10(R101R30),0.01l), and
(80(R101R30),0,0.01l). It is seen that the bubbles are now
not arranged in a line and hence we deal with a true 3D case.
Figure 4 depicts the calculatedz coordinates of the bubble

FIG. 6. Projections of the bubble paths shown in Fig. 5 on thexz plane.

FIG. 7. The same bubble paths as in Figs. 4 and 6 but calculated using the
reduced equations of motion, which include only the leading coupling terms:
the 1/dnl terms in Eq.~28! and the 1/dnl

2 terms in Eqs.~23! and ~27!.
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centers versus time measured in acoustic cycles. It is seen
that the simulation does predict that the bubbles should move
to the pressure node plane and precess there. This result in-
dicates that the proposed model correlates well with the ob-
servations made in Ref. 11 and is able to describe such phe-
nomena. Figure 4 also allows us to disclose the fact that the
bigger the bubble, the higher the precession frequency. The
paths traversed by the bubbles during 2500 acoustic cycles
are shown in Fig. 5 and their projections on thexz plane, for
each bubble individually, in Fig. 6. The arrows next to the
curves indicate the direction of bubble motion. One can see
that, although the initial separations were set large enough,
the bubbles actively interact so that their moving directions
with respect to one another are repeatedly changed.

Figure 7 shows the same bubble paths as in Figs. 4 and
6 but calculated using the reduced equations of motion,
which include only the leading coupling terms, namely, the
1/dnl terms in Eq.~28! and the 1/dnl

2 terms in Eqs.~23! and
~27!. Similar calculations were also made for Figs. 2 and 3
but changes in these figures were found to be insignificant, as
one would expect, since the separation distances are too large
for the higher order coupling terms to show themselves. In
Figs. 4 and 6, the separation distances are considerably
smaller ~besides the driving pressure is much higher! and
therefore a noticeable disagreement is observed between
these figures and Fig. 7. As can be seen in Fig. 4, bubble 1 is
oscillating below the pressure node and bubble 2 above the
pressure node, while in Fig. 7~a! the reverse takes place.
There is also a significant discrepancy in the form of the
bubble paths in Figs. 6 and 7~b!–~d!. This comparison dem-
onstrates that the higher order coupling terms may be impor-
tant even for rather large separations.

IV. CONCLUSIONS

Applying Eqs. ~23!–~28! to each bubble in a multi-
bubble structure, which is composed ofN bubbles with arbi-
trary spatial arrangement, we can simulate the collective dy-
namics of this structure in a strong acoustic field, allowing
for the nonlinear coupling of the radial and translational mo-
tions of the bubbles as well as the interaction between all the
bubbles in the structure up to terms of third order in the
inverse separation distances. The potentialities of the ob-
tained equations in modeling the bubble dynamics have been
illustrated by numerical examples. It has been shown that the
proposed model is able to describe the phenomenon of pre-
cession of microbubbles about the pressure node plane in an
intense megahertz standing wave, which was recently de-
tected in experiment. The weakness of the model is that it
ignores shape modes of bubbles. It also needs a certain pro-
cedure that would allow for bubble coalescence.
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Silicon microphones based on capacitive micromachined ultrasonic transducer membranes and radio
frequency detection overcome many of the limitations in bandwidth, uniformity of response, and
durability associated with micromachined condenser microphones. These membranes are
vacuum-sealed to withstand submersion in water and have a flat mechanical response from dc up to
ultrasonic frequencies. However, a sensitive radio frequency detection scheme is necessary to detect
the small changes in membrane displacement that result from utilizing small membranes. In this
paper we develop a mathematical model for calculating the expected output signal and noise level
and verifies the model with measurements on a fabricated microphone. Measurements on a sensor
with 1.3 mm2 area demonstrate less than 0.5 dB variation in the output response between 0.1 Hz to
100 kHz under electrostatic actuation and an A-weighted equivalent noise level of 63.6 dB~A! SPL
in the audio band. Because the vacuum-sealed membrane structure has a low mechanical noise floor,
there is the potential for improved sensitivity using higher carrier frequencies and more
sophisticated detection circuitry. ©2004 Acoustical Society of America.
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PACS numbers: 43.38.Gy, 43.38.Kb@AJZ# Pages: 828–842

I. INTRODUCTION

The demand for inexpensive microphones, coupled with
advancements in silicon micromachining technology, has led
to the development of many miniature acoustic pressure
sensors.1 The development of miniature microphones prima-
rily has focused on hearing aid applications, and therefore
concentrates on acoustic detection only in a limited audio
range.2 However, some scientific, industrial, and military ap-
plications require acoustic data collection over a broader
bandwidth for proper signal identification. Frequencies
above 25 kHz contain useful information for condition-
monitoring applications, particularly for machining and
welding processes.3 Acoustic sensing below the audio range
is useful for target tracking and monitoring of heavy equip-
ment and engines,4,5 as well as for studying infrasonic geo-
physical phenomena.6,7 In addition, unattended operation in
harsh outdoor environments requires sensors that are imper-
vious to dust and moisture. While certain measurement mi-
crophones have the necessary bandwidth and durability for
such applications, the high cost of precision instruments can
be a barrier to their widespread use. A micromachined silicon
sensor is therefore desirable, as micromachining and lithog-
raphy techniques offer the prospect of inexpensive, mass-
produced acoustic sensors and sensor arrays.

A durable, wideband micromachined microphone is pos-
sible using ultrasonic membranes that are vacuum-sealed. To
maintain sensitivity, a radio frequency~rf! detection tech-
nique senses the changes in membrane capacitance in order
to recover the acoustic signal. Applying rf techniques to
measure changes in microphone capacitance is not new.

Zuckerwar8 and Hibbings9 describe several rf techniques that
have been applied to microphones. Most of these systems
incorporate a condenser cartridge in a resonator and measure
the resulting amplitude, frequency, or phase modulation of an
oscillator signal. Ergunet al.10,11recently proposed an acous-
tic sensor using an alternative rf technique, in which capaci-
tance variations were detected through the phase modulation
of a rf carrier signal along a capacitively loaded transmission
line. This technique, henceforth referred to as rf detection,
elegantly applies to a capacitive transducer consisting of
multiple small cells. Following a general description of the
microphone’s mechanical structure and the rf detection tech-
nique, we develop a mathematical model for simulating its
performance using rf detection. A comparison of the predic-
tions and experimental measurements is followed by a dis-
cussion of the model and the potential capabilities of the
microphone. To highlight the differences between this sensor
and other common microphone approaches, we begin with
an overview of micromachined condenser microphones.

II. MICROMACHINED CONDENSER MICROPHONES

A. Conventional microphone membranes

Many micromachined condenser microphones use a
similar membrane structure to that of large measurement mi-
crophones and studio recording microphones. One common
structure for omnidirectional pressure microphones, shown
in Fig. 1, consists of a conductive membrane suspended over
a conductive backplate that is perforated with holes for
acoustic damping. Sound detection is possible when the im-
pinging pressure wave vibrates the membrane, thus changing
the capacitance of the transducer. Under normal operation,a!Electronic mail: sthansen@piezo.stanford.edu
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the electrodes of the capacitor are charged using an external
voltage bias through a large resistor. The changes in capaci-
tance of the membrane are translated into changes in voltage,
which can be sensed using a high-impedance preamplifier. A
pressure equalization vent in the backchamber prevents fluc-
tuations in atmospheric pressure from collapsing the mem-
brane against the backplate.

A precision condenser microphone for measurement or
calibration applications is capable of a uniform frequency
response due to its relatively large air gap, on the order of 20
mm, behind the membrane.2 Silicon micromachined micro-
phones, with membrane dimensions of 1–2 mm, require air
gaps on the order of a few microns to maintain adequate
sensitivity due to the reduced motion that results from a
smaller membrane. However, the reduced dimensions of the
air gap magnify the effects of squeeze-film damping, intro-
ducing frequency-dependent stiffness and loss.1 This creates
undesirable variations in the mechanical response with
acoustic frequency. Furthermore, achieving a large dynamic
range and a high sensitivity can be conflicting goals, since
large sound pressures may cause the membrane to collapse
under its voltage bias.12

Beranek13 derives a small-signal acoustic equivalent cir-
cuit model for condenser microphones that can be applied to
micromachined microphones of a similar structure. This
model, shown in Fig. 2, includes additional elements to
model the effects of the pressure equalization vent, discussed
by Scheeper.14 Due to the difficulty of fabricating a vent with
high acoustic impedance using silicon micromachining tech-
nology, low-frequency acoustic signals at the membrane are
partially equalized. This reduces the net pressure differential
between the two sides of the membrane and results in a low-
frequency mechanical roll-off in the membrane response.8

The vent not only influences the directionality of the micro-
phone, but also prevents many micromachined microphones
from sensing below 100 Hz, an important range for military
acoustic applications. Finally, miniature condenser micro-
phones can be susceptible to condensation in the narrow air
gaps when exposed to humid environments or sudden tem-

perature changes.2 Moisture in the air gap can hinder mem-
brane movement and may require regular cleaning to re-
move.

B. The sealed CMUT membrane

An alternative membrane structure that overcomes many
of the drawbacks of conventional capacitive micromachined
microphone designs incorporates many smaller vacuum-
sealed membranes. Capacitive micromachined ultrasonic
transducers~CMUTs!, which have been developed for the
generation and reception of ultrasound in air and water,15,16

can be used in microphones. The structure of a single CMUT
membrane, shown in Fig. 3, consists of a metallized circular
or rectangular silicon nitride membrane suspended over a
silicon substrate. A typical membrane thickness is less than
1 mm, while lateral dimensions range from tens of microns to
100 mm. Because the individual membranes are small, tens
or hundreds of them are electrically connected to form a
transducer for the generation or reception of acoustic waves.

A CMUT membrane is smaller and stiffer than a con-
ventional condenser microphone membrane, which permits
vacuum sealing of the volume behind the membrane. The
vacuum-sealed membrane structure has many important im-
plications for microphone performance. First, the absence of
air and a perforated backplate in the CMUT structure simpli-
fies its equivalent circuit model, which is shown in Fig. 4.
This model can be derived from that of the condenser micro-
phone by noting that the stiffness of the air behind the mem-
brane is zero in vacuum, thereby shorting the capacitors that
represent the air gap and backchamber in the equivalent cir-
cuit of Fig. 2. In addition, the resistors that model the air
flow through the backplate holes and pressure vent become
open circuits, as there is no pathway for the flow of air be-
hind the membrane. Therefore, squeeze-film damping, which
is usually the dominant source of noise in condenser micro-
phones over most of the audio range,17 is eliminated. The
absence of frequency-dependent circuit elements of the back-
chamber and pressure equalization vents in the circuit model
suggests that the uniformity of the frequency response is also
improved. Unlike standard unsealed microphones, the sealed
CMUT structure does not have a low-frequency acoustic

FIG. 1. Cross-sectional structure of a condenser microphone.

FIG. 2. Acoustic small-signal equivalent circuit representation of the micro-
phone structure in Fig. 1. The harmonic pressure amplitudepac is that at the
membrane surface when it is restrained from moving.

FIG. 3. Cross-sectional structure of a single CMUT membrane.

FIG. 4. Acoustic small-signal equivalent circuit representation of one or
more CMUT membranes.
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roll-off and responds to excitations at arbitrarily low frequen-
cies, including atmospheric pressure fluctuations.

Because small CMUT membranes resonate at frequen-
cies greater than several hundred kilohertz, the spring com-
pliance of the membrane, represented by a capacitor in the
equivalent circuit, dominates its response for the frequencies
of interest. Therefore, the displacement response of the mem-
brane is flat below its resonant frequency. Finally, the dura-
bility of the microphone is improved because the hermetic
structure prevents condensation and particle contamination
from getting inside the narrow capacitor gaps and hindering
membrane motion. Experimental measurements in air con-
firm that such microphones are not affected by prior submer-
sion in water. In fact, we confirm that the sensor can operate
as a hydrophone in a liquid medium.

Condenser microphone systems measure capacitance
changes, which are approximately a linear function of the
membrane displacement due to acoustic pressure. For a cir-
cular membrane, the low-frequency displacement response is
roughly proportional to its area.8 Therefore, the use ofN
small CMUT membranes, rather than a single membrane of
the same total area, reduces the displacement and the ex-
pected change in capacitance by a factor ofN. This illustrates
the primary tradeoff for the uniform, durable response pro-
vided by small CMUT membranes. Fortunately, the expected
mechanical noise level of the sealed CMUT structure is ex-
tremely low, which suggests that a sensitive microphone re-
mains possible. A rf detection technique compensates for the
small displacement response of the membranes with a sensi-
tive method for detecting slight capacitance changes.

III. RADIO FREQUENCY DETECTION WITH
CAPACITIVE MEMBRANES

A. Description

In rf detection, tens or hundreds of capacitive mem-
branes are periodically spaced along a rf transmission line,
creating a capacitively loaded transmission line, as shown in
Fig. 5. This structure acts as a filter for millimeter-wave mi-
crowave signals, but still behaves as a transmission line for rf
signals within its passband.18 As the capacitive membranes
in the line vibrate due to sound pressure, the transmission
line’s propagation constant, or equivalently, the phase veloc-
ity of the rf signal, also changes. Thus, a rf carrier signal that
is launched down the loaded transmission line is phase
modulated by the acoustic signal that impinges on the ca-
pacitive membranes. Subsequent demodulation using a phase
detection circuit recovers the acoustic signal.

B. Circuitry

The phase modulation of the rf carrier can be sensed
when the microphone is included as part of a phase detection
circuit, such as the one shown in Fig. 6, commonly used to
detect phase variations in electrical devices.19 The circuit
first splits the rf signal from an oscillator into two branches.
One branch passes through the microphone, which phase
modulates the rf signal by the acoustic signal on the CMUT
membranes. Mathematically, this signal takes the form

Vrf5V1 cos„2p f ct1F~ t !…, ~1!

whereV1 and f c are the amplitude and frequency of the rf
carrier, respectively, andF(t) represents some time-varying
phase modulation due to an acoustic signal. The second
branch transfers a reference signal to the local oscillator
~LO! port of the mixer,

VLO5V2 cos~2p f ct1f!, ~2!

whereV2 is the amplitude of the voltage signal andf repre-
sents some fixed phase relative to the signalVrf . Ideally, the
mixer performs multiplication of the signals at its input
ports, resulting in output components at the sum and differ-
ence of the input frequencies:

~3!

These signals have a new voltage amplitudeKd due to losses
during mixing. A low-pass filter at the mixer output removes
the component of the signal at twice the carrier frequency,
2 f c , as well as any additional higher-order harmonics that
may be generated. The demodulated~or baseband! signal,

VO5Kd cos„F~ t !2f…, ~4!

consists of a phase varying termF(t) and a fixed phase
referencef. If f is adjusted top/2 rad so that the two signals
at the mixer inputs are in quadrature, the demodulated signal
VO is proportional to the small phase variations ofF(t):

VO5Kd sin„F~ t !…'KdF~ t !. ~5!

BecauseF(t) is proportional to the change in capacitance,
recoveringF(t) recovers the acoustic pressure signal on the
membranes. The scaling termKd , with units of V/rad, acts
as a phase detection constant for the mixer that converts
radian phase shifts of the rf carrier into a baseband voltage
signal. Additional amplification increases the signal to the
desired level.

FIG. 5. In rf detection, the capacitive membranes periodically load a trans-
mission line. A rf carrier signal experiences a phase shift with the changing
capacitance.

FIG. 6. Block diagram showing the microphone as part of a phase detection
circuit that recovers the acoustic signal incident on the microphone.
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Although more complicated than the constant voltage
detection systems usually applied to condenser microphones,
the rf detection system has some distinct advantages. First,
the parasitic capacitance between membrane cells due to in-
terconnects is incorporated into the rf transmission line struc-
ture. This is particularly relevant for a microphone composed
of many small capacitors such as CMUTs, because parasitic
capacitance degrades the sensitivity of the microphone in
constant voltage detection.8 A dc voltage bias is not required
for operation, although a voltage can be applied to the mem-
branes to adjust their deflection with changes in atmospheric
pressure and to alter the microphone’s sensitivity or calibra-
tion. In addition, the output impedance of the mixer in rf
detection is low, typically around 50V, so an amplifier with
a high-impedance input is unnecessary. Because the output is
independent of acoustic frequency variations inF(t), the
low-frequency response of the CMUT structure is preserved
for a broadband microphone. As a consequence, the circuit in
Fig. 6 responds to shifts in atmospheric pressure or slow
drifts in the electrical components. Therefore, a practical
implementation uses feedback, applied through a voltage-
controlled phase shifter or a variable voltage bias on the
membranes, to nullify such offsets over the long term. Thus,
the minimum detectable acoustic frequency of the system
becomes selectable through the time constant of the feedback
signal.

C. Sensor fabrication

The transmission line structure of Fig. 5 is implemented
using a coplanar waveguide transmission line over CMUT
membranes. Similar capacitively loaded structures with a co-
planar waveguide have been fabricated for microwave phase
shifters using voltage-actuated metal bridges20 instead of en-
closed membranes. The final structure of the microphone for
rf detection, shown in Fig. 7, consists of a series of surface-
micromachined membranes covered by a coplanar wave-
guide transmission line, which consists of three conductors: a
center signal line that traverses the membranes and one
ground line on either side of a row of membranes. The lower
electrode of each capacitive membrane is formed by a locally
doped polysilicon layer that extends underneath the center
portion of the membrane to the ground lines. Polysilicon is
used for this conductor instead of metal because the high
deposition temperature of silicon nitride for the membrane
exceeds the melting temperatures of common metals.

The absence of the perforated backplate and capillary
tube for pressure equalization, which are usually found in
other micromachined condenser structures, simplifies the
fabrication of the membranes. The processing steps for the
sealed CMUT membrane are similar to those described by
Jin,21 with a few differences for rf detection. We start with an
insulating, high-resistivity~2000 V cm! silicon substrate,
which is suitable for low-loss coplanar transmission lines at
several gigahertz.22 The silicon substrate is coated with insu-
lating films of silicon nitride and polysilicon, both deposited
using low-pressure chemical vapor deposition~LPCVD!.
Sections of the polysilicon layer under the membranes are
doped in a high-temperature furnace with phosphorous oxy-
chloride using silicon dioxide to mask areas of the polysili-
con that should act as electrical insulators. Figure 8~a! shows
the structure after removing the silicon dioxide mask in hy-
drofluoric acid. Following a thin silicon nitride deposition,
which serves as an etch stop, the membrane structure is
formed by depositing silicon nitride over patterned sacrificial
layers of polysilicon and low-temperature silicon dioxide, as
shown in Fig. 8~b!. Small via holes are plasma etched at the
side of the silicon nitride membrane, which permit the sub-
sequent wet etch of the sacrifical layers to release the mem-
brane. The etch is accomplished with a solution of potassium
hydroxide followed by hydrofluoric acid, producing the
membrane structure of Fig. 8~c!. A second deposition of sili-
con nitride seals the etch holes, and because the deposition
occurs in a vacuum furnace, the membrane structure is
vacuum-sealed. The sealed silicon nitride membrane is
etched to its final thickness to obtain the desired stiffness and
deflection under atmospheric pressure. A plasma-etch opens
contacts to the doped polysilicon electrode that extends un-
derneath the membrane. Finally, Fig. 8~d! shows the com-
plete structure after patterning the metal transmission lines of
sputtered alu-

FIG. 7. The signal line of a coplanar waveguide transmission line traverses
the rectangular CMUT membranes. Doped polysilicon electrodes extend
underneath a portion of the membrane and connect to the ground conductors
of the transmission line.

FIG. 8. Cross-sections showing selected fabrication steps of CMUT mem-
branes for use in rf detection. The relevant dimensions of the fabricated
microphone are presented in subsequent sections.
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minum. The fabricated microphone die is mounted and wire
bonded to a printed circuit board that has connectors to in-
terface with the detection electronics. An optional coating of
parylene can provide electrical insulation between the trans-
mission line conductors if the microphone is operated in wa-
ter.

IV. A MATHEMATICAL MODEL

The development of a mathematical model of a micro-
phone using CMUTs and rf detection is essential to explore
the potential capabilities and design tradeoffs of the sensor.
Microphone sensitivity, one of the most important specifica-
tions for a microphone, is traditionally described in terms of
the output voltage for an incident pressure. While this figure
is useful for describing a condenser cartridge with or without
a preamplifier, it is not straightforward to apply this measure
to rf detection since the microphone and detection circuitry
are interdependent. Furthermore, the use of voltage per pres-
sure to describe the sensitivity of a rf detection system is
misleading since subsequent amplification increases the out-
put voltage without any apparent tradeoffs. A measure of
sensitivity also should provide information about the mini-
mum detectable sound pressure of the microphone, and,
therefore, should incorporate both electrical and mechanical
noise sources. Thus, the output signal-to-noise ratio~SNR! is
a convenient measure of microphone sensitivity, and it is not
limited to any particular frequency range. This ratio com-
pares the rms signal voltage and rms noise voltage at the
system output for a given frequency, noise bandwidth, and
incident pressure.

The following sections develop a model to calculate the
signal and noise levels necessary to predict microphone sen-
sitivity. Sample calculations using the parameters for the fab-
ricated microphone, shown in Fig. 9, are compared to experi-
mental results in Sec. V. In both the simulation and the
experimental measurements, the phase detection circuit of
Fig. 6 consists of the following components: a free-running
dielectric resonator oscillator~EMF Systems model 52747-
512086! with 20 dBm of output power at 2.8 GHz, a reactive
power splitter~Minicircuits model ZAPDQ-4!, a mechanical
phase shifter~ARRA model L9428A!, a double-balanced
mixer ~Marki Microwave model M1-0204NA!, a low-pass
filter ~Minicircuits model SLP-1.9!, and a baseband amplifier

using an operational amplifier~Analog Devices model
AD797!. Values for the relevant parameters associated with
the fabricated microphone and its phase detection circuit are
presented as needed in the model development. For param-
eters that are measured directly from the fabricated micro-
phone, the number of significant digits indicates the esti-
mated precision of the measurement.

A. Membrane response

The first step in modeling the output signal of the mi-
crophone in a phase detection circuit involves the calculation
of the membrane movement in response to the pressure at its
surface. As the acoustic equivalent circuit for the vacuum-
sealed CMUT does not contain any acoustic elements behind
the membrane that influences its motion, the analysis is sim-
pler than for unsealed microphones. However, the micro-
phone’s size and packaging can influence its response at high
frequencies, where the wavelength of sound in air ap-
proaches the size of the microphone.23 To separate the effects
of packaging from the analysis, the starting point for analyz-
ing membrane motion is the pressure at the membrane sur-
face. For frequencies at which the sensor and its packaging
are much smaller than the wavelength of sound in fluid, dif-
fraction effects are negligible and the pressure signal at the
diaphragm surface is approximately the same as would exist
in free-field conditions.23

Both the membrane deflection under static~dc! pressure
and the movement of the membrane under harmonic~ac!
pressures are considered. Although a CMUT membrane is a
compound structure consisting of partially metalized silicon
nitride, measurements of membrane deflection under atmo-
spheric pressure before and after metallization usually differ
by less than 2%. Therefore, the silicon nitride membrane
dominates the stiffness of the structure, and the effects of the
metal are neglected in the model.

Mason24 derives a general equation of motion for a uni-
form stretched diaphragm, shown with slight modifications
to the notation:

D¹4u2 l ms¹2u2p1 l mr
]2u

]t2
50. ~6!

Here,u is the vertical or transverse displacement,l m is the
membrane thickness,p is either the static or acoustic pres-
sure, s is the residual stress, andr is the density of the
membrane material. Although we continue to use the com-
mon termmembranethroughout the following analysis, the
precise structure modeled by Eq.~6! is a stretched dia-
phragmsince both the bending stiffness of a finite-thickness
plate and the residual tensile stress of the material are in-
cluded. The flexural rigidityD in Eq. ~6! is given by

D5
Elm

3

12~12v2!
, ~7!

whereE is the Young’s modulus, andv is the Poisson’s ratio
of the material.24

A rectangular membrane geometry is used in the fabri-
cated microphone because its peak displacement is greater
than that of the inscribed circular membrane of the same

FIG. 9. Microscope photograph showing a portion of the fabricated 1.3 mm2

microphone, formed by snaking a transmission line over an array of 45
rectangular CMUT membranes, each 70mm by 190mm in size.
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thickness. For rectangular membranes, it is convenient to
analyze the equation in Cartesian spatial coordinates (x,y),
so the¹2 and¹4 operators are

¹25S ]2

]x2
1

]2

]y2D
and

¹45S ]2

]x2
1

]2

]y2D S ]2

]x2
1

]2

]y2D .

Following the approach of Badiet al.,25 the complexity of
the partial differential equation is reduced considerably by
treating the rectangular membrane as very long in one di-
mension and taking the other dimension to be lengthL.
Treating the displacementu only as a function of time and
the x coordinate in Fig. 10, Eq.~6! becomes

Du+~x,t !2 l msu9~x,t !2p1 l mrü~x,t !50, ~8!

where u8(x,t) denotes a spatial derivative, andu̇(x,t) de-
notes a time derivative ofu(x,t).

For the case of dc deflection under atmospheric pressure
pdc, the time variations inu are negligible, reducing Eq.~8!
to a fourth-order ordinary differential equation foru(x):

Du+~x!2 l msu9~x!5pdc. ~9!

The general solution of the equation for the static displace-
mentudc(x) is

udc~x!5c11c2x1c3eAl ms/Dx1c4e2Al ms/Dx2
pdc

2l ms
x2.

~10!

The four unknown constants are found by applying the
boundary conditions for a clamped plate, specifically that
udc(x) and udc8 (x) are zero at the edges of the diaphragm,
wherex56L/2. Due to the symmetry of the coordinate sys-
tem of Fig. 10,c3 andc4 are identical andc2 is zero in Eq.
~10!. Redefining the constants and applying the boundary
conditions yields the solution for the static deflection under
pressurepdc:

udc~x!5
pdc

2l ms Fc182x21c3,48 coshSAl ms

D
xD G , ~11!

where

c185
L2

4
2LA D

l ms
cothS L

2
Al ms

D D
and

c3,48 5LA D

l ms
cschS L

2
Al ms

D D .

This result is used later to calculate the static capacitance
of the vacuum-sealed capacitive membranes under atmo-
spheric pressure. Using the parameters from the fabricated
microphone membranes, shown in Table I, Eq.~11! predicts
0.895 mm deflection at the membrane center (x50) under
standard atmospheric pressure.

The response of the membrane to time-varying pressure
is similarly calculated from Eq.~8!. For a time-harmonic
pressure amplitude ofpac at angular acoustic frequencyva ,
the second-order time derivative scalesu by 2va

2. Thus, at a
fixed excitation frequency, Eq.~8! reduces to an ordinary
differential equation in a single variable:

Du+~x!2 l msu9~x!2 l mrva
2u~x!5pac. ~12!

The solution for harmonic excitation is obtained by find-
ing a general solution and then applying the same clamped
boundary conditions as in the static case to solve for the
unknown constants. Following this procedure, the solution
for amplitude of the ac displacementuac(x) is

uac~x!5
pac

r l mva
2 @c1,2cosh~k1x!1c3 cos~k3x!21#, ~13!

where

k15Al ms1Al m
2 s214Dl mrva

2

2D
,

k35A2 l ms1Al m
2 s214Dl mrva

2

2D
,

c1,2

5
k3 sin~k3L/2!

k1 sinh~k1L/2!cos~k3L/2!1k3 cosh~k1L/2!sin~k3L/2!
,

and

FIG. 10. Coordinate system and top view of the membrane orientation for a
mathematical analysis.

TABLE I. Dimensions and parameters of the CMUT membranes in the
fabricated microphone.

Parameter Symbol Value

Length L 70 mm
Width W 190 mm
Thicknessa l m 0.40mm
Residual stressa s 1.13108 Pa
Young’s modulusb E 3.231011 Pa
Densityb r 3270 kg/m3

Poisson’s ratiob v 0.26
Atmospheric~dc! pressure pdc 1.013105 Pa
Pressure~ac! amplitude pac 1.41 Pa~51 Pa rms!

aMeasured from the fabricated microphone.
bTaken from Appendix B of Kino~Ref. 41! for silicon nitride.

833J. Acoust. Soc. Am., Vol. 116, No. 2, August 2004 Hansen et al.: Wideband microphones with radio frequency detection



c35
k1 sinh~k1L/2!

k1 sinh~k1L/2!cos~k3L/2!1k3 cosh~k1L/2!sin~k3L/2!
.

The ac motion at the center of a membrane with the
dimensions and parameters of Table I is simulated in Fig. 11.
As suggested earlier, the predicted displacement amplitude
of 0.124 Å for 1.41 Pa amplitude ac pressure~or equiva-
lently, 1 Pa rms! is extremely small, due to the miniature
lateral dimensions of the membrane. Below 1 MHz, the
membrane response does not vary appreciably from its low-
frequency value. Because the membrane resonance is signifi-
cantly greater than the usable frequency range of the micro-
phone, the solution for the static deflection can be used to
calculate the low-frequency harmonic excitation in most
cases. Indeed, the static and dynamic solutions shown in Eq.
~11! and Eq.~13! converge below the membrane resonant
frequency for the same pressure input. Because the equations
and solutions presented here for membrane displacement are
linear with applied pressure, the previous analysis implicitly
assumes that the dc deflection of the membrane under atmo-
spheric pressure does not influence the ac response of the
membrane to acoustic pressure signals. This assumption is a
potential source of error in the model, as large deformations
of the membrane likely stiffen the structure, reducing its ac
response.

B. Capacitance calculations

Once the membrane response is characterized, it is
straightforward to calculate the capacitances that load the
transmission line in rf detection. The capacitanceCm be-
tween the top metal electrode and the ground electrode be-
neath the membrane, neglecting fringing fields near the con-
ductor edges, is calculated by integrating the parallel-plate
capacitance formula with two dielectrics over the area of
overlap of the electrodes:

Cm5E E
Area

eme0

l m1 l i1eml g~x,y!
dx dy. ~14!

Here, l g is the effective vacuum gap between the membrane
and substrate with free-space permittivitye0 , and l m is the

thickness of the membrane material with relative permittivity
em . The small insulation thicknessl i of silicon nitride,
shown in Fig. 12 over the ground electrode, adds directly to
the membrane dielectric thickness in the capacitance for-
mula. The vacuum gapl g is shown as a function of position
to indicate that the size of the gap changes with coordinate
position because of the membrane’s deflection under atmo-
spheric pressure. Since the expression forudc is a function of
x position only, the integration over area can be simplified to
a single integral by neglecting they-coordinate variations.
Based on the geometries shown in Figs. 12 and 13, the ca-
pacitance of a membrane with metal electrode widthwm and
ground electrode widthwg is

Cm5E
2wm/2

wm/2 wgeme0

l m1 l i1em„l g02udc~x!…
dx, ~15!

where the gapl g is replaced by the difference between the
initial zero-deflection gapl g0 and the membrane static de-
flectionudc(x). Following the calculation ofudc(x) using Eq.
~11!, the integral of Eq.~15! can be evaluated numerically to
calculate the static membrane capacitance.

The capacitance due to an incremental acoustic pressure
is found by superimposing the membrane’s ac displacement
uac(x) onto its static deflection in the capacitance formula:

Cdc1ac5E
2wm/2

wm/2 wgeme0

l m1 l i1em„l g02udc~x!2uac~x!…
dx.

~16!

FIG. 11. The simulated displacement amplitudeuac at the membrane center
using Eq.~13! and the values given in Table I.

FIG. 12. Labeled schematic cross-section of a membrane, taken along thex
coordinate axis of Fig. 10.

FIG. 13. Labeled photograph~top view! of a single membrane from the
fabricated microphone. The dashed lines indicate the shape and extent of the
polysilicon ground electrode under the membrane.
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Finally, the change in membrane capacitanceDCm due to the
ac pressure is calculated by subtracting the static membrane
capacitanceCm from the capacitance under both static and
acoustic pressuresCdc1ac:

DCm5Cdc1ac2Cm . ~17!

Using the parameters in Table II, the predicted static capaci-
tance of a membrane from the fabricated microphone is 79 fF
using the calculated static deflection under atmospheric pres-
sure. The amplitude of the changing capacitanceDCm of a
single membrane is 4.3 aF for the calculated displacement
amplitude of 0.124 Å associated with a 1 Pa rmspressure
signal. These values are used in the following section to
calculate the phase shift of the microphone transmission line
in rf detection.

C. Transmission line with capacitive loading

As previously described, rf detection senses the phase
shift of a carrier signal at frequencyf c through a transmis-
sion line loaded with capacitive membranes. Before model-
ing the effects of capacitive loading, the characterization of
the unloaded transmission line is necessary. Wen26 derives an
expression for the capacitance per unit lengthCt of a copla-
nar waveguide transmission line:

Ct54eeffe0

K~k!

K~k8!
, ~18!

where

eeff5~esub11!/2, k5A/B,

and

k85A12k2.

Equation~18! models a line with center conductor widthA
and separation between ground linesB, as shown in Fig. 13.
The lines are modeled on a silicon half-plane with relative
permittivity esub. The effective relative permittivityeeff of
the transmission line is treated as the average of the free-
space and substrate relative permittivities, and the functionK
represents the complete elliptic integral of the first kind. The
transmission line can be treated as being immersed in a
single dielectric of relative permittivityeeff with characteris-
tic impedanceZ05Aeeff/(cCt), wherec is the speed of light
in free space.26 Because the characteristic impedance of a
low-loss transmission line also isZ05ALt /Ct, the induc-
tance per unit lengthLt can be calculated using the previous
expressions forCt andZ0 . Using the parameters in Table III

and Eq.~18!, the predicted capacitance and inductance per
unit length are 118 pF/m and 596 nH/m, respectively. The
predicted characteristic impedanceZ0 of the unloaded line is
71 V.

The propagation constant in rad/m of an unloaded rf
transmission line is 2p f cALtCt. To determine the effects of
the capacitive loading by the membranes, the total length of
the unloaded transmission line can be viewed as a composite
of N sections of line, each of lengthd. The phase length of
the capacitively loaded transmission line is calculated by in-
corporating a single membrane capacitor into each section of
the lumped, reactive transmission line model shown in Fig.
14. Thus, the total radian phase length of the loaded line
becomes

F52p f cNALtd~Ctd1Cm!. ~19!

To calculate the phase shiftDF due to changes in membrane
capacitance, the phase length of the line, loaded with capaci-
tanceCm , is subtracted from that loaded withCm1DCm , as
shown below:

DF52p f cN@ALtd~Ctd1Cm1DCm!

2ALtd~Ctd1Cm!#. ~20!

However, a simpler approximate expression forDF can be
obtained in terms of the characteristic impedance of the
loaded transmission line impedanceZL . Differentiating Eq.
~19! with respect toCm and linearizing the expression for
small changes in capacitance yields

DF'
p f cNALtd

ACtd1Cm

DCm . ~21!

Because the characteristic impedance of the low-loss, capaci-
tively loaded transmission line is given by

ZL5A Ltd

Ctd1Cm
, ~22!

Eq. ~21! simplifies to

DF'p f cNZLDCm . ~23!

TABLE II. Additional parameters and dimensions of the fabricated CMUT
membrane for capacitance calculations.

Parameter Symbol Value

Metal electrode width wm 20 mm
Ground electrode width wg 100 mm
Initial vacuum gapa l g0 1.00mm
Insulation thicknessa l i 0.10mm
Membrane relative permittivitya em 5.7
Free-space permittivity e0 8.854310212 F/m

aMeasured from the fabricated microphone.

TABLE III. Additional parameters and dimensions for the calculation of
unloaded coplanar waveguide impedanceZ0 .

Parameter Symbol Value

Center conductor width A 20 mm
Ground conductor separation B 100 mm
Silicon substrate relative permittivity esub 11.7
Speed of light c 3.03108 m/s

FIG. 14. The lumped-element, lossless model of a single section of loaded
transmission line, including the capacitive membrane.
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This expression can be used to compute the phase shift due
to a fluctuation in membrane capacitanceDCm and predicts
that the phase shift is proportional toDCm , the loaded trans-
mission line impedanceZL , the number of membranesN,
and the rf carrier frequencyf c .

Using either Eqs.~20! or ~23! and the fabricated micro-
phone parameters and previously calculated values given in
Table IV, the expected phase shift amplitude is 58.6mrad for
1 Pa rms acoustic pressure. The calculated loaded line im-
pedance from Eq.~22! is 34.5 V. This impedance is suffi-
ciently similar to the typical 50-V impedances of other rf
circuit components to obviate the need for impedance-
matching networks in the phase detection circuit.

D. Phase detection

The mixer in the phase detection circuit converts the
phase shift to a voltage, assuming the input signals are in
quadrature. The detection constantKd of the mixer, first in-
troduced in Eq.~3!, is a function of the mixer loss, the rf
frequency, the terminating impedance, and the rf power level
at the mixer inputs.19 Although Kd can be measured directly
in the phase detection circuit, an estimate ofKd is useful for
the simulation model.

The voltage amplitude of a rf signal on a transmission
line with impedanceZL is A2ZLPc, wherePc is the rf carrier
power at the output of the microphone or at the input to the
mixer. Assuming perfect impedance matching and takingLm

as the mixer conversion loss, defined as the ratio of power
available from the rf port to the power delivered to the out-
put, the voltage at the rf port is reduced by a factor ofALm at
the mixer output. Therefore, the detection constantKd in
V/rad is approximately

Kd'A2ZLPc

Lm
. ~24!

This expression assumes that sufficient drive power is avail-
able at the mixer LO port to fully switch the mixer diodes.
Furthermore, it does not account for any impedance mis-
match at the mixer ports nor does it account for saturation or
compression of the output signal for large rf powers. There-
fore, for a low-loss microphone transmission line, as is the
case here, the input rf power that saturates the mixer should
be substituted forPc . This sets the upper limit forKd . Using
experimentally determined values for the mixer of 7 dB for
conversion loss and 7 dB m for the input power compression,

as shown in Table V, the estimated mixer detection constant
is 0.263 V/rad.

E. Baseband amplification

The output voltage amplitude from the mixer is 15.4mV,
using a calculated phase shift amplitude of 58.6mrad for
1 Pa rms. Because this demodulated voltage signal is small,
a baseband amplifier is necessary to increase the magnitude
of the voltage signal before further signal processing or digi-
tization. An amplifier providing 60.0 dB of gain brings the
signal level to 15.4 mV, or 10.9 mV rms. Fortunately, the low
output impedance of the rf mixer in the phase detection cir-
cuit allows for such an amplification with only a slight deg-
radation to the SNR. The noise considerations of the ampli-
fier and of the entire system are considered in the following
sections.

F. Mechanical noise

Acoustic transducers are subject to thermal mechanical
noise from the acoustic medium. This mechanical noise is
often referred to as acoustic self-noise,23 since it is a property
of the microphone’s structural design and is unrelated to the
electrical detection system. In many microphones, the
squeeze-film damping due to air flow through the acoustic
holes in the backplate and through the pressure equalization
vent is the dominant noise mechanism for the entire system
over most of the audio frequency range.27,28 Furthermore,
experiments by Zuckerwar and Ngo29 suggest that the me-
chanical 1/f noise of an unsealed microphone structure also
correlates with the air gap resistance. As there is no acoustic
flow behind a vacuum-sealed CMUT membrane, the struc-
ture has a much lower mechanical noise floor than that of an
unsealed structure. This is evident in the equivalent circuit
model of the CMUT by the absence of many acoustical re-
sistances, which represent dissipation mechanisms in the
structure. As seen in Fig. 4, the remaining dissipation mecha-
nism in a sealed membrane structure is represented by the
radiation resistance. This thermal noise due to acoustic radia-
tion of the moving membranes is experienced by all micro-
phones that are exposed to the air.

A common approach to calculating the pressure noise of
small sensors, originally undertaken by Sivian and White,30

is to calculate the pressure noise from the radiation of a
piston in an infinite baffle. Fellgett,31 however, notes that the
infinite-baffle assumption leads to a factor-of-2 discrepancy
and is not the usual configuration for a miniature micro-
phone. A more general approach examines the intrinsic ther-

TABLE IV. Simulated and measured parameters for the phase shift calcula-
tions.

Parameter Symbol Value

Capacitance of unloaded linea Ct 118 pF/m
Inductance of unloaded linea Lt 596 nH/m
Membrane static capacitancea Cm 79 fF
Change in membrane capacitancea DCm 4.3 aF
Number of sections N 45
Length of each section d 206 mm
Carrier frequency f c 2.8 GHz

aCalculated from previous formulas.

TABLE V. Simulated and measured parameters for the mixer phase detec-
tion constantKd .

Parameter Symbol Value

Loaded line impedancea ZL 34.5V
rf power ~saturation!b Pc 5.0 mW ~7 dBm!
Conversion lossb Lm 5.0 ~7 dB!

aCalculated from the previous formulas.
bExperimentally measured in the phase detection circuit.
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mal noise of the medium, derived by Hunt.32 The resulting
mean-square pressure fluctuation noise in a 1-Hz band is

p25
4pkBT0raf a

2

ca
, ~25!

wherekB is Boltzmann’s constant (1.38310223J/K), T0 is
the absolute temperature of the system,ra is the density of
air, ca is the speed of sound in air, andf a is the acoustic
frequency. Taking the square root of Eq.~25! yields the rms
pressure fluctuations perAHz, valid for a sensor that is
smaller than the wavelength of sound at the frequencies of
interest. Integrating the A-weighted rms pressure noise yields
an equivalent self-noise of29.3 dB~A! SPL at standard pres-
sure and room temperature. As the mechanical noise due to
radiation is small, it does not impose practical limits on the
sensitivity of a miniature microphone composed of otherwise
lossless, vacuum-sealed CMUT membranes. Therefore, me-
chanical noise can be neglected in simulations since the elec-
trical noise dominates.

G. Electrical noise

There are several sources of electrical noise in the phase
detection electronics that must be considered. First, the os-
cillator, which serves as the rf signal source in Fig. 6, con-
tributes phase noise to the circuit. This phase noise is present
in both the microphone and the reference branches of the
detection circuit. For similar time delays in the two circuit
branches, it is largely correlated at the rf and LO inputs of
the mixer. Therefore, most of the oscillator phase noise can-
cels at the mixer output for a low-noise signal source, such as
a dielectric resonator oscillator, and the phase noise of the
signal source can be neglected in this model. For acoustic
frequencies below 100 kHz, we have experimentally con-
firmed that the noise floor of the detection circuit does not
change with high-quality oscillators of varying spectral puri-
ties.

The dominant source of noise in rf detection is due to
thermal noise, shot noise in the mixer diodes, and 1/f
noise.19 The white noise floor of the mixer is modeled using
the mixer’s single sideband noise figureFm and the mixer’s
conversion lossLm . The available noise power in W/Hz at
the mixer output is given by

Nm5
kBT0Fm

Lm
, ~26!

which has a flat acoustic spectrum. Assuming a matched ter-
mination ofR0 at the mixer output, the expected rms output
voltage perAHz is

vm,N5AkBT0FmR0

Lm
. ~27!

In addition to white noise with a flat spectral density, realistic
mixers also have a component that varies approximately as
1/f . Equation~27! can be modified to account for this noise
by defining a corner frequencyf 1/f as the baseband or acous-
tic frequency f a at which the 1/f component of the noise
equals the mixer’s white noise floor:

vm,N5AkBT0FmR0~11 f 1/f / f a!

Lm
. ~28!

The 1/f noise corner frequency depends on the rf frequency,
the power levels in the circuit, and the cleanliness of the
semiconductor fabrication facility for the Schottky diodes in
the mixer.33,34 This makes estimation of the 1/f corner fre-
quency difficult without specific information about the mixer
diodes and how the mixer’s 1/f noise is influenced by exter-
nal circuit components. Thus, the noise performance of a
specific mixer in the phase detection circuit is best deter-
mined experimentally. Although lower noise performance is
possible, a typical value for the corner frequencyf 1/f in rf
double-balanced mixers is 100 kHz.35 In the absence of fur-
ther information, a value of 100 kHz is assumed forf 1/f in
sample noise calculations to illustrate the effects of mixer 1/f
noise on system performance.

The baseband amplifier contributes thermal electrical
noise and, below 100 Hz, excess 1/f noise, which is ne-
glected in the model. Because the output impedance of the
mixer and low-pass filter combination is low, near 50V, the
effects of the current noise contributed by the baseband am-
plifier are usually negligible. Therefore, an amplifier with
high current noise may be used as long as the voltage noise
is very low. Figure 15 shows the schematic of the baseband
amplifier with feedback resistors, set for a voltage gain of
1001 or 60.0 dB. The 50V resistor at the positive terminal
serves as the terminating load for the mixer,R0 , which itself
has an output impedance near 50V. Although the matched
termination reduces the signal level at the input of the am-
plifier, experimental measurements show that it also reduces
the noise floor and the dc offsets from the mixer for an over-
all improvement in the SNR.

For the resistor values of Fig. 15 and the parameters in
Table VI, the baseband amplifier noise figure is 3 dB, or a
factor of 2.0, calculated using a source resistance of 50V
from the previous stage. Figure 16 shows the calculated elec-
trical noise at the output of the baseband amplifier that is due
to the mixer and the amplifier. The simulation suggests that
the mixer’s 1/f noise dominates the total output noise of the
detection circuit over the audio range.

H. Calculating sensitivity

An estimate of the sensitivity can be obtained with the
models developed for calculating the signal and noise levels
of the microphone and its phase detection circuit. The pre-
dicted signal after amplification is239.2 dB relative to 1 V
rms for a 1 Pa rmsacoustic signal and is independent of the

FIG. 15. Schematic of the baseband amplifier, along with the 50-V source
resistance of the mixer, seen through the low-pass filter of the previous
stage.
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acoustic frequency below 100 kHz. The predicted noise level
at 1 kHz is2106.7 dB V rms perAHz from the simulation
shown in Fig. 16. Therefore, the predicted SNR in a 1 Hz
noise bandwidth at 1 kHz is 67.5 dB for 1 Pa rms of pres-
sure. Referring the integrated, A-weighted output noise to the
pressure input of the microphone yields a predicted equiva-
lent noise level of 61.9 dB~A! SPL over the audio band.

The model’s prediction of the signal level is most sensi-
tive to the membrane thicknessl m , as this determines the
membrane’s static deflection and the effective capacitor gap
spacing. Due to nonuniformities across the wafer, the esti-
mated uncertainty in the measurement membrane film thick-
ness is65 nm. Recalculating the signal level using the maxi-
mum range of 0.395 to 0.405mm for l m , the predicted
output signal ranges from238.0 to240.4 dB V rms for an
uncertainty of up to 2.4 dB in the model’s prediction for a
signal level.

V. EXPERIMENTAL RESULTS

Acoustic characterization of the CMUT microphone
with rf detection is performed in an anechoic chamber, using
a Brüel & Kjær Type 4135 1/4 in. free-field microphone as
the reference microphone. The reference microphone is po-
sitioned 1 cm above the microphone under test, both oriented

toward the speaker for normal incidence. The reference mi-
crophone is calibrated at 1 kHz using an ACO Pacific 511E
Sound Level Calibrator for 94 dB SPL, or 1 Pa rms. Follow-
ing the calibration of the reference microphone, both micro-
phones are exposed to the same 1 kHz sound field. A com-
parison of the relative output signals between the reference
and test microphones determines the response of the CMUT
microphone with rf detection, which is242.7 dB V rms for
1 Pa rms of pressure.

Acoustic testing over many decades of frequency is dif-
ficult without specialized low- and high-frequency micro-
phones and sound sources. An alternative method of testing
the frequency response uses electrostatic actuation of the
CMUT membranes at infrasonic through ultrasonic frequen-
cies. This method captures the response of the microphone
and rf detection system to the force or pressure at the surface
of the membranes, but does not account for acoustic diffrac-
tion effects of the microphone. The application of voltage
actuation signal and dc bias is accomplished by inserting a
biasT before and after the microphone in the circuit in Fig.
6. To compensate for the variations in response of the biasT
with frequency, the actuation voltage applied to the input of
the biasT is adjusted at each frequency to maintain a con-
stant ac voltage on the capacitive membranes of the micro-
phone.

The frequency of voltage actuation is varied from 0.1 Hz
to 100 kHz, while maintaining a 5.8-V dc bias and a 68-mV
amplitude excitation on the membrane capacitors. This volt-
age bias and excitation are both small enough to prevent an
electrostatic collapse of the membrane while producing an
output signal,211.0 dB V rms, that is much larger than the
noise floor. The output signal of the microphone and detec-
tion circuitry varies less than 0.5 dB over six decades of
frequency, from 0.1 Hz to 100 kHz. The previous acoustic
measurement at 1 kHz correlates the output under voltage
actuation with that from pressure excitation, generating the
frequency response plot in Fig. 17. The predicted response
curves use the simulation models developed in Sec. IV with
the parameters for the fabricated microphone and phase de-
tection circuit.

TABLE VI. Additional parameters for simulating the electrical noise from
the mixer and amplifier at the amplifier output.

Parameter Symbol Value

Terminating resistance R0 50 V
Mixer noise figurea Fm 5.0 ~7 dB!
Mixer 1/f corner frequencyb f 1/f 100 kHz
Op-amp input voltage noisec 0.9 nV/Hz
Op-amp input current noisec 2.0 pA/Hz
Boltzmann’s constant kB 1.38310223 J/K
System temperature T0 293 K

aTypical manufacturer’s specifications for Marki Microwave M1-0204 NA
mixer.

bA typical value for rf mixers~Ref. 35!.
cTypical manufacturer’s specifications for the Analog Devices AD797 op-
erational amplifier.

FIG. 16. Simulated total voltage noise~solid line! at amplifier output as a
function of acoustic frequency, separated into components~dashed lines!
due to the mixer and amplifier.

FIG. 17. Measured~solid! and simulated~dashed! output signal for 1 Pa rms
and output noise voltage in a 1 Hz band. The signal response is measured
using voltage actuation and correlated to the acoustic measurement at 1 kHz.
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The output voltage noise of the microphone in the phase
detection circuit is measured with a fast Fourier transform
~FFT! spectrum analyzer~Stanford Research Systems model
SR760!. Figure 17 shows the measured output noise floor of
the microphone with its detection circuitry measured in a
laboratory environment. At 1 kHz, the measured noise is
2111.1 dB/AHz relative to 1 V rms. Therefore, the mea-
sured SNR at 1 kHz is 68.4 dB/Pa rms in a 1-Hz noise band.
The measured signal and noise plots of Fig. 17 correspond to
an A-weighted equivalent noise level of 63.6 dB~A! SPL for
the microphone.

VI. DISCUSSION

A. Model verification and comparison

The measured acoustic response of the microphone at 1
kHz is 3.5 dB lower than that predicted by the model, and
the measured noise level at 1 kHz is 4.4 dB lower than pre-
dicted. Both of the measurements are slightly out of the
range of expected error based on uncertainties in thickness
and 1/f corner frequency. However, some additional mea-
surements of membrane deflection, the rf transmission line,
and the mixer lend insight as to the probable sources of error
in the simulation model.

Accurate modeling of the membrane deflection under
atmospheric pressure is important because the capacitance
calculations are sensitive to the electrode spacing. Fortu-
nately,udc can be verified on the fabricated microphone. An
atomic force microscope~AFM; Digital Instruments Dimen-
sion 3000!, scanning along the membrane’s length, generates
the profile shown in Fig. 18. Subtracting the 0.71-mm metal
line thickness yields a peak membrane deflection of approxi-
mately 0.89mm, which is similar to the predicted peak de-
flection of 0.895mm. The profile along the membrane width,
shown in Fig. 19, is measured optically since the metal sig-
nal line is reflective over the entire scan. An optical interfer-
ometer~Zygo White-Light 3D Surface Profiler! measures a
peak static deflection of 0.91mm, slightly greater than pre-
dicted. Both measurements verify the initial gap height of

1.00 mm. Since both the AFM and optical interferometer
measurements ofudc are very similar to the predicted deflec-
tion, no adjustments to this part of the model are necessary.
Although the static deflection of the membrane is easily veri-
fied, the ac displacement amplitudeuac is too small for us to
accurately determine, even when using voltage excitation of
the membranes to increase the measurable movement. There-
fore, an error in the prediction ofuac by Eq. ~13! could ac-
count for the larger predicted signal level than measured.

Although the output signal is not particularly sensitive to
the impedance or loss of the microphone transmission line
structure, rf measurements provide another verification of the
transmission line aspects of the model. Measurements at
2.8 GHz using a network analyzer~Hewlett-Packard model
8510C with 8517A S-parameter test set! indicate the charac-
teristic impedance of the transmission line structures. An un-
loaded coplanar waveguide with the same dimensions as
those of the fabricated microphone has a characteristic im-
pedanceZ0 of 78 V, similar to the predicted value of 71V
for the dimensions shown in Table III. The higher measured
impedance of the line is likely due to the finite extent of the
ground conductors of the unloaded coplanar waveguide, as
expected from more elaborate transmission line models.36

The measured impedance of the loaded transmission line of
the fabricated microphone is 37V, only slightly larger than
the predicted loaded impedance of 34.5V. The measured
transmission line loss on the microphone device is 4.1 dB at
2.8 GHz. The loss is higher than that of other published
coplanar lines on silicon,22 but this is likely due to the ca-
pacitive loading as well as the thin, 0.71mm aluminum met-
alization and step coverage over the membranes. Nonethe-
less, this loss still is small enough to be neglected in the
calculation of the mixer detection constantKd , as there still
is sufficient rf power at mixer to saturate it.

The model for mixer detection constantKd is verified
experimentally for the specific mixer in our phase detection
circuit at 2.8 GHz. A 50-V step attenuator replaces the mi-
crophone in the phase detection circuit of Fig. 6 to vary the
amount of rf powerPc at the mixer. The detection constant is
measured by recording and scaling the output voltage for

FIG. 18. Measured~solid line! AFM profile of a membrane from the fabri-
cated microphone, compared to the calculated profile~dashed line! from Eq.
~11!. The patterned metal transmission line causes the step in the measured
profile. The 70-mm scan path along the membrane length corresponds to the
x coordinate axis of Fig. 10.

FIG. 19. Measured optical interferometer profile of a membrane from the
fabricated device along the metal transmission line. The 190-mm profile of
membrane width corresponds to they-coordinate axis of Fig. 10.
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small departures in phase from quadrature, using a
micrometer-drive phase shifter. As shown in Fig. 20, the
measuredKd conforms to that predicted by Eq.~24! if one
assumes 7 dB for the conversion lossLm , 7 dBm saturation
power forPc , and 50V for the line impedanceZL . Replac-
ing the step attenuator with the fabricated microphone per-
mits direct measurement of 0.27 V/rad forKd for this micro-
phone. As the measurement is similar to the simulation value
of 0.263, the calculation ofKd is not a cause of the observed
discrepancy between the measurement and the model.

One likely cause for the overestimate of the signal level
in the simulation model is evident from the deflection profile
along membrane width in Fig. 19. The one-dimensional
membrane and capacitance models assume that the dc and ac
deflections along the membrane widthW remain constant
over the ground electrode widthwg . For the device tested,
wg extends between650 mm along the width in the profile
of Fig. 19. Since the membrane deflection decreases over this
region of W, the one-dimensional simplification to model
diaphragm motion overestimates the capacitancesCm and
DCm in the model. The larger calculated value forCm also
explains why the predicted impedance of the loaded trans-
mission line is lower than measured, since a larger loading
capacitance decreases the line impedance. A second possible
source of error in the prediction for signal level arises from
nonlinear stress-stiffening effects in the membranes, which
are neglected in the equations for dc and ac membrane re-
sponse. As the membrane deflects under atmospheric pres-
sure, the tensile stress of the structure increases, thereby in-
creasing the stiffness of the structure and reducing the
incremental ac motion of the membrane. A more accurate
model might use finite element simulations to calculate the
two-dimensional membrane deflection profile and capaci-
tance, including stress-stiffening effects. This method poten-
tially reduces both of the likely sources of error in the simu-
lation model, although the model complexity and necessary
computation time increase with finite element simulations.
For analyzing tradeoffs or for developing optimal micro-
phone designs, the closed-form, one-dimensional solution to

the membrane response may be preferable if some error can
be tolerated.

The measured noise floor of Fig. 17 indicates the pres-
ence of ambient acoustic noise in the audio band. In addition,
there are several peaks in the noise floor at multiples of
16 kHz. The high-frequency peaks could be due to electro-
magnetic interference with the rf detection circuitry, with
regular multiples created by mixing products. The simple 1/f
noise model of the mixer overestimates the noise at higher
frequencies and underestimates the noise at very low fre-
quencies. Below 10 Hz, the measured noise varies almost as
1/f 2. Other measurements of 1/f noise in diodes suggest that
the noise exhibits a dependence of 1/f a, wherea is slightly
greater than unity.37 As previously discussed, 1/f noise is
difficult to predict because its dependence on several factors,
internal and external to the mixer, is unknown. Table VII
summarizes and compares selected measurements with the
model predictions.

B. Improving sensitivity

The use of sealed CMUT membranes in the microphone
provides a uniform, wideband response to pressure while
sealing out particle contamination and moisture. Improving
the SNR of the microphone is a remaining design challenge,
as the use of relatively small, stiff membranes reduces the
sensor’s mechanical response to pressure. Some possible ap-
proaches for reducing the stiffness of the membranes include
corrugated structures or a reduction of the membrane mate-
rial’s residual stress through doping and annealing.38 The use
of larger, unsealed membranes that are not fully supported
along their perimeters also may increase the membrane mo-
tion though some of the advantages in bandwidth, frequency
response, and durability may be forfeited.

Some unique opportunities for improvement exist with
the described rf detection technique, without necessarily
modifying the sealed membrane structure. Since the loaded
transmission line translates the capacitance variations of the
membranes into phase variations, methods that increase the
phase modulation of the rf carrier or reduce the noise of the
phase detection electronics also have the potential to im-
prove the sensing capability of the microphone. For example,
the use of higher rf frequencies increases the phase shift of
the rf carrier that travels along the microphone transmission
line. Because the phase shift is proportional tof c , as shown
in Eq. ~23!, each doubling of frequency increases the signal
level by up to 6 dB ifKd remains unchanged. However, the
optimum rf frequency balances the increase in phase shift

FIG. 20. Mixer phase detection constantKd measurement~solid line! and
model~dashed line!. The model assumes 7 dBm of conversion loss, 7 dBm
of saturation power, and 50V for the line impedance.

TABLE VII. A summary of measured parameters for the fabricated micro-
phone and its detection circuitry, compared to those predicted by the model
for a 1 Pa rmssignal.

Parameter Predicted Measured

Static deflection~mm! 0.895 0.89–0.91
Unloaded line impedance~V! 71 78
Loaded line impedance~V! 34.5 37
Detection constant~V/rad! 0.263 0.27
Output signal~dB V rms! 239.2 242.7
Equivalent noise level@dB~A! SPL# 61.9 63.6
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with the increases in rf loss through the transmission line
structure and any increase in the noise floor of the detection
electronics at higher operating frequencies.

In addition to increasing the phase shift of the rf carrier,
the resolution of the phase detection circuitry also can be
improved. More sophisticated circuit topologies suppress the
carrier through an rf interferometer, as demonstrated by
Sann.39 Because the suppressed carrier prevents saturation of
the mixer, it is possible to amplify the phase modulation
signal at rf frequencies prior to the mixer, which introduces
most of the electrical noise. Since low-noise, narrowband
amplifiers are available at rf frequencies, the effects of the
mixer 1/f noise and baseband amplifier noise are mitigated,
and the system noise floor can approach that of fundamental
electrical thermal noise limits. Ivanovet al.40 demonstrate
such a phase detection system capable of measuring rms
phase variations at 1 kHz of 0.3 nrad/AHz, using a carrier
frequency of 9 GHz and the same rf power level as our
circuit. For comparison, the phase detection circuit presented
here is capable of measuring rms phase variations of
17 nrad/AHz at 1 kHz, based on the measured SNR of Fig.
17 using a calculated rms phase variation of 41.4mrad. This
suggests that up to 35 dB improvement in SNR at 1 kHz may
be possible through carrier-suppressed phase detection to-
pologies. The potential improvement is greater at lower au-
dio and infrasonic frequencies.

VII. CONCLUSIONS

The use of the sealed CMUT membrane as the mechani-
cal structure for a microphone provides a uniform, wideband
response while sealing out moisture. In rf detection, the
small capacitance variations of the membranes along a trans-
mission line are sensed through the phase variations of a rf
carrier. The mathematical model presented here predicts a
SNR of 67.5 dB/Pa rms at 1 kHz in a 1-Hz band, compared
to a measured SNR of 68.4 dB for the fabricated micro-
phone. Over the audio bandwidth, the measured sensitivity
corresponds to an equivalent noise level of 63.6 dB~A! SPL.
Electrostatic actuation of the membrane demonstrates the po-
tential bandwidth of the microphone, which exhibits less
than 0.5 dB of variation in the output response of the system
from 0.1 Hz to 100 kHz.

While various rf or carrier-based methods have been ap-
plied to other microphones, to the authors’ knowledge such
techniques previously have not been applied to sealed mem-
brane structures such as the CMUT. As the mechanical noise
of the condenser structure ultimately limits the minimum de-
tectable pressure that can be sensed, applying a sensitive
electrical detection technique to a conventional microma-
chined microphone may offer little or no improvement to the
microphone’s sensing capability. However, the combination
of a sensitive rf technique and a sealed membrane structure
extends the range of possible sensitivities for micromachined
microphones. The rf detection technique presented here
translates variations in membrane capacitance into phase
variations of a rf signal, which can be measured extremely
accurately. Therefore, the use of sealed CMUTs in conjunc-
tion with rf detection offers the potential to surpass the sen-

sitivity of other micromachined microphones, which often
are limited by their structural mechanical noise, while retain-
ing advantages such as a uniform, wideband response and
protection from moisture.
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Manipulation of sound intensity within a selected region using
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In this paper, the authors propose a method of enhancing sound in a selected region by controlling
multiple sources. The physical variables of enhancing sound have not been well defined, but we may
consider basic acoustic variables such as acoustic potential energy, sound power or intensity. A
method of maximizing sound potential energy was found to be very straightforward@J.-W. Choi and
Y.-H. Kim, J. Acoust. Soc. Am.111, 1695~2002!#. In this paper, the authors attempt to control the
sound power or intensity of a zone in a desired direction. It is noteworthy that control of the
direction and magnitude is needed to enhance the sound intensity. This control requires a new
definition of the direction and magnitude of spatially distributed intensity. For this purpose, the
authors introduce two different kinds of cost functions, and the theoretical formulation based on the
new definitions show the possibility of maximizing the sound intensity of a selected zone in a
desired direction. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1768945#

PACS numbers: 43.38.Hz, 43.38.-p@AJZ# Pages: 843–852

I. INTRODUCTION

Multiple sources are essential for controlling the sound
field over a wide area beyond a particular point. The main
issue is how we can selectively enhance a desired acoustic
variable in a zone of interest. This kind of problem can be
regarded as an optimization problem, in which we seek the
optimal control signals of multiple sources that maximize the
selected acoustic variable within a zone. As a matter of
course, many possible choices exist in the control method,
depending on the acoustic variable we wish to enhance. For
example, in previous papers,1,2 the acoustic potential energy
of a selected region is controlled to generate an acoustically
bright and dark zone.1

On the other hand, sound intensity or sound power is a
major factor in evaluating the performance of an acoustic
source. Most conventional acoustic sources consist of a
single actuator, and their performances are measured by how
well they radiate sound power. From the listener’s point of
view, however, the important factor is the sound power trans-
mitted to the region where the listener is located. The main
objective of this research is to enhance acoustic intensity by
controlling multiple sources. This control makes it possible
for a speaker array to radiate maximum sound power to the
listener, or to create a virtual power source by changing the
direction of the sound power in a region where the listener is
located.

With respect to sound intensity or power control, several
methods that use multiple sources have been proposed.3–6

However, these works were developed exclusively for noise
control and they concentrated on minimizing the sound
power radiated by the sources. In contrast, we aim to en-
hance sound intensity or, in a stricter sense, to increase the
magnitude of sound intensity only in a desired direction

within a zone of interest. This problem also requires that
both the magnitude and the direction of the spatially distrib-
uted intensity be controlled. To achieve this goal, two kinds
of cost functions that can evaluate both the magnitude and
direction of acoustic intensity are defined. The first cost func-
tion maximizes the magnitude of the sound intensity in a
desired direction, and the second one distributes more weight
in the direction of the intensity field.

We then use eigenvalue analysis to determine the opti-
mal solutions that maximize the defined cost functions. Be-
fore solving the optimization problem, however, we consider
a practical constraint: the limitation of the input power that
can be supplied to the control sources. We therefore deter-
mine the optimal solution within a finite input power range.

II. PROBLEM FORMULATION

A. Definition of variables

We consider a system with an arbitrary boundary condi-
tion, as depicted in Fig. 1. Each control source is fixed at
position rWs

( i ) ( i 51,...,K) and driven by input signal
ŝ(rWs

( i ) ,v). Control zoneV0 represents a zone~volume or
surface! of interest.

The objective of this research is to maximize the inten-
sity of zoneV0 in a desired direction by controlling source
input signals. The desired direction at field positionrW is de-
fined as control directionnW 0(rW).

To describe the acoustic intensity of a zone, we first
express the pressure and velocity in terms of control signals.
The total pressure and velocity field can be written in the
following manner as a superposition of the fields generated
by multiple control sources:

p̂~rW,v!5(
i 51

K

Ĥ~rWurWs
~ i ! ,v!ŝ~rWs

~ i ! ,v!, ~1!
a!Electronic mail: yanghannkim@kaist.ac.kr
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ûW~rW,v!5
¹ p̂~rW,v!

j r0v
5

1

j r0v (
i

¹Ĥ~rWurWs
~ i ! ,v!ŝ~rWs

~ i ! ,v!,

~2!

where Ĥ(rWurWs
( i ) ,v) is a transfer function between theith

source and field positionrW. We assume that the control zone
is sampled by discrete positions and denote these positions as
r¢m5@rWm

(1) ,...,rWm
(M )#T. The pressure and velocity at the

sampled positions is then written in the following vector
form:

p̂~r¢m!5H~r¢mur¢s!ŝ~r¢s!, ~3!

ûW~r¢m!5¹Ĥ~r¢mur¢s!ŝ~r¢s!, ~4!

whereŝ(r¢s)5@ ŝ(rWs
(1)),...,ŝ(rWs

(K))#T is a source signal vector,
and matrix Ĥ(r¢mur¢s) represents transfer functions between
the sources and field positions. In this paper, all the equations
are expressed in frequency domain, and the frequency de-
scriptionv is omitted.

B. Formulation of acoustic intensity

Our major problem is to define a measure that can rep-
resent the performance of the intensity control. Because we
are considering a zone control, we have to define a physical
quantity that can represent the zone’s overall intensity. More-
over, the quantity has to represent both the magnitude and
the direction of the intensity field. In our first attempt, we
introduce a space-averaged active intensity, which is the
mean value of instantaneous intensity with respect to time
and space. To include the characteristics of magnitude and
direction, the active intensity projected to the control direc-
tion nW 0(rW) is averaged throughout the zone as follows:

Ī V0
[^IWa~rW !•nW 0~rW !&V0

5
1

2
ReF 1

V0
E p̂~rW !~nW 0~rW !•ûW~rW !* !dV~rW !G , ~5!

whereIWa(rW) represents the active~mean! intensity.
Using Eqs.~3! and~4!, the integrand of Eq.~5! is rewrit-

ten as

Ī V0
5

1

2M
Re@n¢0•ûW~r¢m!Hp̂~r¢m!#

52
1

2r0vM
ŝ~r¢s!

H

3Im@n¢0•¹Ĥ~r¢mur¢s!
HĤ~r¢mur¢s!# ŝ~r¢s!, ~6!

wheren¢05diag@nW0(rWm
(1)),...,nW0(rWm

(M))#.
In practice, we have to measure the transfer function

Ĥ(r¢mur¢s) and its gradient¹Ĥ(r¢mur¢s). Several methods of
measurement exist such as those of Molloet al.4 and Cune-
fare et al.5 These methods demonstrated that the sound
power radiating through an enclosed surface can be ex-
pressed by using a boundary element method though this
method is only applicable when the control zone is a volume
enclosed by a surface. We therefore used a more general
formulation based on thep–p measurement technique7,8

which has been widely used for intensity measurement.
The essential aspect of thep–p measurement technique

is simply that the pressure and particle velocity at a pointrWm

can be approximated to the first order by measuring the pres-
sure at two positions. To express the space-averaged active
intensity using this approximation, we consider two mea-
surement sets that have slightly shifted fromr¢m to the n¢0

direction by a small distance of6Dr 0/2, and we denote
these parameters asr¢m

1 and r¢m
2 ~Fig. 2!. By measuring the

transfer functions at these two measurement sets, the transfer
function and its gradient at the original measurement posi-
tion r¢m can be approximated. We denote the transfer func-
tions measured at these two measurement sets asĤ(r¢m

1ur¢s)

FIG. 1. Definitions of acoustic variables.V0 , control zone;rWs
( i ) , position of

ith control source;ŝ(rWs
( i ) ,v), source strength of the ith source;Ĥ(rWurWs

( i ) ,v),
transfer function between source and measurement point.

FIG. 2. Matrix definitions for multiple measurement points.~a! r¢m , original
points where intensity should be calculated;~b! n¢0 , control direction;~c!–
~d! r¢m

2 , r¢m
1 , shifted measurement points forp–p technique.
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andĤ(r¢m
2ur¢s). Then the transfer function and its gradient to

the control direction can be approximated as

Ĥ~r¢mur¢s!.
Ĥ~r¢m

1ur¢s!1Ĥ~r¢m
2ur¢s!

2
, ~7!

n¢0•¹Ĥ~r¢mur¢s!.
Ĥ~r¢m

1ur¢s!2Ĥ~r¢m
2ur¢s!

Dr 0
. ~8!

Finally, the space-averaged active intensity of Eq.~6! is writ-
ten as follows:

Ī V0
>2

1

2r0vM
ImFsH

~H12H2!H

Dr 0

~H11H2!

2
sG

5
1

2r0c
sH ImF H2

H H1

~kDr 0!M Gs5
sHCV0

s

2r0c
, ~9!

where H1, H2, s are the abbreviations ofĤ(r¢m
1ur¢s),

Ĥ(r¢m
2ur¢s), ŝ(r¢s).

III. SOLUTION METHOD

A. Cost function of the first kind

This section addresses a way to determine control signal
s, which maximizes the space-averaged active intensity.
However, we cannot increase the intensity infinitely; that is,
in practice, the available input power is limited. With regard
to the input power limitation, we attempt to find the most
energy-efficient solution. The total input power of the control
sources is written as a vector norm of the source signal vec-
tor

J05
uĤ0u2

2r0c
sHs, ~10!

whereĤ0 is a constant introduced to normalize the transfer
function. Using Eqs.~9! and~10!, we define the optimization
problem of maximizingĪ V0

with finite J0 . The solution is
found by determining control signals, which maximizes the
following cost function:

a5
Ī V0

J0
5

sHCV0
s

uĤ0u2sHs
. ~11!

This ratio, known as the Rayleigh coefficient,9 has a maxi-

FIG. 3. Configuration for numerical simulation.K, number of sources;Du,
angle between the control sources;nW 0 , control direction;f, angle of control
direction;L0 , aperture size of control zone (S0); R0 , distance between the
source and origin.

FIG. 4. ~Expt. 1! ~a! Active intensity field after optimization.~b! Control
source position and its magnitude.

TABLE I. Parameters of numerical simulation.f, control angle;K, number
of sources;R0 , distance between source and origin;L0 , aperture size of the
control zone;Dr m , measurement interval;amax, value of cost function after
optimization.

Expt. No. K R0 /l L0 /l Dr m /l f ~Deg.! amax

1 3 20 0.175 1/40 90 1.011
2 3 20 0.175 1/40 120 0.976
3 3 20 0.175 1/40 150 1.011
4 3 20 0.175 1/40 180 1.043
5 3 20 0.7 1/10 90 0.864
6 5 20 0.7 1/10 90 1.034
7 5 @1,1.4,1.8,2.2,2.6# 0.7 1/10 90 Fig. 11
8 5 @1,1.4,1.8,2.2,2.6# 0.7 1/10 90
9 5 @0.5,0.7,0.9,1.1,1.3# 0.7 1/10 0;360 Fig. 12~b!
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mum whens is the eigenvector that corresponds to the maxi-
mum eigenvalue ofCV0

,

CV0

uĤ0u2
sopt5amaxsopt. ~12!

Although this mathematical procedure can be applied to
an arbitrary boundary condition and source, the control per-
formance might vary according to the boundary condition of
the room and type of source. To examine the performance of
the proposed method and the effect of the variables involved
with the control, we performed numerical simulations.

We started with a simple case in which we assumed a
free field condition and regarded the control zone as a two-
dimensional area (S0) of aperture sizeL0 ~Fig. 3!. The con-
trol sources, which were arranged on the same lateral plane
as S0 , were positioned at an equal distance (R0) from the
point of origin. Among the many possible source types, we
started with simple plane wave sources. Monopole sources
located at a very distinct distance from the control zone
might satisfy the plane wave model (L0

2/2R0!l). Each
source was distributed to have the same angular distanceDu.

1. Control direction change

The first simulation was performed using a zone that
was small in comparison to the wavelength (L0!l). The
zone was optimized by three control sources, and simulation
parameters are presented in Table I. All parameters were nor-
malized by wavelength. For the comparison of the control
performance, we introduced a reference source, which di-
rectly generated a plane wave in the control direction@Fig.
4~b!#. The normalization constant of Eq.~10! was Ĥ0

5jr0v/4pR0 , which is the pressure magnitude generated by
the reference source with the unit input power. Then the cost
function of Eq.~11! represents the ratio ofĪ V0

generated by
the optimally controlled multiple sources to that generated
by the reference source.

Figure 4~a! illustrates the resultant active intensity field.
The lined box in Fig. 4~a! represents control zoneS0 , and
the thick arrow in the right corner is the control directionnW 0 .
The space-averaged active intensity was calculated using Eq.
~9! with a finite distance ofDr 05l/40. The resultant inten-
sity field was scaled so that its spatial average throughout the
control zone was equal to the spatial averaged active inten-
sity generated by the reference monopole source. All the in-
tensity was controlled to head in the same direction (n¢0

FIG. 5. Active intensity distribution
after optimization for various control
direction. ~a! ~Expt. 1! f590°; ~b!
~Expt. 2! f5120°; ~c! ~Expt. 3!
f5150°; ~d! ~Expt. 4! f5180°.
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5nW 0I ) throughout the entire zone. The result shows that ac-
tive intensity vectors are well arranged for the control direc-
tion. The magnitude of the source strength of Fig. 4~b! rep-
resents the consumed control effort of each source compared
to the unit input power.

To check the effect of the control direction, additional
simulations with differentnW 0 were performed~Expt. 2–4!.
The results are presented in Fig. 5. In the case of the small
zone case, the control direction clearly has little effect on
optimization performance. For every direction presented
here, the cost functions are close to unity, which means we
can obtain space-averaged active intensity as if the reference
source exists using the same input power.

2. Effect of the control zone size

The next experiment~Expt. 5! shows the performance
change with respect to the zone size. As the size of the zone
increases, the intensity less accurately follows the desired

direction@Fig. 6~a!#. In this case, only one source dominates
@Fig. 6~b!#, and the cost function decreases to 0.86.

To understand the relation between the size of the zone
and the control performance, the interference characteristics
of multiple sources should be investigated. The interference
of acoustic intensity has been studied for various kinds of
sources.10–13 We follow the work of Pascal,11 which pre-
sented the interference characteristics of two plane wave
sources. For plane wave sources, the complex magnitude of
pressure and velocity can be written as follows:

p̂~rW !5 (
n51

N

P̂~n!ejkW ~n!
•rW,

ûW~rW !5
1

r0v (
n51

N

kW ~n!P̂~n!ejkW ~n!
•rW, ~13!

where P̂(kW (n)) represents the complex pressure magnitude,
and kW (n) represents the wave number of each plane wave
source. The active intensity at positionrW is then given by

FIG. 6. ~Expt. 5! ~a! Active intensity field after optimization.~b! Control source position and its strength.~c! Uncoupled intensity component.~d! Coupled
intensity component@note that different intensity scale was used for~c! and ~d!#.
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IWa~rW !5IWuc1IWc~rW !5
1

2r0v H S (
n

kW ~n!uP̂~n!u2D 1S 1

2 (
mÞ l

(
l

~kW ~m!1kW ~ l !!uP̂~m!uuP̂~ l !ucos(~kW ~m!2kW ~ l !!•rW1c~m!2c~ l !D J , ~14!

whereP̂(n)5uP̂(n)uej c(n)
.

The first termIWuc of Eq. ~14! represents the summation
of the intensity field separately generated by each plane
wave. The second termIWc(rW) represents the intensity compo-
nents generated by the pressure and velocity coupling be-
tween different plane waves. It is noteworthy that no spatial
variation exist in the uncoupled intensity componentIWuc .
The uncoupled intensity term therefore determines the over-
all direction of the sound intensity field.11 The coupled inten-
sity, on the other hand, is a spatially varying function, and
the amount of spatial variation is determined by the wave
number difference as follows:

DkW ~m,l !
•rW5~kW ~m!2kW ~ l !!•rW. ~15!

Using these representations, we can describe Eq.~9! in
a different form. By introducing the plane wave matrix

E@ i ,m#5ejkW (m)
•( r̄ m

( i )
2 r̄ s

(m)) and the wave number matrixN@ i ,i #

5nW 0•kW ( i ), the transfer functionH5Ĥ(r¢mur¢s) and the space-
averaged active intensity can be rewritten as

H5Ĥ0E, nW 0•¹H5 j Ĥ 0NE, ~16!

FIG. 7. ~Expt. 6! ~a! Active intensity field after optimization.~b! Control source position and its strength.~c! Uncoupled intensity component.~d! Coupled
intensity component.
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Ī V0
5

1

2M
Re@ ûnW 0

~r¢m!Hp̂~r¢m!#

5
uĤ0u2

2r0vM
sH Re@NEHE#s. ~17!

The diagonal terms of matrix Re@NEHE# are the un-
coupled intensity components, and the off-diagonal terms are
the coupled intensity components averaged throughout the
control zone. As the zone size ofV0 increases, the spatial
correlation of different plane waves decreases, and only the
diagonal terms ofEHE dominate. As a result, the space-
averaged active intensity and the optimal solution approach
to

Ī V0
'

uĤ0u2

2r0v
sHNs, amax'max~nW 0•kW ~ i !!. ~18!

This result means that the coupled intensity has little
effect on the cost function, and the optimized sound field is
mainly dominated by a single plane wave source whose
propagating direction is mostly similar tonW 0 . Thus, for a
large zone, we observed that the coupled intensity made little
contribution to the intensity field, as presented in Fig. 6~d!.

From this understanding, the possible size of the control
zone is restricted by the spatial variation of the coupled in-
tensity. Because the spatial variation is proportional to the
wave number difference between the sources@Eq. ~15!#, we
can increase the size of the zone by decreasing the wave
number difference, that is, the angle differenceDu between
the sources. The results shown in Fig. 7~Expt. 6! present the
enhanced control performance by decreasing the angle be-
tween the sources. Actually, the number of sources increases
as the angle decreases. As shown in Fig. 7~a!, the spatial
variation of the total intensity field is insignificant, and the
coupled intensity field@Fig. 7~c!# cooperates with the un-
coupled intensity@Fig. 7~d!# to control the intensity field.

B. Cost function of the second kind

1. Effect of source locations

In the example presented in Fig. 8~b!, the source loca-
tions are changed so that their distances from the origin are
unequal (R05@1,1.4,1.8,2.2,2.6#l). In this case, the active
intensity does not flow in the desired direction@Fig. 8~a!#.
This phenomenon can be explained as follows: because the
given cost function only concerns the magnitude of the in-
tensity projected to the desired direction, the cost function
tends to determine the solution with regard to the magnitude
of intensity. For example, as presented in Fig. 9, if a solution
exists that has a greater intensity magnitude with a less simi-
lar direction (IWA) than another solutionIWB , the first kind of
cost function determinesIWA as the optimal solution. In the
case of Fig. 8, the nearest source~source No. 1! generates a
greater intensity magnitude than the other sources, and the
optimal intensity field therefore tends to shift to the left-hand
side @Fig. 8~a!#.

Consequently, when the direction of the power flow is
more important than the magnitude, the cost function should

be modified so that the intensity direction has greater priority
than the magnitude. Next illustrates the idea to improve di-
rectional characteristics of intensity field.

2. Modification on the cost function

As noted elsewhere,8 the acoustic intensity can be inter-
preted as a product of the acoustic potential energy and the
rate of spatial phase change,

FIG. 8. ~Expt. 7! Irregular source distances.~a! Active intensity field after
the first kind of optimization.~b! Source locations and their strength mag-
nitude.

FIG. 9. Problem case of the first kind of optimization.
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IWa~rW !5
1

2r0v
u p̂~rW !u2¹c~rW !, ~19!

wherep̂(rW)5u p̂(rW)uej c(rW). It is noteworthy that the direction
of sound power depends solely on the spatial phase change.
Therefore, by decreasing the effect of the acoustic potential
energy, we can give greater priority to the spatial phase
change¹c(rW). Our basic idea is normalizing the transfer
function of each source, so that every source has the same
ability to generate the potential energy in the control zone. In
this regard, the first kind of cost function can be modified as
follows:

b5
sHCV0

s

~sH Diag@HHH/2r0cM#s!
5

sHCV0
s

sHEV0
s

. ~20!

Note that each diagonal element ofEV0
is proportional to the

space-averaged potential energy generated by each source.
Because Eq.~20! is mathematically equivalent to

b5
sH~EV0

21/2CV0
EV0

21/2!s

sHs
5

sHCV0
8 s

sHs
, ~21!

the modified cost function differs from Eq.~11! in that it uses
the transfer function normalized by the root mean value of

FIG. 10. ~Expt. 8! ~a! Active intensity field after the second kind of optimi-
zation.~b! Source locations and their strength magnitude.

FIG. 11. Comparison of the first and second kind of optimization. Distribu-
tion of each cost function with respect to the control angle.

FIG. 12. ~Expt. 9! Wall reflection case.~a! Source locations and their
strength magnitude.~b! Cost function distribution.
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the acoustic potential energy (EV0

1/2) instead of the normaliza-

tion constantuĤ0u. The optimal solution of this cost function
can be obtained by calculating the eigenvector of matrix
CV0

8 .

Figure 10 shows improved directional characteristic of
intensity field after the second kind of cost function is ap-
plied. In contrast to Fig. 8~b!, the input power is concentrated
on the source No. 5, which radiates sound power in the most
similar direction tonW 0 . We also examined the control perfor-
mances for different control directions. The change in both
the cost functions with respect to the control direction is
presented in Fig. 11, which shows that the first kind of cost
function is heavily affected by the control direction though
the second kind has a uniform distribution for all directions.

A more complex case is represented in Fig. 12~a!. In this

simulated case, a rigid boundary was added at positionx
5l, and some sources were brought to near field from the
control area (R5@0.5 0.7 0.9 1.1 1.3#l). We also observed
that the first kind of cost function is very sensitive to the
control direction, whereas the second cost function is rela-
tively unaffected by the presence of a wall@Fig. 12~b!#. Fig-
ure 13 shows the resultant intensity fields controlled by the
second kind of cost function for various control angles. The
intensity fields are slightly affected by the presence of the
wall, but they still follow the control direction.

C. Concluding remarks

In general, many factors can influence the optimization
performance, such as reflections from the room boundary
and directional characteristics of control sources. In addition,

FIG. 13. Resultant intensity fields of Expt. 9 for various control angles.
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the low modal density of an enclosed sound field and rigid
boundary condition decrease the controllability of the inten-
sity field. Although we cannot deal with every possible case,
we can predict from our sample cases that the free field re-
sults might still hold if the control zone is within the range of
direct field dominance. For example, let us consider a rever-
berant room where the reflected or reverberant field is mod-
eled as diffuse field. If the control sources are not so close to
each other, the spatial average of diffuse intensity field con-
verges to zero by the definition of the diffuse sound field. As
a result, only direct field contributes to the cost function, and
the cost function that involves spatial averaging of intensity
field @the numerator of Eqs.~11! and ~20!# converges to the
value obtained in the free field case. Therefore, the optimal
solution might not be changed significantly. However, in the
resultant intensity field generated by the optimal solution,
random variations might occur due to the existence of rever-
berant intensity field. To be able to neglect these random
variations, the control zone should be in the region where the
direct field dominates; that is, at least closer than the radius
of reverberation. Other work in this field has shown that the
radius of reverberation defined in terms of intensity is three
to eight times larger than the classical definition that uses an
energy density ratio.14 This result means that there is more
area where the direct field dominates.

IV. CONCLUSION

In proposing a method of maximizing the active inten-
sity of a zone, we defined the space-averaged active intensity
to represent the intensity distribution of a zone. To express
the space-averaged active intensity in terms of the source
signal, we developed a quadratic formulation based on the
p–p measurement technique and formulated an optimization
problem with an input power constraint.

As an extreme example, a simple free-field condition
was examined. We inspected the coupled and uncoupled
components of active intensity and found that the possible
size of the control zone can be enlarged by decreasing the
angle between the sources. From the original method of
maximizing sound power using finite control effort, we pro-
posed a modified cost function that is more focused on the
direction of the intensity field. Numerical simulations under
various circumstances showed that the modified approach

has a better directional characteristic and is more robust with
respect to the control direction.
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The stability of multichannel sound systems with frequency
shifting
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Time-varying components are used in some multichannel sound systems designed for the
enhancement of room acoustics. Time-variation can usefully reduce the risk of producing ringing
tones and improve stability margins, provided that any modulation artefacts are inaudible.
Frequency-shifting is one form of time-variation which provides the best case improvement in loop
gain, and for which the single channel stability limit has been derived. This paper determines the
stability limit for multiple channel systems with frequency-shifting by generalizing the previous
single-channel analysis. It is shown that the improvement in stability due to frequency-shifting
reduces with the number of channels. Simulations are presented to verify the theory. The stability
limits are also compared with those of time-invariant systems, and preliminary subjective
assessments are carried out to indicate useable loop gains with frequency-shifting. ©2004
Acoustical Society of America.@DOI: 10.1121/1.1763972#

PACS numbers: 43.38.Tj, 43.55.Jz@MK # Pages: 853–871

I. INTRODUCTION

Sound systems are limited in the maximum amplifica-
tion they can provide by regenerative feedback of sound
from the loudspeakers to the microphones, which causes in-
stability at high loop gains. For single channel systems with
flat transfer functions in their electronic processors, the mean
loop gainm must be kept below212 dB to avoid ringing
tones or instability.1,2 For systems withN broadband inde-
pendent channels the total mean loop power gainm2N rises
with the number of channels, allowing a greater enhance-
ment of early energy and reverberation time~RT!.3

A common application of multichannel sound systems is
in room acoustic enhancement systems.1,4–7 For systems
without electronic reverberation devices, the room reverbera-
tion time gain is approximately equal to the steady state
sound intensity gainG,1

G5
1

12m2N
. ~1!

Multichannel acoustic enhancement systems aim to provide
sound quality which is indistinguishable from a natural room
with enhanced acoustic properties. Therefore, they must pro-
vide a more subtle sound enhancement than that produced by
typical sound systems, and with a lower risk of unnatural
artefacts. For example, the tolerance of ringing tones from a
sound system is lower in a classical music concert than it
would be at a rock concert. For this reason, eliminating ring-
ing tones, and other more subtle colouration effects that
might occur at lower loop gains, is of primary importance.
The use of multiple channels allows increased power gains
with a reduced risk of colouration artefacts. Nevertheless,
unnatural artefacts can still occur at high loop gains.

Aside from multiple channels, there are three other
methods available for achieving increased loop gains and
reducing unnatural artefacts. The first is the use of
equalization.8–13 Broadband equalization allows the loop

gain to be maximized across all frequencies. Narrowband
equalization allows individual ringing tones to be eliminated,
but has the risk that the ringing frequency can change with
small changes in microphone positions or room characteris-
tics. A more stable approach is the use of adaptive filters
which lock onto and null ringing tones.14–16 These systems
must distinguish between musical tones and ringing tones,
but several commercial devices are available which suggest
that this is feasible. A more comprehensive adaptive strategy
is to have a filter adapt to the inverse of the loop transfer
function, which renders the loop transfer function a simple
delay. Alternatively, echo cancellation methods can in prin-
ciple allow the cancellation of the loudspeaker to micro-
phone signal, eliminating feedback.17 These adaptive filter
strategies rely on the robustness of an adaptive algorithm to
allow the sound system to operate well above the naturally
occurring stability limit.

For multichannel systems, both inverse and echo-
cancellation methods require the measurement of the loop
transfer function matrix which is problematic due to the large
amount of memory and processing required. In addition the
inverse equalization method requires calculation of the in-
verse of the matrix, which imposes a further large processing
burden.

The second method for increasing loop gains is to em-
ploy artificial reverberation devices to provide greater rever-
beration gain for a given loop gain.7,18–21Most of these ap-
plications are in in-line systems, where the microphones are
close to the sound sources. In Ref. 7 it is shown that a rever-
berator in a non-in-line system is the electroacoustic equiva-
lent of a coupled room and that high reverberation gains are
possible at moderate loop gains, provided that the loop gain
is high enough to prevent double-sloping effects. It has also
been shown that sound system stability may be improved by
using unitary reverberators which produce a constant power
gain with frequency, further reducing colouration effects.22

The third approach to controlling colouration is the use
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of time-varying systems, which slowly change their transfer
functions with time to prevent the build-up of ringing
tones.23–29 These systems are not as sensitive to changes in
the room acoustics as narrowband equalization and are inher-
ently more robust, and simpler, than adaptive systems.

There are several methods of producing time variation,
such as delay modulation, phase- and frequency-modulation
and frequency-shifting. Delay modulation provides a fre-
quency shift which rises linearly with frequency. Therefore,
it produces a reduced risk of coloration at high frequencies,
but may not improve performance at low frequencies.30 In
some cases time-varying delays are incorporated into a digi-
tal reverberation device which produces a more complicated
phase and amplitude variation with frequency.

Phase-modulation alters the signal phase at each fre-
quency without affecting the amplitude. It can be carried out
using time-varying allpass filters, but these produce a phase
deviation that varies with frequency. A more precise method
of phase modulation is achieved by taking the analytic signal
and modulating it with a complex modulation of the form
exp@ jf(t)#. This provides the same phase variation at all fre-
quencies and a more consistent control of feedback across
the signal bandwidth. If the complex phase function is ana-
lytic, then all components of the signal are shifted by posi-
tive frequency shifts.31

Frequency-shifting~FS! is a special case of analytic
phase-modulation using a linear phase sinusoid. The input
signal is made analytic by eliminating the negative frequen-
cies and the frequency shifted output is the real part of the
modulated signal. This single sideband technique shifts the
positive frequencies in the signal byv0 and the negative
frequencies by2v0 .32

The stability of sound systems with frequency-shifting
has been investigated by Schroeder.23 He developed methods
for determining the maximum loop gain possible in a single
channel system with and without frequency-shifting. Without
frequency-shifting, his loop gain for a 50% risk of instability
was 28 dB for a reverberation time, bandwidth product of
10 000. With frequency-shifting the loop gain could theoreti-
cally be increased to 2.5 dB, an increase of 10.5 dB. How-
ever, at this value the sound quality was found to be strongly
affected by modulation artefacts. In practice, Schroeder de-
termined that a 2 dB stability margin was required without
FS, and a 6 dB margin wasrequired with FS in order to
avoid audible beating effects. The net benefit due to FS was
then about 6 dB.

Nielsen and Svensson have recently considered the per-
formance of periodic phase, frequency and delay modulation
in single channel systems.29 They review the theory of
frequency-shifting and show that it is the most efficient
method for controlling regenerative feedback since it com-
pletely smooths the loop gain and provides infinite carrier
suppression.

While frequency-shifting provides the maximum pos-
sible loop gain increase, it may not produce subjectively ac-
ceptable performance for music applications. There are two
reasons. First, the frequency shift is a significant fraction of a
semitone at low frequencies. For example a 5 Hzshift is
about a semitone at 82 Hz~low E on a guitar!. Delay modu-

lation avoids this issue but has poor stability control at low
frequencies.29 Secondly, the frequency shift is strictly posi-
tive each time the signal goes around the feedback loop~for
positive modulation frequencies!. The subjective effect at
high loop gains is that the signal frequency rises with time
which is subjectively unacceptable. However, other time-
variation components which produce both positive and nega-
tive frequency shifts exhibit other problems.29 Systems
which have nonzero carrier suppression~a nonshifted com-
ponent! provide a reduced stability improvement, and those
which produce both positive and negative sidebands produce
a net shift of zero after two or more times through the feed-
back loop, which also limits stability.

Nielsen and Svensson suggest that time-variation may
be more successful in room enhancement systems where the
sound enhancement is more subtle than that provided by
sound reinforcement systems.29 For example, frequency-
shifting may offer useful control of ringing and improve the
loop gain provided that the shift is small enough to avoid
low-frequency problems and the loop gain increase is not too
great.

The analysis of time-varying systems has to date con-
centrated on single channel systems, although some experi-
ments on a four-channel time-varying system are reported in
Ref. 30. However, no analysis of the theoretical performance
gains that can be achieved using time-variation in multichan-
nel systems has been carried out.

In this paper, an analysis of frequency-shifting in multi-
channel systems is undertaken. Frequency-shifting is the
simplest form of time-variation to analyze and, as discussed
above, it provides the best-case increase in loop gain. The
analysis of the multichannel case follows that in Schroeder’s
paper and Ref. 29. The multichannel extension of this work
is based on a norm approximation for the total power gain of
the loop transfer function matrix.

Two forms of simulations are carried out to verify the
theory. Monte Carlo stability simulations are used first to
verify the theoretical loop gain limits, and then a time-
varying system simulator based on digital reverberators is
used to allow a more detailed investigation of the behavior of
sound systems with frequency-shifting.

Finally, the frequency-shifting stability limits are com-
pared with the stability limits for time-invariant systems and
subjective tests are carried out in order to estimate the prac-
tically useable loop gain for both cases. The practical in-
crease in loop gain brought about by frequency-shifting is
then estimated.

II. THEORETICAL STABILITY LIMITS

A. Review of power gains

The analysis of multichannel frequency-shifting is based
on the power gain of the loop transfer function matrix. The
power gain is therefore briefly reviewed here.

Consider a room containingN loudspeakers and micro-
phones. Assume that the distances between loudspeakers and
microphones are large enough so that the reverberant sound
transmission dominates the direct sound. Each transfer func-
tion Hnm(v) then has real and imaginary parts which are

854 J. Acoust. Soc. Am., Vol. 116, No. 2, August 2004 Mark A. Poletti: Stability with multichannel frequency shifting



normally distributed~with transducer positions! with zero
mean and equal variancess I

25sR
2.23 The magnitude

uHnm(v)u is Rayleigh distributed.
If a signal with power spectral density~psd! Suu(v) is

input to Hnm(v), the output psd is33

Svv~v!5uHnm~v!u2Suu~v!. ~2!

The power gain at each frequency is thenuHnm(v)u2.
The mean power gain may be found as the expected

value ofuHnm(v)u2 over the ensemble of all possible micro-
phone and loudspeaker positions.uHnm(v)u25HnmR

2 (v)
1HnmI

2 (v) is x-squared distributed with two degrees of free-
dom and so34

E$uHnm~v!u2%52sR
2. ~3!

Assume further without loss of generality that the mean
power gain of each transfer function is unity (sR

251/2), and
that the output of each microphone preamplifier is attenuated
by a factorm to control stability.

Consider now the matrix of all transfer functions,H.
Assume thatN uncorrelated signals with the same power
spectrumSuu(v) are applied to theN inputs ofH. ~This is
realistic if the microphones receive predominantly reverber-
ant energy and have the same sensitivities and preamplifier
gains.! The power at each output ofH is then the sum of the
powers arriving from each input

Svvn~v!5 (
m51

N

uHnmu2Suu~v! ~4!

and the total output power is

Svv~v!5 (
m51

N

(
n51

N

uHnmu2Suu~v!5iHi2Suu~v!, ~5!

wherei i denotes the Frobenius norm ofH. The total input
power isNSuu(v). Therefore the total power gain is

GH5
1

N
iHi2. ~6!

The expected value of the power gain is, with the assump-
tions above

E$GH%5
1

N
N25N. ~7!

This is scaled bym2 to control stability.

B. Frequency-shifting and analytic signal analysis

In frequency-shifting a real signals(t) is made complex
by deriving an imaginary partŝ(t) which is the Hilbert trans-
form of s(t),33

sa~ t !5s~ t !1 j ŝ~ t !. ~8!

This analytic signal has no negative frequency components.
Frequency-shifting is carried out by multiplying the analytic
signal by exp(jv0t) and taking the real part of the result

Re$sa~ t !ej v0t%5s~ t !cos~v0t !2 ŝ~ t !sin~v0t !, ~9!

which reintroduces negative frequency components such that
the spectrum is Hermitian.33

The analytic signal is often used in the analysis of time-
invariant physical systems, because any real, physical signal
is simply the real part of the associated analytic signal. The
same approach is followed here. However, in the case of
time-varying systems, the analytic signal is modulated and
this modulation may produce negative frequency compo-
nents. In frequency-shifting, this occurs for large, negative
frequency shifts. In the application of interest here the fre-
quency shift is small, and the room transfer functions have
magnitudes that reduce to zero at zero Hz~since the loud-
speaker responses are zero at dc!. Therefore the modulated
analytic signal will also remain analytic for negative fre-
quency shifts. Hence, the analysis of stability with
frequency-shifting may be carried out using analytic signals,
and the spectrum of the output signal for the associated real
signal is simply the Hermitian part of the analytic signal
output.

C. Multichannel systems with frequency-shifting

Consider the regenerative system shown in Fig. 1. The
transfer function matrix from theN loudspeaker inputs to the
N microphone outputs isH~v!. For simplicity, we have omit-
ted the use of separate input and output transfer functions as
in Ref. 2, since this has no effect on the stability. The input
signals are applied directly to theN system loudspeakers.
The stability of the system will be examined by considering
the vector of spectra at the input to the room,Y. In the time
invariant case, this is given by

Y5@ I2mXH #21U5H21@ I2mHX #21HU. ~10!

The stability of the time-invariant system is governed by the
scaled eigenvalues ofXH , which are the same as those of
HX .35 The output vector isV5HY which has the same sta-
bility criteria asY.

For the time-variant case, we assume for simplicity of
analysis that all microphones signals are frequency shifted
by the same modulation function exp@ jv0t#. As discussed
above, we assume an input signalU(v) which is analytic.
The vector of spectraY(v) at the inputs to the room with
frequency-shifting may then be written

Y~v!5U~v!1mX~v2v0!H~v2v0!Y~v2v0! ~11!

FIG. 1. Multichannel sound system with frequency-shifting, assuming an
analytic input signal.
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Substituting forY(v2v0) from the same equation

Y~v!5U~v!1mX~v2v0!H~v2v0!@U~v2v0!

1mX~v22v0!H~v22v0!Y~v22v0!#

5U~v!1mX~v2v0!H~v2v0!U~v2v0!

1m2X~v2v0!H~v2v0!X~v22v0!

3H~v22v0!Y~v22v0!. ~12!

This procedure may be continued, and the vector of
spectra is given by the infinite series

Y~v!5U~v!1mX~v2v0!H~v2v0!U~v2v0!

1m2X~v2v0!H~v2v0!X~v22v0!H~v22v0!

3U~v22v0!¯1mMF )
m51

M

X~v2mv0!

3H~v2mv0!GU~v2Mv0!1¯ . ~13!

If the system is to be stable the output power must be finite
for a finite input power. The total power in all channels that
contributes toY afterM iterations through the feedback loop
is the total input power multiplied by the power gain

GM5
m2M

N I )
m51

M

X~v2mv0!H~v2mv0!I 2

. ~14!

D. Stability analysis for unitary systems

We consider first the case where there is no second
transfer function matrixX, and each output is connected di-
rectly via a frequency-shifter and loop gain to the corre-
sponding input. The power gain becomes

GM5
m2M

N I )
m51

M

H~v2mv0!I 2

. ~15!

This expression is more problematic than the single
channel case, because the squared norm of the product of
matrices is not equal to the product of the squared norms
unlessN51. It is known that for products of matrices, the
following inequality holds:35

I )
m51

M

H~v2mv0!I 2

, )
m51

M

iH~v2mv0!i2, ~16!

but this does not provide a tight enough bound to allow the
stability to be accurately determined. However, for the case
where the frequency shifted matrices are uncorrelated, con-
sisting of entries which are complex, zero-mean, and whose
real and imaginary parts are normally distributed, it can be
shown~Appendix A! that

I )
m51

M

H~v2mv0!I 2

'
1

N[ M21] )
m51

M

iH~v2mv0!i2.

~17!

This approximation is good for largeN, but is less accurate
for small N, becoming least accurate forN52.

The transfer functions inH have identical real part and
squared-magnitude covariances of36

r~v0!5
1

11S v0T

13.8D
2 , ~18!

whereT is the reverberation time. The covariance is 0.2 for
v0527.6/T and the norm approximation should be reason-
ably accurate~up to the accuracy governed byN) for fre-
quency shifts greater than this value. For a reverberation
time of 1 s this requires a frequency shift of 4.4 Hz.

Using the norm approximation, the power gain

GM'
m2M

NM )
m51

M

iH~v2mv0!i2 ~19!

must reduce to zero asM tends to infinity. Writing the ap-
proximation in dB

10 log~GM !5MmdB2M10 log~N!

1 (
m51

M

10 log@ iH~v2mv0!i2#→2` ~20!

asM tends to infinity. For largeM , the summation tends to
the scaled mean of the norm in dB,

10 log~GM !5M @mdB210 log~N!110 log@ iH~v!i2##

→2`,M→` ~21!

the stability requirement then becomes

mdB,10 log~N!210 log@ iH~v!i2#. ~22!

In Appendices B and C it is shown that

10 log@ iH~v!i2#5
10

ln~10!
C~N2!

5
10

ln~10!
F (

k51

N221
1

k
2CG , ~23!

whereC ~.! is the psi function,37 and so the stability limit is

mdB,10 log~N!2
10

ln~10!
C~N2!. ~24!

This is the stability requirement for anN channel system
with identical frequency-shifting in each channel, assuming
that the norm approximation is accurate. ForN51 it yields
mdB,2.5 as in the original analysis.23 The maximum loop
gain with frequency-shifting reduces withN. For example, it
is 212 dB for a 16 channel system. This is in keeping with
the maximum loop gain per channel without frequency-
shifting, which also decreases withN.

The stability limit also applies to multichannel systems
with unitary processors in their feedback loops, since a uni-
tary matrix does not alter the loop power gain. Specifically, if
X is a unitary matrix, then

iXH i25Tr$~XH !†~XH !%5Tr$H†X†XH%5iHi2, ~25!

where † denotes the conjugate transpose and Tr the trace
function.
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E. Stability analysis with finite M

The analysis in the previous section requires that the
sound regenerate through the feedback loop a large number
of times. This requirement is satisfied in wideband systems
with small frequency shifts. However for bandlimited sys-
tems, and high-frequency input signals, the number of itera-
tions M will be smaller than for low frequency signals. It is
therefore instructive to consider the stability analysis for a
finite M . The analysis will also be useful for verification of
the stability equation using Monte Carlo simulations.

Consider Eq.~20!. The stability condition is obtained by
assuming that the summation tends to the average of the
norm in dB, scaled byM . An alternative viewpoint is that
the summation is a random variable~with microphone and
loudspeaker position! which tends to a normal variable asM
increases. Provided thatv0 is large enough each term in the
sum is independent of the others, and has the form
10 log(ym), where ym5iH(v2mv0)i2. The squared norm
ym is x-squared distributed withn52N2 degrees of freedom.
The mean of the squared norm in dB is given by Eq.~23! and
the variance is~Appendix B!

sy
25var$10 log~y!%5S 10

ln~10! D
2

z~2,N2!

5S 10

ln~10! D
2FK2 (

k51

N221
1

k2G , ~26!

whereK51.644924 andz(2,N2) is the Riemann zeta func-
tion ~Appendix C!.

The sum ofM terms, by the Central limit theorem, tends
to a normal density with meanMȳ and varianceMsy

2 . If y
is scaled by a loop gainm2 the probability of instability is
then

Pr$ inst,H%~mdB ,N,M !5PrH (
m50

M21

10 log~m2ym!

.10M log~N!J ~27!

@this is equivalent to saying that the power gain of theM th
term in Eq.~13! is greater than one#. Hence

Pr$ inst,H%~mdB ,N,M !

5
1

2
2

1

2
erfSAM

2

10 log~N!2mdB2
10

ln~10!
C~N2!

10

ln~10!
Az~2,N2!

D ,

~28!

where erf is the error function. The 50% risk of instability
occurs when the argument of the erf function is zero, which
yields the stability limit in Eq.~24!. As M increases, the
transition from 0 to 1 through the 50% value asm increases
becomes increasingly rapid, and for largeM the stability
limit is sufficient to characterize the stability of the system.

F. Stability analysis for systems including
reverberators

We now consider the case where the second transfer
function matrix X represents a nonunitary reverberator.
Many sound systems include reverberators to enhance the
sound transmitted into the room. This increases the variance
of the power gain of the feedback loop. In time-invariant
systems this means that the loop gain must be reduced to
maintain stability. With frequency-shifting, it has been
shown that for single channel systems this increased variance
allows a higher loop gain to be achieved than that without a
reverberator present.29

We will assume that the reverberator has the same sta-
tistical norm properties as the room matrixH but is scaled by
1/AN to have unit power gain, which allows comparison
with the unitary case. Equivalently,X is statistically identical
to H and the loop gain is scaled by 1/AN.

The stability requirement is given by Eq.~22!, but the
matrix H is replaced byXH , and the division byAN intro-
duces an additional 10 log(N) to the loop gain

@mdB210 log~N!#,10 log~N!210 log@ iX~v!H~v!i2#.
~29!

TreatingH andX as independent, identically distributed ma-
trix random variables, and using the norm approximation

10 log@ iXH i2#'10 logF 1

N
iXi2iHi2G

520log@ iHi2#210 log~N! ~30!

the stability requirement is

mdB120log@ iH~v!i2#,30 log~N!. ~31!

Substituting for 20log@iH(v)i2# from Appendix B yields the
stability criterion

mdB,30 log~N!2
20

ln~10!
C~N2!. ~32!

The analysis for a finite number of iterations through the
feedback loop may be carried out in a similar manner to the
previous case. Applying the norm equality toXH it may be
shown that the mean with normalizedX is

10 logI 1

AN
XH I 2

5220 log~N!1
20

ln~10!
C~N2!. ~33!

The variance of the norm in dB is unaffected by the 1/AN
scaling, and is twice that without a reverberator@see Eqs.
~30! and ~26!#

varH 10 logI 1

AN
XH I 2J 52S 10

ln~10! D
2

z~2,N2!. ~34!

The stability forM iterations is then
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Pr$ inst,XH%~mdB ,N,M !

5
1

2
2

1

2
erfS AM

2

30 log~N!2mdB2
20

ln~10!
C~N2!

10

ln~10!
Az~2,N2!

D .

~35!

The 50% risk loop gain is then given by the right-hand side
of Eq. ~32!.

III. STABILITY SIMULATIONS

A. Introduction

The validity of the theoretical stability limits were inves-
tigated using two forms of simulation. In the first, Monte
Carlo simulations were carried out to assess Eqs.~28! and
~35! for a finite value ofM . The 50% risk values of these
simulations should match the stability limits in Eqs.~24! and
~32!. In the second approach a digital reverberator was used
to represent a room and feedback was applied fromN out-
puts toN inputs via frequency shifters. A second reverberator
could be optionally included in the feedback loop to simulate
the inclusion of a reverberator in a sound system.

B. Monte Carlo simulations

The transfer function matrix between a loudspeaker and
microphone in a room has real and imaginary parts which are
normally distributed, provided that the direct sound level is
small compared to the reverberant sound level. The correla-
tion functions of the real and imaginary parts are as given in
Eq. ~18!. Therefore, complex random processes may be gen-
erated using an autoregressive~AR! process which produce
the same statistical and correlation properties as the transfer
functions in rooms.2,38

If an N channel sound system is used, and the micro-
phones and loudspeakers are further away from each other

than the spatial correlation distance,39 then independent au-
toregressive processes with the same statistics and correla-
tion properties may be used to model the transfer function
matrix.

Hence, to determine the stability of multichannel sound
systems with frequency-shifting, an AR process is used to
produce a set of transfer function matrices at equally spaced
frequencies. The set of transfer function matrices are scaled
by the loop gain. The values of the scaled transfer function
matrices atM frequencies spaced atf 0 , where f 0 is the
frequency shift, are multiplied together. The squared norm of
the product is then found and the power gain calculated. If
the power gain exceeds one, the system is assumed to be
unstable. The simulation is then repeated with a new AR
process. The probability of instability at the given loop gain
may be determined fromK such simulations, and the vari-
ance calculated.2 For systems including reverberators, a sec-
ond AR process is used to simulate the reverberator.

Monte Carlo simulations are shown in Fig. 2 for a room
with a reverberation time of 1 second, for numbers of chan-
nels in powers of 2 from 1 to 32 and forM550. The number
of trials was 400. The frequency shift was 10 Hz, for which
the correlation between samples is 0.05. The predicted sta-
bility risk is closely matched by theory forN51, where the
norm approximation is exact. ForN52 the theoretical 50%
value is 0.5 dB too low. ForN54 and 8 the error is 0.4 and
0.25 dB, respectively. ForN516 and 32 the error is negli-
gible. Hence, the norm approximation produces a worst-case
error of half a dB forN52 and the error reduces withN.

For smaller frequency shifts, the assumption of indepen-
dent variables in the summation of Eq.~20! becomes less
correct. The slope of the resulting stability curve reduces
slightly, diverging from the theoretical curve predicted by
Eq. ~28! for small and large probabilities, and particularly for
small N where the slope is lower. However, the deviation is
small for probabilities near 50% and the 50% stability limit

FIG. 2. Monte Carlo Simulation results for sound sys-
tem with unitary feedback forN51 – 32.
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remains close to the theoretical stability limit predicted by
Eq. ~28!.

The equivalent simulations for a sound system including
a multichannel reverberator with natural statistics are shown
in Fig. 3. TheN51 results are again accurate. The errors for
N52, 4, 8, and 16 are 1.3, 0.9, 0.5, and 0.25 dB, respec-
tively. These are larger than the results without a reverbera-
tor, because the norm approximation was applied twice to
produce the probability of instability.

C. Reverberator-based simulations

In order to further investigate the accuracy of the stabil-
ity limits derived above, a second simulator was developed.
The transfer function matrix of a room was simulated as a
time-invariant, 24-channel reverberator using 24 delay lines
cross-coupled via an orthonormal matrix.7 This provided a
fully cross-coupled 24324 matrix of transfer functions with
Rayleigh magnitude statistics. Feedback was then applied
aroundN,24 channels of the reverberator and frequency-
shifting was implemented in the feedback loop. A second
reverberator was implemented in the feedback loops as re-
quired. This second reverberator could either simulate the

Rayleigh statistics of rooms, or could be of a unitary design.
The majority of simulations were carried out with no second-
ary reverberator, or with a standard nonunitary reverberator.
Some unitary reverberator simulations were later run to
check that the stability limits were the same as the no-
reverberator case.

A block diagram of the simulator is shown in Fig. 4. As
discussed, this simulator uses an analytic input signal, and so
the analytic filterA(v) is placed at the input to eliminate the
negative frequencies in any applied real signal. The signals
in the reverberator are thus complex. The envelope of a
given output is obtained from its low-pass filtered magni-
tude, and the real part of two adjacent channels written to a
stereo wave file for subjective assessments, discussed in Sec.
IV.

The continuous-time analytic filterA(v) has the theo-
retical complex impulse response

ha~ t !5d~ t !1 j
1

pt
. ~36!

In practice, a discrete, finite response, bandlimited form of
the analytic filter is required. The finite response means that

FIG. 3. Monte Carlo Simulation results for sound sys-
tem with a reverberator in the feedback path forN
51 – 32.

FIG. 4. Reverberator-based frequency shifting simula-
tor. X(v) is bypassed for simulations without a second-
ary reverberator.
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the analytic filter has a low frequency cutoff below which the
magnitude of the response reduces. A 512 tap finite impulse
response filter was designed by specifying a desired complex
filter response with a gain of two for positive frequencies and
a linear transition from a transition frequency of 100 Hz to
an attenuation of240 dB at zero frequency. The filter taps
were then obtained from a least squares fit to the desired
response. The resulting magnitude response is shown in Fig.
5.

The ‘‘naturalness’’ of the reverberators may be verified
by showing that they produce ideal statistics in the frequency
domain, and that they have a high echo density in time with
an absence of flutter effects. The squared norm of the rever-
berator transfer function matrices were close to the theoreti-
cal probability densities for allN. For example, the mea-
sured probability density of the squared norm of the transfer

function matrix for 8 channels is shown in Fig. 6 together
with the theoreticalx-squared density. The measured density
is closely similar to the theoretical.

The echo density was evaluated by listening to the im-
pulse response. The response sounded smooth without any
noticeable flutter effects. The envelope of the decay was ex-
ponential and matched the required RT. No damping was
applied to the reverberator, so that its reverberation time was
constant with frequency. A reverberation time of 1.0 s was
used in both the main and the secondary reverberator. The
theoretical stability limit is not affected by the RT, and the
RT of the reverberators was controlled by altering their in-
ternal delay times which did not affect their norm statistics.
A frequency shift of 5 Hz was used, producing a correlation
between adjacent samples of 0.16. The sample rate was 44.1
kHz, and first-order 20 Hz high pass and 20 kHz low pass

FIG. 5. Magnitude of the analytic filter response.

FIG. 6. Theoretical and measured probability density of
the power gain of an 8 channel reverberator transfer
function matrix.
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filters were implemented in each channel to prevent the ap-
pearance of negative frequency components.

Simulations were run forN51, and for even channels
from 2 to 16, and for a number of loop gains from below to
above the relevant theoretical stability limits in Eqs.~24! and
~32!. A duration of 60 s was used to allow the envelope to be
observed for a considerable time. For high numbers of chan-
nels the decays were linear and 30 s were sufficient to estab-
lish stability. In all cases the input was a unit delta function
which, upon being filtered by the analytic filter, produces the
analytic filter impulse response.

For low channel numbers the loop gain was incremented
in 0.25 dB steps, but for some of the higher channel numbers
more closely spaced increments of 0.1 and 0.05 dB were
possible. For each simulation the squared magnitude of the
analytic output signal was found. This was low-pass filtered
and then decimated by a factor of 128 to reduce the data size.
The set of power envelopes for the range of loop gains was
then plotted. The stability limit was estimated as the loop
gain which produced the envelope with slope closest to zero.

A set of power envelopes obtained forN51 are shown
in Fig. 7, for loop gains from 1 to 3 dB in 0.25 dB steps. The
envelope initially rises for all loop gains, but then reduces
with time for loop gains below 2 dB, suggesting that 2 dB is
the stability limit. This is close to the theoretical limit of 2.5
dB. Nielsen and Svensson produce a maximum loop gain of
0 dB from measurements.29 However, they noted that large
temporary level increases occurred which saturated their
equipment, particularly for low frequency shifts. Figure 7
verifies that these large increases occur even for the rela-
tively large shift of 5 Hz~and larger level increases were
found for simulations with lower frequency shifts!. This sug-
gests that, in practice, the 2.5 dB limit is not achievable
because any sound system will have insufficient dynamic
range to handle the signal amplitude at such loop gains. It is
also highly likely that the sound quality will be unacceptable
at loop gains approaching the stability limit in any case.

A second simulation forN51 is shown in Fig. 8, using

lower loop gains ranging from21 to 11 dB, and looking at
the first 2 s of theresponse. The output envelope slope is
zero or negative for loop gains of 0 dB and lower, and so
saturation of audio systems is unlikely. Hence 0 dB is a
practical stability limit, and is consistent with the results
measured by Nielsen and Svensson.

The output envelopes for a 16 channel system with no
secondary reverberator are shown in Fig. 9, for loop gains
ranging from212.15 to211.85 dB in 0.05 dB steps. In this
case, there is no large initial buildup of level. The envelopes
are approximately linear with time, and the stability limit is
in the vicinity of 211.95 dB, which is 0.08 dB from the
theoretical value of212.03 dB. The simulations in this case
produce a stability limit very close to the theoretical predic-
tion.

The complete set of simulation-derived and theoretical
stability limits without a reverberator are shown in Fig. 10.
Also included are Monte Carlo results for the 50% risk loop
gain. TheN51 simulator result is 0.5 dB lower than theory,
whereas the Monte Carlo result is closer. Since both simula-
tions include the correlations between samples of the transfer
function matrix, finite correlations between adjacent products
does not explain this discrepancy. It may be explained by the
approximation of the sum in Eq.~20! by the exact mean. For
N52 both simulations are about 0.5 dB higher than theory
and the error tends to reduce withN. Also included in Fig.
10 is the 50% risk of instability limit without time variation
found using the methods in Ref. 2. This allows the theoreti-
cal improvement in loop gain produced by frequency-
shifting to be determined. ForN51 the theoretical increase
is about 11 dB and asN increases the improvement reduces
to around 3 dB for the 16 channel case. Thus, it may be
concluded that time-variation produces a reducing benefit
with the number of channels. The reason for this is that for
largeN, the statistics of the loop power gain become increas-
ingly ideal. From Eqs.~B3! and ~B4!, the mean of the
squared norm of H isN2 ~for 2sR

251) and the variance is

FIG. 7. Set of output envelopes for a single channel
system without reverberator and with loop gains from 1
dB to 3 dB in 0.25 dB steps.
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N2/4. The relative deviation of the squared norm may be
quantified by the ratio of the standard deviation to the mean,
which is

«5
1

2N
. ~37!

The deviation of the loop power gain thus reduces withN,
and there is a reducing variation for time variation to exploit.

Simulations were also carried out which included a non-
unitary reverberator with the same statistics as those of a
room. The output envelopes showed a reduced slope varia-
tion with loop gain compared to the no-reverberator case. An
example forN516 is shown in Fig. 11 for loop gains vary-
ing in 0.1 dB steps~twice the stepsize of that in Fig. 9!. The
envelope slopes have about half the variation with loop gain
of those in Fig. 9. This is explained by Fig. 3, which shows

a slower transition from stability to instability compared to
Fig. 2. The stability limit is about211.8 dB. Because of the
slower transition from instability to stability, time varying
systems with nonunitary reverberators will require a larger
stability margin than systems without reverberators.

The complete set of stability limits for systems with
nonunitary reverberators is shown in Fig. 12. ForN51 the
Monte Carlo result is closer to theory than the reverberator
simulation, but the remaining results follow a similar trend,
with around 1 dB error forN52 and a reducing error with
N. However, the closeness of theory and measurement is not
as good as the previous case, due to the additional norm
approximation required in the derivation of the theoretical
stability limit.

The stability limits for the case of no time variation are
also included in Fig. 12.~These values are discussed more

FIG. 8. Set of output envelopes for a single channel
system without reverberator and with loop gains from
21 dB to 1 dB in 0.25 dB steps.

FIG. 9. Set of output envelopes for a sixteen channel
system without reverberator and with loop gains from
212.15 dB to211.85 dB in 0.05 dB steps.
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fully in Sec. III D.! The results show that frequency-shifting
allows the mean loop gain to be increased by 18 dB for the
single channel case, which is 7 dB larger than the case with
no reverberator.

For N.1 the maximum loop gain limits are approxi-
mately the same for systems with and without reverberators,
and the two limits become closer asN increases. The in-
creased loop gain enhancement for systems with reverbera-
tors at low channel numbers occurs because these systems
have an inherently poorer performance without frequency-
shifting, due to the greater variance of their loop transfer
functions. Time-variance allows these systems to bring their
loop gains up to the same levels as unitary systems, and to
exceed them at low channel numbers.

The calculation of the theoretical loop gain limits in Sec.
II requires that the same frequency shift is used in all chan-
nels. In practice, different frequency shifts could be used. To

investigate this case a simulation was run for a 16 channel
system with the same parameters as in Fig. 9, but with nor-
mally distributed frequency shifts varying from 3.27 Hz to
6.31 Hz, with a nominal mean of 5 Hz. The power envelopes
are shown in Fig. 13, which may be compared to the enve-
lopes in Fig. 9. Each decay curve has a slightly increased
slope, and this is probably due to the fact that the frequency
shift in some channels is lower than 5 Hz. However the
stability limit of about 212.02 dB is only slightly higher
than the211.95 dB limit in Fig. 9. Hence the stability limit
does not appear to be significantly affected by using different
frequency shifts per channel. However, if too many channels
have low frequency shifts, it is likely that the stability per-
formance will degrade more significantly. Furthermore, high
frequency shifts will produce more noticeable modulation
artefacts.

In practical multichannel sound systems, variable rever-

FIG. 10. Stability limits for multichannel sound sys-
tems without reverberators, including Monte Carlo re-
sults and theoretical time-invariant loop gain limits for
50% risk of instability.

FIG. 11. Set of output envelopes for a sixteen channel
system with reverberator and with loop gains from
212.1 dB to211.5 dB in 0.1 dB steps.
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beration levels with distance mean that the loop gain in each
channel may not be the same.42 In the time-invariant case,
this increases the variance of the characteristic functions,2

and leads to a reduction in stability margin. Simulations were
therefore undertaken in which the loop gains varied uni-
formly from 2sdB to sdB dB about the chosen value. The
loop gains were then normalized so that the linear mean
equalled the chosen value. Figure 14 shows the output de-
cays for a sixteen channel system with23 to 3 dB variation
in loop gain for each case. The stability limit is close to
212.05 dB, which is only 0.1 dB higher than the211.95 dB
limit in Fig. 9. This shows that frequency-shifting allows the
stability limit with moderate loop gain variations to approach
that for the mean loop gain across channels. However, the
stability is likely to be more significantly affected for larger
loop gain variations. For example, if one loop gain is set to
zero the system hasN21 channels and Fig. 10 shows that in

this case the mean loop gain limit will increase.
Finally, simulations were also undertaken in which the

secondary reverberator was unitary, forN516 and N58
channels. A set of output envelopes forN516 are shown in
Fig. 15. The limit is closely similar to the decays in Fig. 9,
with a stability limit of 212 dB. This is to be expected since
for N516 both unitary and nonunitary reverberators produce
the same stability limit. The variation in the decay slopes
with loop gain is slightly reduced compared to the no-
reverberator case but is not as low as the standard reverbera-
tor case, however the variation in each unitary envelope is
smaller than those of the no-reverberator case. This may be
due to the fact that the unitary reverberator is diffusing the
feedback signals from the primary reverberator, which re-
duces the effect of dominant feedback paths that occur with
no reverberator. The envelope fluctuations are also smaller
than those of the nonunitary reverberator which is probably a

FIG. 12. Stability limits for multichannel sound sys-
tems including nonunitary reverberators, including
Monte Carlo results and theoretical time-invariant loop
gain limits for 50% risk of instability.

FIG. 13. Set of output envelopes for a sixteen channel
system without reverberator, with loop gains
212.15 dB to211.85 dB in 0.05 dB steps and with
different frequency shifts in each channel.
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result of the reduced variance in the unitary case.
The N58 channel results were also similar to the no-

reverberator case with an estimated stability limit of between
28.8 and29 dB in both cases, close to the29 dB theoret-
ical limit.

D. Stability of time-invariant multichannel systems
with reverberators

In order to assess the effectiveness of frequency-
shifting, the stability limits must be compared to those ob-
tained for multichannel time-invariant systems.23 The stabil-
ity limits for unitary systems have been derived in Ref. 2,
and included in Fig. 10. However, the stability results for
multichannel sound systems with a reverberator in the feed-
back loop—which require knowledge of the statistics of the
eigenvalues of the product of two complex normal

matrices—are unknown. The risk of instability~and the 50%
limits used in Fig. 12! are determined empirically here using
Monte Carlo simulations.

The loop transfer function matrix in systems including
reverberators is the product of the room transfer function
matrix and the reverberator matrix. Therefore, the stability of
these systems may be estimated by generating a separate
multichannel autoregressive process representing each ma-
trix. The eigenvalues of the matrix product at each frequency
are determined, and if the real part of any eigenvalue exceeds
one, the system is assumed to be unstable.

For the single channel case, the calculation of eigenval-
ues is not required and a theoretical stability limit can be
calculated. In Ref. 2 the stability of a single channel system
with secondary reverberator was determined using a magni-
tude analysis. In Appendix D the real part analysis is carried

FIG. 14. Set of output envelopes for a sixteen channel
system without reverberator, with loop gains
212.15 dB to211.85 dB in 0.05 dB steps and with
loop gain variation23 to 13 dB across channels for
each case.

FIG. 15. Set of output envelopes for a sixteen channel
system with a unitary reverberator and with loop gains
from 212.15 dB to211.85 dB in 0.05 dB steps.
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out, which is more accurate. The resulting theoretical limit of
213.6 dB was closely matched by the Monte Carlo simula-
tion result of213.5 dB.

The probability of instability for channels in powers of
two up to 16 is shown in Fig. 16, and—for comparison—the
Monte Carlo results for the unitary case are shown in Fig. 17.

Note first that the unitary 50% stability limits have a 6
dB range from 29 dB (N51) to 215.2 dB (N516),
whereas the nonunitary results have a reduced range of 3 dB
from 213.5 dB to216.6 dB. The two results become in-
creasingly similar for increasingN, but at low channel num-
bers, unitary systems show an increasing 50% stability limit
over the nonunitary case of up to 4.5 dB forN51. ~This 4.5
dB difference using the real part analysis is more accurate
than the magnitude-based analysis in Ref. 2, which predicted
a 5 dB difference between unitary and nonunitary cases.! The

reduced performance of nonunitary systems is due to the
larger variance in the eigenvalues of these systems, particu-
larly at low channel numbers.

Secondly, the nonunitary results have a reduced slope
with loop gain, showing a higher risk of instability for a
given number of dB below the 50% limit than the unitary
case. In other words, nonunitary time-invariant systems are
likely to require a larger stability margin than unitary sys-
tems. This is again due to the increased variance of the ei-
genvalues, and is similar to the FS results in Figs. 2 and 3.

Thirdly, the stability limits for the non-unitary case are
approximately the same forN51 andN52 channels. This is
due to the fact that the real part of the eigenvalues of the
N52 system have similar statistics to the real part of the
N51 case.

FIG. 16. Monte Carlo simulations of the probability of
instability for time-invariant systems with nonunitary
reverberator feedback:N51(h), N52(3), N
54(s), N58(* ), andN516(L).

FIG. 17. Monte Carlo simulations of the probability of
instability for time-invariant systems with unitary rever-
berator feedback.
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IV. PRELIMINARY ASSESSMENT OF SUBJECTIVE
LOOP GAIN LIMITS

Sound systems must always be operated at some margin
below the absolute stability limit to sound acceptable. The
theoretical limits derived above do not provide sufficient in-
formation to determine these loop gain limits. Subjective
tests were therefore carried out to estimate them. Both im-
pulse response and music sound sources were used, to allow
the assessment of both running music and transient decays.
For the frequency-shifting simulations a 5 Hzshift was used.
The same simulator was used for the time-invariant case with
a frequency shift of 0 Hz.

The reverberation times in both reverberators were kept
constant with frequency. This simplification allowed the sub-
jective results to be compared directly with the stability lim-
its, which also assume constant reverberation time with fre-
quency. Three researchers made assessments of the
acceptable loop gains with impulse responses, and four re-
searchers assessed the music simulations. The results were
averaged and rounded to the nearest decibel. The number of
subjects is relatively small, and the results are therefore in-
dicative only. A more rigorous subjective analysis would be
required to produce more accurate results, but such tests are
beyond the scope of this paper.

Stereo impulse responses were generated from adjacent
outputs from the reverberator forN51 to 16 channels in
powers of 2. For eachN, five sets of simulations were car-
ried out for the time-invariant case, with different randomly
generated matrices in the reverberators to produce a range of
ringing conditions. One of these impulse responses was used
to filter the music excerpt to produce a set of music samples.
For the time-varying case three simulations were done, with
the assumption that the results would be more homogeneous
due to the averaging of the transfer functions. For each simu-
lation, the impulse response was generated for a range of
loop gains from near the stability limit to several dB below.

For the music simulations, a 10 s excerpt from Handel’s
water music was used as the source.40 This includes a bass
note of close to 82 Hz~E2! which allows the low frequency
performance to be heard.

The time-invariant stereo impulse responses had cross-
correlation coefficients less than 0.5 and so were reasonably
binaurally dis-similar. The stereo wave files were evaluated
using headphones.

A. Results

The subjective loop gain limits determined from the im-
pulse responses and music are shown in Tables I–IV and the
estimated increases in loop gain due to frequency-shifting
are shown in Table V. Also given in Tables I–IV are the
range of the subjective loop gain estimates in parentheses.
The ranges are typically greater for the music samples, show-
ing that artefacts are more difficult to discern with a continu-
ous and complex music signal.

The subjective loop gain limit for the time-invariant uni-
tary N51 case with music is214 dB, whereas the limit
with impulses was215 dB. These results are, respectively, 2
and 3 dB lower than the212 dB often quoted for single
channel systems.1 One reason for this is that these results are
from simulations with flat loop gains and reverberation times
with frequency, whereas the results in Ref. 1 are based on
listening tests with actual sound systems, where the loop
gain tends to reduce with frequency due to loudspeaker
power responses and air absorption. In a simulation with
damped reverberation times in both reverberators, but with
the same low frequency loop gain, the ringing was subjec-
tively reduced. Hence loop gains closer to212 dB are more
likely to be achieved in practical installations.

For the time-invariant unitary case the minimum subjec-
tive loop gain limit forN51 is 215 dB and with frequency-
shifting it is 212 dB. This 3 dB improvement is smaller than
Schroeder’s value of 6 dB.23 However, the loop gain increase
for the impulse case is 7 dB which is closer to Schroeder’s
value. This suggests that music signals offer a more stringent
test for the quality of sound with frequency-shifting and that
smaller loop gain improvements are possible with music than
for signals with fewer continuous tones or less low frequency
content, such as impulsive or speech signals.

For increasing numbers of channels, the available in-
crease in loop gain tends to be reduced for both unitary and
nonunitary cases, aside from the anomalous reduction to 1

TABLE I. Time-invariant, unitary feedback.

N 50% Limit Impulse Music Minimum Margin

1 29.0 215 (2.5) 214 (5) 215 6
2 210.2 215 (2) 215 (3) 215 5
4 211.6 217 (1) 217 (4) 217 6
8 213.3 219 (2.5) 220 (3) 220 7

16 215.2 221 (1.5) 221 (3) 221 6

TABLE II. Time-invariant, nonunitary feedback.

N 50% Limit Impulse Music Minimum Margin

1 213.5 221 (2) 218 (6) 221 8
2 213.6 221 (2) 220 (7) 221 8
4 214.1 221 (2) 220 (5) 221 7
8 215.2 223 (1) 222 (4) 223 8

16 216.6 223 (2) 223 (3) 223 6

TABLE III. Frequency-shifting, unitary feedback.

N 50% Limit Impulse Music Minimum Margin

1 2.5 28 (2) 212 (8) 212 15
2 22.4 210 (1) 214 (4) 214 12
4 25.9 211 (1) 215 (1) 215 9
8 29.0 213 (1) 218 (2) 218 9

16 212.0 216 (2) 221 (1) 221 9

TABLE IV. Frequency-shifting, nonunitary feedback.

N 50% Limit Impulse Music Minimum Margin

1 5 214 (4) 213 (8) 214 19
2 21.9 215 (3) 214 (5) 215 13
4 25.8 215 (2) 215 (2) 215 9
8 28.9 217 (1) 218 (1) 218 9

16 212.0 218 (2) 221 (1) 221 9
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dB for theN52 unitary case, which is attributed to the range
of subjective estimates for the music samples and the rela-
tively small number of subjects used.

B. Discussion

The subjective limits determined here show that—while
frequency-shifting provides significant increases in theoreti-
cal loop gain—the gain increases that can be achieved with-
out introducing artefacts are smaller. This is consistent with
the results in Ref. 23. Furthermore, in keeping with the the-
oretical stability limits, the subjective potential gain due to
frequency-shifting reduces with the number of channels. For
example, for unitary systems with 16 channels, the time-
invariant loop gain and frequency-shifting limits are both
about 221 dB and no benefit is produced by FS. For the
nonunitary 16 channel case the benefit is only 2 dB. This
lack of loop gain improvement is due to the pitch-shifting of
low frequencies that occurs in music which limits the loop
gain to well below the theoretical value. If the frequency
shift was reduced at low frequencies, the loop gain could be
increased, producing some possible benefit.

Low frequency pitch-shifting artefacts may be reduced
by using other time-variation methods such as delay-
modulation, which produces lower pitch shifts at low fre-
quencies. However, this also means that the low frequencies
are not shifted sufficiently to produce the stability limits that
frequency-shifting produces. In essence, at low frequencies,
the requirement for low pitch-shifting means that the system
becomes quasi-time-invariant, leading to low frequency in-
stability, as has been reported by Nielsen and Svensson.29

Such systems could be viewed as a low frequency time-
invariant part and a high frequency time-varying part. The
stability limits then become a complicated function of the
two contributing parts.

Other time-variation systems may introduce both ampli-
tude and phase modulation. Amplitude modulation has the
effect of modulating the loop gain at each frequency,
whereas phase modulation shifts each frequency by~in gen-
eral! a varying amount with time. The subjective effect of
such time variation will undoubtedly differ from that pro-
duced by frequency-shifting.

Therefore, while the theoretical maximum loop gains
derived here provide an upper bound for any time-varying
system, the subjective stability limits determined apply spe-
cifically to frequency-shifting, and it is expected that differ-
ent subjective limits would be obtained for other forms of
time-variation.

V. CONCLUSIONS

This paper has determined the theoretical stability limits
of multichannel sound systems which employ frequency-
shifting and compared the results with the time-invariant
case. Frequency-shifting produces the best-case stability for
time-varying systems since it produces infinite carrier sup-
pression and one-sided sidebands which avoids shifting fre-
quencies back to the carrier. It therefore provides an upper
limit to the loop gain increase that may be expected from the
application of time-variation methods in sound systems.

The derived stability limits show that the improvement
in loop gain produced by frequency-shifting reduces with the
number of channels,N, since the power gain statistics be-
come increasingly ideal withN. Multichannel sound systems
with additional nonunitary reverberation systems have an in-
herently lower stability limit without time-variation, and
therefore time-variation provides a greater improvement in
loop gain for these systems, particularly at low channel num-
bers.

Preliminary estimates of the subjective loop gain limits
have also been made, based on both impulse responses and a
music sample. The results show a reducing benefit of
frequency-shifting with channel numbers, and are consistent
with the theoretical limits.

Simulations have been included for the case of different
frequency shifts and loop gains in each channel. These show
that the theoretical stability limit is robust to such variations,
although wide variations of frequency shift or loop gain can
be expected to produce a degradation in performance. The
subjective assessment of these variations has not been inves-
tigated.

The theoretical stability limits have been derived assum-
ing ideal room transfer functions with zero-mean complex
normal statistics~Rayleigh magnitudes!, for the case of both
unitary and nonunitary~Rayleigh! feedback. The analysis
could be extended to include the case where one of the room
transfer function matrices has nonzero means~Ricean mag-
nitudes!, producing a squared matrix norm which is noncen-
tral x-squared distributed.41 This case has not been consid-
ered here, but the normalized Ricean case will produce a
stability limit between the unitary and Rayleigh cases,2 and
at high channel numbers, the two stability limits become
identical.

Practical sound systems have frequency-dependent loop
gains due to factors such as air absorption and loudspeaker
power responses. Since frequency-shifting produces a stabil-
ity limit governed by the mean loop gain, it is possible that
time-variation will produce greater benefits in practical sys-
tems due to the increased loop gain variance. However, the
peak loop gains will also be higher, which may produce in-
creased subjective artefacts at frequencies near the peaks.
Furthermore, if the loop gain has wide variations with fre-
quency, equalization would be more appropriate than the use
of time-variance.

Frequency-shifting—while it produces the maximum
possible loop gain increase—may not be subjectively opti-
mum, since it produces significant pitch-shifting artefacts at
low frequencies which limit the loop gain increase. Other
time-variance techniques, while producing lower theoretical

TABLE V. Loop gain improvement due to frequency-shifting.

N Unitary loop gain increase Nonunitary loop gain increase

1 3 7
2 1 6
4 2 6
8 2 5

16 0 2
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stability limits, may be able to operate with smaller loop gain
margins and sound more natural, although it remains unclear
to what extent low frequency stability may be controlled
with any time-varying system. However, since the maximum
loop gain increase due to time-variance reduces with the
number of channels, the potential increase for any time-
varying system is limited for systems with large numbers of
channels.

APPENDIX A: NORM EQUALITY

Consider anN3N matrix H with entries which are com-
plex random variables which are zero-mean, normally dis-
tributed with identical variancessR

2 in the real and imaginary
parts. The total variance for each complex r.v. iss252sR

2 .
The expected value of the Frobenius norm ofH is

E$iHi2%5EH (
n51

N

(
m51

N

uHnmu2J
5 (

n51

N

(
m51

N

E$uHnmu2%5N2s2. ~A1!

Consider now a product ofM independent, identically
distributed matrices

HM5 )
m51

M

Hm . ~A2!

The elements ofHM each consist of a sum ofNM21 terms,
and each term is a product ofM terms. The variance of a
product ofM zero mean terms has a variance which is the
product of the individual variances, ors2M. The sum of
NM21 of these terms has a variance ofNM21s2M. Therefore
the norm ofHM is

E$iHMi2%5NM11s2M. ~A3!

The norm of a single matrix raised to the power ofM is

E$iHi2%M5N2Ms2M. ~A4!

Hence

E$iHMi2%5
1

NM21 E$iHi2%M. ~A5!

The norm approximation is obtained by removing the expec-
tation

iHMi2'
1

NM21 )
m51

M

iHmi2 ~A6!

since taking the expected values of both sides produces Eq.
~A5!.

APPENDIX B: RELATIONSHIP BETWEEN THE MEAN
OF THE LOG AND LOG OF THE MEAN
OF x-SQUARED VARIABLES

Let H be anN3N matrix with elements which are zero-
mean, normally distributed, with real and imaginary part
variancess I

25sR
2 . The squared Frobenius norm ofH is

y5iHi25 (
n51

N

(
m51

N

~HnmR
2 1HnmI

2 !, ~B1!

whereHnmR is the real part ofHnm andHnmI the imaginary
part. The norm thus consists of a sum of 2N2 normal random
variables squared. The probability density of the sum isx
squared with 2N2 degrees of freedom41

p~y!5
1

2N2
sR

2N2
G~N2!

yN221e2y/2sR
2
. ~B2!

The mean ofy is

E$y%52sR
2N2. ~B3!

The variance ofy is

var$y%5~2sR
2 !2N2. ~B4!

Consider now the mean and variance ofz5 ln(y). The mean
of z can be calculated using the formula34

E$g~y!%5E
0

`

g~y!p~y!dy, ~B5!

whereg(y)5 ln(y). Substituting forg(y) andp(y),
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2N2
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E
0

`

ln~y!yN221e2 ~y/2sR
2
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Using the integral from Ref. 37@4.352#

E
0

`

yne2my ln~y!dy5
n!

mn11 F11
1

2
1

1

3
1¯1

1

n
2C

2 ln~m!G , ~B7!

whereC50.577215 is Euler’s constant, this may be simpli-
fied to

E$ ln~y!%5F (
k51

N221
1

k
2CG1 ln~2sR

2 !

5C~N2!1 ln~2sR
2 !, ~B8!

whereC ~.! is the psi function~Appendix C!. For unit power
gain transfer functions 2sR

251 andE$ ln(y)%5C(N2).
The variance ofz5 ln(y) requires the expected value of

z2, which may be found by substituting (ln(y))2 in Eq. ~B6!
Using Ref. 37@4.352#

E
0

`

xn21e2mx~ ln~x!!2dx5
G~n!

mn $@C~n!2 ln~m!#2

1z~2,n!%, ~B9!

wherez is the zeta function~Appendix C!, yields

E$~ ln~y!!2%5z~2,N2!1~C~N2!!2. ~B10!

Hence the variance for unit power gain is

var$ ln~y!%5z~2,N2!. ~B11a!

The difference between ln(E(y)) andE(ln(y)) is
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ln~E~y!!2E~ ln~y!!52 ln~N!2C~N2!

52 ln~N!2FK2 (
k51

N221
1

k2G . ~B11b!

In dB, 10 log(E$y%)520 log(N) for unit power gain, and so
the difference between 10 log@iH(v)i2# and
10 log@iH(v)i2# is
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APPENDIX C: PSI AND ZETA FUNCTIONS

The psi function has the series definition37
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where C50.577215 is Euler’s constant. For integersx5n
this becomes
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The Riemann Zeta function has the series definition37
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For integersz5n andq5m this can be written
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For n52 the infinite sum is approximately
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APPENDIX D: STABILITY OF A SINGLE CHANNEL
SOUND SYSTEM WITH REVERBERATOR

Consider a single channel sound system with a room
transfer function between the power amplifier input and mi-
crophone preamplifier outputH(v) and a reverberator with
transfer functionX(v). We assume that both of these have
real and imaginary parts with are zero-mean normal with the
same variancessR

250.5, so that they have unit power gain.
The preamplifier output is then scaled bym to control stabil-
ity. The loop gain transfer function~excludingm! is HX. For
stability, the Nyquist theorem requires that the locus ofHX
does not encircle the point 11 j 0. For a statistical analysis
we assume this is equivalent to saying that the real part of
HX does not exceed 1.

The real part of the loop transfer function is

Re$HX%5HRXR2HIXI , ~D1!

where the subscriptsR and I denote real part and imaginary
part, respectively. This term is the sum of two products of
normals. It may be shown that the pdf of a product of normal
random variablesz5xy each with the same variancesR

2 has
the form41
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and the characteristic function is
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The sum of two products of normal random variablesv
5x1y21x2y2 therefore has the characteristic function

f2~v!5
1
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and the resulting pdf is
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The cumulative distribution is
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2
, v>0
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Assuming that the transfer function is sampled with spacing
D f sufficient to produce uncorrelated samples, across a
bandwidthB, the total number of uncorrelated samples is
B/D f , and the risk of instability with loop gainm is2
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The dispersion properties of bending wave, localized near the stress-free edge of a thin isotropic
plate, are investigated for relatively high frequency. In order to clarify the nature of the wave,
attention is focused to the sensibility to the improved boundary conditions and to the iterations of
the main differential operator when describing by two-dimensional~2-D! approximate plate
theories. As shown, the boundary conditions of next asymptotic order do not change too much the
leading part of the desired wave, but the corrections of the main operator lead to dramatical changes.
Finally, beginning with its simplest Kirchooff’s plate model only the leading part of wave may be
subjected to asymptotic correction. For applications the wave speed calculation is reduced to two
simple analytical formulas. The results agree well with experiments and finite element testing. The
alternative approach related to the Timoshenko–Reissner–Mindlin theory is discussed. ©2004
Acoustical Society of America.@DOI: 10.1121/1.1763957#

PACS numbers: 43.40.Dx, 43.20.Hq@ADP# Pages: 872–878

I. INTRODUCTION

This paper is devoted to the properties of the elastic
bending wave propagating along the stress-free edge. As
known, since the first paper by Konenkov1 in 1960, many
authors investigated this type of waves on the basis of the
classical Kirchhoff’s plate theory. Thurston, McKenna,2 and
Sinha3 rediscovered them in 1974 and Thurston, Boyd,
McKenna,4 and Krylov5 considered flexural waves guided by
the wedge tip with a transition to the limit cases of the infi-
nitely thin wedge~i.e., to the bending wave of the thin plate!.
Then further progress has been focused on the interface
bending waves, which represent an analog of the Stonely
waves at the edge-by-edge junction of the semi-infinite
plates. Such waves have been studied by Zilbergleit and
Suslova6 and Kouzovet al.7 for different configurations of
nodal contact.

The edge bending wave in structures, immersed in a
relatively light fluid, has been described by Krylov8 ~a fluid-
loaded wedge!, and by Abrahams and Norris.9 The latter has
shown that in the immersed plate the edge waves exist in the
limited frequency band and may propagate without energy
loss.

As far as anisotropic materials in vacuum are concerned,
Norris10 and Belubekyan and Engibaryan11 treated a simplest
case of the orthotropic plate with the principal axis directed
along the edge. The more general case of anisotropy has
been studied by Thompson, Abrahams, and Norris12 and by
Zakharov and Becker,13,14 with the relevant analysis of the
possible reverse power flow direction. Y. B. Fu15 has recently
investigated formal aspects of the edge wave existence and
uniqueness.

For what follows we also have to mention results of 3-D
finite element analysis of the ridge surface waves, obtained
by Lagasse16 and by Burridge and Sabina.17,18 The wave
speed, experimentally measured by Lagasse and Oliner,19 is
in a good agreement with the FEM calculation.19 A compari-
son of their results with those of the classical Kirchhoff’s
theory demonstrates a satisfactory prediction at low frequen-
cies only.

As shown by Norris, Krylov, and Abrahams20 at the
higher frequencies, the wave speed can be also predicted
using the Timoshenko–Reissner–Mindlin~TRM! theory.
Based on the rotation inertia assumption with respective
shear correction of the plate equations and boundary condi-
tions, this theory is not asymptotically justified, but is wide-
spread in engineering practice. The consistent procedure we
refer to below is to consider an asymptotic series with re-
spect to the small relative thickness, and to deduce the high-
order solving equation using recurrent formulas resulting
from 3-D dynamic elasticity. Boundary conditions are refined
on analyzing the boundary layer behavior. Among the first
researchers who developed such methods of asymptotic inte-
gration were Friedrichs and Dresller,21 Reissner,22 Green,23

and Goldenweiser.24 In what follows we use this asymptotic
method to clarify the nature of the edge bending wave in the
isotropic plate and its sensibility to the perturbations of the
boundary conditions and of the main differential operator.

To begin with we consider the Kirchhoff equation,
which has an asymptotic error of second order. The respec-
tive classical boundary conditions have the error of the first
order and require an additional term when improving. The
desired solution of the boundary value problem with uniform
asymptotic error is obtained and analyzed at the initial step.
As in the classical case this solution contains a partial wave
mostly responsible for the localization. Since it is low sen-
sible to the perturbed boundary condition, the influence of
the iteration of the main differential operator is investigated

a!Dedicated to the memory of Professor Alexei Goldenweizer, 1910–2003.
b!Present address: FESBE, London South Bank University, 103 Borough

Road, London SE1 0AA, United Kingdom. Electronic mail:
ddIzakh@mail.ru
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at the next step. The trick of the suggested approach is in the
asymptotic correction of this main part of wave only. Finally,
we arrive at the wave speed formula valid for high frequen-
cies or a relatively thick plate. These results are compared
with experimental data and with those obtained using the
Timoshenko–Reissner–Mindlin theory, and discussed.

II. FOUNDATIONS

Consider a semi-infinite thin elastic plate of total thick-
nessH52h, made of isotropic material with Young modulus
E, Poisson’s ration, and mass densityr, and occupying a
regionx2>0, `,x1,` in its middle plane~plate geometry
is shown in Fig. 1!. According to the classical Kirchhoff
theory, introduce the normal deflectionw5w(x,t), slopes
ua52]aw ~a51,2! and longitudinal displacementsua

5zua , wherez is a transversal coordinate. Assuming that
the plate facesz57h are stress-free, the respective stress
couplesMab and the transverse shear stress resultantsNaz

acquire the form

M1152d~]1
21n]2

2!w, M1252~12n!d]12
2 w,

M2252d~]2
21n]1

2!w, Naz[]bMab52d]aDw,

whered52Eh3/3(12n2) is the bending stiffness. The nor-
mal deflection satisfies the equation of motion~t denotes
time!,

$dD212rh] t
2%w50 ~D[]1

21]2
2!. ~1!

To set the boundary conditions of the plate edge, the effec-
tive transverse shear force is introduced,

Paz5Naz1]bM12 ~aÞb;a,b51,2!,

and the stress-free edgex250 is described by two require-
ments:

M2250, ~2!

P2z50. ~3!

Thus, in Kirchhoff’s plate theory the edge bending
waves is sought in the form

w5Aei ~vt2k1x1!2k2x2, k1.0, ~4!

wherev is the frequency andk1 is the wave number, with
further deducing the dispersion relations from Eqs.~1!–~3!.
Following the approach of Konenkov,1 let us introduce the
dimensionless quantities

j[
k2

k1
>0, s[A4 2rhv2

dk1
4

5
VK

VB
,

where the phase speeds of the edge waveVK and of the usual
bending waveVB are

VK[
v

k1
, VB5A4 dv2

2rh
,

respectively. Classical plate theory results in the following
frequency independent values5s* given by Konenkov:1

s* 5A4 ~12n!~2113n12A122n12n2!

512
n4

16
2

n5

8
2

5n6

32
1O~n7!. ~5!

III. SENSIBILITY TO THE IMPROVED BOUNDARY
CONDITIONS

Now let us overview the above from the asymptotical
viewpoint. For this purpose consider a longitudinal scaleL
~minimal wavelength!, natural small parametere5h/L!1
and time scaleT5O(e21). As it follows from 3-D elasticity
consideration under such assumptions,21,22,24 the displace-
ment field can be subdivided into two components: an inter-
nal stress and strain state~at the distance of a few thickness
apart from the edge! and a boundary layer~near the edge!.
The internal components can be represented in the form of
asymptotic series

w5Le23~w01ew11¯ !,
~6!

ua5Le22~ua
01eua

11¯ !,

where displacements and stresses of different orders satisfy
the chain of recurrent relations. All the relations of Sec. II for
the displacements and stress couples, and Eq.~1!, hold for
the leading terms of the internal stress and strain state, which
is necessarily long wave within the relative truncation error
O(e2) to be neglected. Conditions~2!, ~3! coincide with the
so-callednatural or variational boundary conditions in ac-
cordance with presented stress couples and resultants, and
displacements as given linear functions ofz. But the error of
the boundary conditions~2! and~3! is O(e) and exceeds that
of the equation of motion, i.e., the asymptotic of the respec-
tive total boundary value problem is formally not uniform. It
is remarkable that the first-order boundary condition~3! op-
erates with the modified shear stress couple. The refinement
requires incorporating the second order terms associated with
the out of plane boundary layer localized in the vicinity of
the plate edge~e.g., see Friedrichs and Dresller21! in formula
~3! as well.

FIG. 1. The geometry of the problem.
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As it follows from the boundary layer analysis24–26

when increasing the asymptotic accuracy up to the error
O(e2), the refined boundary conditions@i.e., the modified
equations~2!, ~3!# look as follows:

M221xh ]1M1250, P2z50, ~7!

where the valuex5(n51
` (2n21)25'1.260 497 75 is found

by Kolos.25

Hence, in the correct asymptotic formulation within the
square relative error, the edge wave~4! satisfies Eqs.~1!, ~3!
and ~7!. Let us now represent the results for the obtained
wave properties in this consistent model.

Substitution of the expression~4! into Eq. ~1! yields

~12j2!22s450,

with two non-negative rootsj1,2,

j1,25A17s2, s<1.

The refined boundary conditions lead to the matrix equation
with respect to two corresponding magnitudesA1,2,

F j1
22n1sj1 j2

22n1sj2

j1~j1
2221n! j2~j2

2221n!
G FA1

A2
G50,

wheres5xk1h>0. Its determinant is a function

F~s2!5A11s2~12n2s2!~12n2s21sA12s2!

2A12s2~12n1s2!~12n1s21sA11s2!.

SinceF(1)5A2n2.0 and

F~0!50,

F8~0!52~12n!~31n!22s,0

~the derivative is taken with respect tos2), the dispersion
equation

F~s2!50, ~8!

always has at least one roots2P(0,1). At s50, this roots
5s* . Expanding the root of Eq.~8! into power series with
respect tos, the following approximate formula, valid at
k1h!1/x, is easily obtained,

s5s* 1s1s1s2s21O~s3!,

s15
n4

8A2
S 11

n

2
1

9n2

4
1

3n3

4
2

87n4

32
1O~n5! D , ~9!

s252
3n4

32 S 112n12n22
2n3

3
2

77n4

12
1O~n5! D .

To illustrate this the plot of roots againstk1h for the Pois-
son’s ratio,n50.39 is shown in Fig. 2 by a solid curve to-
gether with the approximation~9! by a dashed line. Simi-
larly, the root expansion into power series with respect to
s21 gives atxk1h@1 another approximation:

s512
n2

4~12n!2
s222

n4~22n2!2

4~12n!3
s231O~s24!,

shown in Fig. 3 by a dashed line. However, this approxima-
tion is more formal since the cited 2-D plate theory remains
in force at low frequencies only, when they are less than the
first cutoff frequency.

Numerical analysis of roots has been carried out using
the standard codeMAPLE7 at different values of Poisson’s
ratio, n50, 0.8~3!, 0.1~6!, 0.25, 0.3~3!, 0.41~6!, 0.5. Roots of
Eq. ~8! are plotted againstk1h in Fig. 4. For zero Poisson’s
ratio, the respective curve coincides with lines51 and does
not cause any attenuation of the edge bending wave; other
curves are numbered from 1 to 6, respectively. As seen, there
is a weak dependence on the frequency~or on the wave
number! and the deviation of each root from the initial val-

FIG. 2. The asymptotic behavior ofs5VK /VB for small k1h ~curve 2!. FIG. 3. The asymptotic behavior ofs5VK /VB for largek1h ~curve 2!.

FIG. 4. The values ofs for the Poisson’s ratiosn50, 0.8~3!, 0.1~6!, 0.25,
0.3~3!, 0.41~6!, 0.5 ~curves 1, 2,...,6, respectively!.
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uess5s* is no more than 1%. The respective attenuationj1

is shown in Fig. 5. Figure 6, representing the ratio of mag-
nitudes

A2

A1
52

A12s2~12n1s2!

A11s2~12n2s2!
,

shows that the magnitudeA1 cannot be neglected and the
branchj1 defines the slowest attenuation and responsible for
the wave localization near the edge.

Thus, the behavior of variables as well as of branches
j1,2 is low sensibleto the perturbation of the boundary con-
ditions.

IV. HIGH-ORDER EQUATIONS OF PLATE BENDING

Further improvement in the plate modeling meet consid-
erable technical obstacles caused by taking into account both
the out-of-plane boundary layer and the in-plane one for the
boundary conditions of high-order iterations. In the mean-
time, the refinement of the homogeneous Kichhoff equation
may be easily done.

The equation of plate bending within the errorO(e8) is
deduced26 using 3-D elasticity and recurrent formulas for
next terms of asymptotic expansions~6!, and reduced to a
final form in terms of the middle plane deflectionw,

dD2w12rhH 11a0~n!h2D1a1~n!
h2

c2
2

] t
2

1a2~n!
h4

c2
2

] t
2DJ ] t

2w50,

a05
7n217

15~12n!
,

~10!

a15
4222424n233n2

1050~12n!
,

a25
32296n1261n22197n3

15750~12n!
,

wherec2 is a shear wave speed. The evident analog with Eq.
~1! consists in the replacement

2rh ] t
2w→2rhH 11a0~n!h2D1a1~n!

h2

c2
2

] t
2

1a2~n!
h4

c2
2

] t
2DJ ] t

2w.

For a free plate vibration mode, which satisfies the condition
Dw,0, expressingDw upon this analog from Eq.~10!,

Dw52
v

hc2
A3~12n!

2 H 11b1~n!
vh

c2
1b2~n!S vh

c2
D 2

1O~e6!J ,

and substituting into~10!, we arrive at the high-order equa-
tion of a plate in terms ofeffective inertia,26

$dD222rhvn
2%w50, ~11!

vn
25v2(

k50

n

Bk~n!S vh

c2
D k

, ~12!

where coefficientsBk are

B051,

B15A3~12n!

2

1727n

15~12n!
,

B25
11792818n1409n2

2100~12n!
,

B35A3~12n!

2

595122603n19953n224901n3

126 000~12n!2
.

For indicesn50, 1, 2, 3 the relative truncation error of the
respective high-order operator isO(e2n12).

Of course, in the high-order model the displacements are
polynomial with respect to the transversal coordinatez.

TheassumptionDw,0 corresponds to many practically
important cases. In particular, it holds for the propagation
vibration modes. For the latter, a correction of the equation
of motion appears to be more important than that of bound-

FIG. 5. The attenuationj1 for the Poisson’s ratiosn50, 0.8~3!, 0.1~6!, 0.25,
0.3~3!, 0.41~6!, 0.5 ~curves 1, 2,...,6, respectively!.

FIG. 6. The ratioA2 /A1 for Poisson’s ratiosn50, 0.8~3!, 0.1~6!, 0.25,
0.3~3!, 0.41~6!, 0.5 ~curves 1, 2,...,6, respectively!.
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ary conditions.26 As we show later, the last feature may also
be characteristic of the most important components of the
sought-for edge wave since they obey the same inequality.

V. EDGE MODE SENSIBILITY TO THE IMPROVED
MAIN DIFFERENTIAL OPERATOR

Numerical results for the wave speed are obtained using
formulas ~11! and ~12! for the high-order operator. Let us
now proceed to the verification of our results in the same
manner as they are presented in Refs. 19 and 20. The proce-
dure looks as follows. Introduce a dimensionless frequency
(cR is a speed of the Rayleigh wave!,

V5
vH

cR
,

just to be in the same scale as our precessors.19,20After cal-
culating the root of Eq.~8!, express the frequencyV via s
andk1h,

V[
vH

cR
5A 8

3~12n!

~sk1h!2

c
, c5

cR

c2
,

together with the normalized speed

VK

cR
5A4 4

9~12n!2

s2k1h

c
. ~13!

Excluding k1h we finally plot VK /cR againstV and this is
absolutely correct forn50.

When indexn.1, one arrives at the same characteristic
equation~8!, but the meaning of parameters differs, namely

s4[
2rhvn

2

dk1
4

5S VK

VB
D 4

(
k50

n

BkS vh

c2
D k

.

Hence, the respective frequencyV[Vn satisfies the equa-
tion

VA(
k50

n

BkS Vc

2 D k

5A 8

3~12n!

~sk1h!2

c

5A6~12n!
c

s2 S VK

cR
D 2

. ~14!

Obviously, this is the only difference caused by the op-
erator itself.

In Fig. 7, the relative speedVK /cR is shown as function
of V at Poisson’s ration50.39. The letterK marks the curve
for classical Kirchhoff’s theory,KR denotes the case of re-
fined boundary conditions~7! (n50), and numbers 1, 2, 3
correspond to the iteration indices in formulas~10! and~11!.
Balls represent the experimental measurement of the wave
speed19 also tested by the finite element calculation. As seen,
there is only a slight difference between the curvesK andKR

~practical coincidence!, i.e., the results are now asymptoti-
cally justified within the second-order asymptotic error. It-
erationn51 gives the intermediate results, but when using
two steps of iterations (n52) wave speed matches well to
the experimental data. The use of the third-order iteration
(n53) agrees with experiment quite well. The additional

curve, marked byT, is obtained using the TRM theory of
plate.20 It slightly deviates from our curve 3, especially at
large frequencies, where we hope to deal with a better ap-
proximation. Let us discuss this fact in the next section. To
be complete, the dimensionless absolute attenuationk2H is
plotted in Fig. 8. For the practical viewpoint it should be
noted that the absolute attenuation obtained for high fre-
quency is about 40% less than predicted by classical Kirch-
hoff’s theory.

To sum up, the dispersion curve ishigh sensibleto the
order of the main operator. Everything done is correct for the
leading component of the edge wave corresponding to the
root s and branchj1 , i.e., for the main partial wave, respon-
sible for the localization.

VI. DISCUSSION

First, let us make some observations concerning the
TRM20,27 theory. As known, the assumed displacement field
may be represented as follows:

w5w~x,t !, ua5z~ua1wa!,

where wa is an additional component causingthe rotation
inertia of the plate cross section. The respective expressions
for the torques and transverse shear stress resultants may be
reduced to a form:

M115db2~]1
21n]2

2!w1]1w11n]2w2c,

FIG. 7. A comparison with results by the Timoshenko–Reissner–Mindlin
~curveT! theory, results by iteration of the main operator~curves 1–3!, and
by measurement~balls!.

FIG. 8. The attenuationk2H for a different approximation order.
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M125dF2~12n!]12
2 w1

12n

2
~]2w11]2w1!G ,

M225db2~]2
21n]1

2!w1]2w21n]1w1c,

Naz52rha2c2
2wa5dH 2]aDw1

12n

2
Dwa

1
11n

2
]ab

2 wbJ ,

The factora is a so-called ‘‘shear correction,’’ which, in prin-
ciple, may be chosen according to different principles, but
normally a2<1. Here it is chosen asa5cR /c2 for a better
description of the high-frequency asymptote of the funda-
mental antisymmetric mode of a plate. Thus, the boundary
conditions at the stress-free edge can be rewritten in terms of
Sec. II using the same notations as in formulas~7!:

M1250,

M221xh ]1M1250,

P2z[N2z1]1M1250.

They differ only by the additional requirement imposed to
the shear stress couple. By the way, Reissner has shown28

that in the long-wave and low-frequency limit of his theory
these three boundary conditions are reduced to two:

M221x* h ]1M1250, P2z50,

andx* '1.264, which differs fromx in ~7! just by the third
digit.

It is easily to derive that the rotation angleswa and the
normal deflection are related by the equation

] t
2w5cR

2 ]awa ,

and after simplificationsw satisfies the main resolving equa-
tion in the form

dD2w12rhH 11m0~n!h2D1m1~n!
h2

c2
2

] t
2J ] t

2w50,

~15!

m052
1

3
2

2

3~12n!c2
, m15

1

3c2
.

The structure of the operator in Eq.~15! is similar to that in
Eq. ~10! at n52, but coefficients differ. Despite the absence
of the correct asymptotical justification of this theory, it
catches the dynamics of the plate with practical accuracy
since being constructed by combining the components of the
low-frequency Kirchhoff plate theory and those of the high-
frequency terms for the fundamental flexural mode.

Generally, when increasing the order of the operator, the
set of rootsj increases necessarily and contains two roots
coming from the Kirchhoff model and a few ‘‘parasitic’’
roots, which correspond to the partial waves ofhigh varia-
tion near the edge andhigh attenuationwhen going far from
the edge. By the way, the situation is a bit contradictive,
since the initial long wave asymptotic assumption demands a
slow variation and a large longitudinal scaleL. However,
besides the satisfactory description of low-frequency phe-

nomena, as well as high-frequency behavior of Rayleigh as-
ymptotics of plate modes, the fortune of TRM theory is in its
happy interaction of ‘‘parasitic’’ terms with a physically
meaningful Kirchhoff’s contribution. Due to the asymptotic
hierarchy of the equations and boundary conditions, the root
branches possess a different sensibility to the changes in-
volved. In contrast to the low sensible Kirchoff’s root, the
new roots must be very sensible to the modification of
boundary conditions.

Thus, the good correspondence with theT curve in Fig.
7 is a consequence of this temptation to improve the total
description of the mode.

Now let us discuss why the simplified description from
Secs. II–IV is so accurate as to predict the speed of the edge
flexural mode. Above we improve exactly this partial wave
j1 , whose behavior isstable. It defines the smallest attenu-
ation and is responsible to the effect of localization near the
stress-free edge. It is also physically meaningful and corre-
sponds to the initial asymptotic assumption about scaling. As
shown in Sec. II, this branch is rather sensible to the iteration
of the equation, but has a small sensibility to the boundary
condition improvement, and even at first corrections2s* is
O(n4) ~numerically this is less than 1%!. As it turned out,
the information about the leading term is sufficient to de-
scribe the edge wave propagation.

VII. CONCLUSION

The performed analysis exhibits some essential proper-
ties of the edge bending waves in a thin isotropic plate.First,
it concerns the possibility to describe this wave at relatively
high frequencies, where 2-D plate theories are used very sel-
dom.Second, it clarifies the nature of this wave. The leading
part j1 mostly responsible for the wave localization can be
singled out. Its behavior is determined by the differential
equation of plate bending and by its improved versions of the
highest orders. The sensibility to the improvement of the
boundary condition can be neglected, since even first correc-
tion has the orderO(n4) and is numerically small. Other
partial waves arising in this representation must be very sen-
sible to the perturbation of boundary conditions, but the de-
scription ofj1 is a key, quite sufficient to simulate the edge
wave propagation.Third, such an important acoustic charac-
teristic as wave speed may be predicted very easy with high
accuracy. To this end the root of Eq.~8! and frequency cor-
rection ~14! are used. In addition, the roots of Eq. ~8! may
be replaced by its approximations's* and, finally, just one
simple formula,

vH

c2
A(

k50

3

BkS vH

2c2
D k

'A 6

2113n12A122n12n2 S VK

c2
D 2

,

describes the wave dispersion in a closed form. Results are in
a good agreement with experimental measurement and with
those obtained using the Timoshenko–Reissner–Mindlin
theory. The latter is not justified from the asymptotical view-
point but the remarks given above explain why it is also
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efficient. It should be noted that the suggested procedure of
the speed calculation is more precise and much more simple
the any of previous.19,20
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A novel homogenization method for periodic structures that utilizes a local/global separation of the
high and low wavenumber spectrum is presented. The low-wavenumber global problem has an
infinite-order operator. The global problem is self-contained; local solutions can be reconstructed
after the fact if desired. Global problems are constructed for a membrane and a platein vacuo, each
with periodic impedance discontinuities. A fluid-loading approximation is introduced in order to
homogenize problems of interaction between fluid and structure. Radiating acoustic modes are
contained in the smooth global problem, and the global structural operator accounts for an influence
of evanescent acoustic modes. As an example, oblique sound reflection from a flexible barrier with
impedance discontinuities is analyzed. Accurate results are obtained from the method. ©2004
Acoustical Society of America.@DOI: 10.1121/1.1766022#
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I. INTRODUCTION

Many important structures have discontinuities such as
ribs, stringers, braces, and/or attachments placed at regular
intervals. Ribbed hulls, aircraft fuselages, and truss structures
are examples. These structures may be periodic, or quasi-
periodic, depending on whether the discontinuities are iden-
tical and equally spaced. When forced at a single frequency,
the response occurs in a broad spectrum of spatial wavenum-
bers due to the discontinuities. Furthermore, structures such
as fuselages and hulls are fluid loaded, which alters their
response. The structural motion and the acoustic radiation,
scattering, and/or interior sound field may be of interest.1–3

Calculating the motion of such structures is a complex
and computationally expensive task.4 The disparity of scales
requires high numerical resolution. The forcing may be a
series of locally applied forces or continuously distributed
forces having a spectrum of wavenumbers. If the structure is
spatially periodic, the response will exhibit stop- and pass-
bands and the wavenumber spectrum will be discrete.5,6

The low wavenumber~long wavelength! portion of the
response is often of primary interest, since it models the
gross vibratory motion of the structure. Also, for fluid-loaded
structures, the low-wavenumber part of the response corre-
sponds to supersonic phase speeds, which are most effi-
ciently coupled to the acoustic field. This paper presents re-
sults of ongoing research7 to formulate self-contained
governing equations that describe directly the low-
wavenumber response of spatially periodic structures. It is
important to emphasize that this method leads todirect for-
mulations of the low-wavenumber problem. In particular, it
is not a matter of solving the full problem and subsequently
isolating the low-wavenumber part of the solution. This for-
mulation for the low-wavenumber part of the solution is self-
contained, and indeed, the high-wavenumber content can be
reconstructed after the fact using information from the low-

wavenumber solution. The present work shows that it is pos-
sible to include fluid-loading effects in a convenient manner.

Because the low-wavenumber problem is smooth and
contains transfer function information from the high-
wavenumber part of the problem, the approach is a type of
homogenization method. However, it differs from classical
homogenization,8 and in many cases it is valid for the full
frequency range. The low-wavenumber problem is smooth
and global, namely, it spans the structure. The high-
wavenumber problem involves waves typically shorter than
the discontinuity spacing, and it can be thought of as a series
of contiguous local solutions between the discontinuities.
Therefore the method is calledlocal-global homogenization.
Since the global problem has a known degree of smoothness,
there are potential advantages in accuracy and efficiency if
the approach can be extended to numerical methods. The
approach is an analytical reformulation method for complex
problems, prior to solution, to allow the calculation of the
important aspects directly and efficiently.

II. TECHNICAL APPROACH

In this section, the approach is developed in general for
a periodic structure. Later it is applied to the problem of
acoustic scattering from a fluid-loaded membrane, as illus-
trated in Fig. 1. Due to the periodic discontinuities, excita-
tion by even one wavenumberb leads to a broad spectrum
response. As shown in Fig. 2, the response wavenumbers are
shifted from the excitation wavenumber by multiples of
2p/L.

The goal is to divide the original problem into aglobal
problem and alocal problem distinguished by their low- and
high-wavenumber content, respectively. As illustrated in Fig.
3, the global problem is smooth and has only low-
wavenumber content. In the first scattering problem to be
solved later, the global problem contains a single wavenum-
ber falling in the interval2p/2,a0L,p/2, which corre-
sponds to the wavenumber range that produces acoustic ra-
diation for sufficiently low frequencies. However, the

a!Author to whom correspondence should be addressed. Electronic mail:
dbb@duke.edu
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approach can be readily generalized to include more wave-
number intervals in the global solution, and thereby be ex-
tended to higher frequencies, as will also be shown later in
the paper. The local problem, as shown in Fig. 3, is seen to
have rapid spatial variation and to contain the remainder of
the wavenumbers, which excite only evanescent~nonradiat-
ing! fluid modes.

A. General theory

First, consider harmonic motion of a continuous struc-
ture, such as a membrane or plate with no fluid, having dis-
placementh(x)eivt governed by a linear differential opera-
tor D(x) and subjected to applied forcingF(x). Assuming
harmonic motion removes the time dependence. Identical
discontinuities having impedanceZ(v) are attached at inter-
vals xn5nL. Then, the governing equation is given by,

D~x!h~x!5 ivZ(
n

h~x!d~x2xn!1F~x!. ~1!

This equation will be used to illustrate the general approach
to local/global decomposition. The Fourier transform in the
following form is used to rewrite Eq.~1! in the wavenumber
space:

f̄ ~a!5E
2`

`

f ~x!eiax dx;

f ~x!5
1

2p E
2`

`

f̄ ~a!e2 iax da. ~2!

Using Fourier transform properties9 one yields

h~x!(
n

d~x2xn![
h~x!

L (
n

expF i
2pn

L
xG

→ 1

L (
n

h̄~a22pn/L !. ~3!

Thus, the Fourier transform of Eq.~1! is

D~a!h̄~a!5
ivZ

L (
n

h̄~a22pn/L !1F̄~a! ~4!

The global and local parts of displacement are defined in
terms of wavenumber domains:

h̄5h̄global1h̄ local;

h̄global~a!50,f or a¹@2p/L;p/L#;

h̄ local~a!50, f or aP@2p/L;p/L#. ~5!

Considering Eq.~4! separately in the global and local inter-
vals gives the expressions

aP@2p/L;p/L#:

D~a!h̄global~a!5
ivZ

L (
nÞ0

h̄ local~a22pn/L !

1
ivZ

L
h̄global~a!1F̄~a!, ~6a!

a¹@2p/L;p/L#:

D~a!h̄ local~a!5
ivZ

L (
nÞn*

h̄ local~a22pn/L !

1
ivZ

L
h̄global~a22pn* /L !1F̄~a!,

~6b!FIG. 2. Solution spectrum.

FIG. 3. Global and local solutions contain radiating and nonradiating wave-
numbers, respectively.

FIG. 1. The problem of acoustic scattering from a fluid-loaded membrane.
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where in Eq.~6b! n* is an integer, such that2p/L,a
22pn* /L,p/L. Subtracting Eq.~6a! taken at a* 5a
22pn* /L from Eq. ~6b! and using the definitions of local
and global displacements yields

a¹@2p/L;p/L#:

h̄ local~a!5
1

D~a!
@D~a* !h̄global~a* !

1F̄~a!2F̄~a* !#. ~7!

Equation ~7! is the local-global relationship. It allows the
local displacementh local to be eliminated to obtain a new
governing equation involving only the global displacement
hglobal. The local short-wave solution can be reconstructed
once the global long-wave solution is known. Equation~7!
can also be rewritten as

aP@2p/L;p/L#;nÞ0:

h̄ local~a22pn/L !

5
D~a!h̄global~a!1F̄~a22pn/L !2F̄~a!

D~a22pn/L !
. ~8!

Then, using Eq.~8!, the governing equation for the glo-
bal displacement Eq.~4! in the wavenumber space becomes

D~a!F12
ivZ

L (
n

1

D~a22pn/L !G h̄global~a!

5F̄~a!1
ivZ

L (
nÞ0

F̄~a22pn/L !2F̄~a!

D~a22pn/L !
. ~9!

Since the global solution is defined only in the narrow wave-
number interval2p/L,a,p/L, the right-hand side of Eq.
~9! can be considered as a modified forcing~MF! in that
interval only, i.e., multiplied by a filter functionS(a), which
is 1 in the global interval and 0 outside. Nevertheless, this
modified forcing depends on the original excitation through
the whole range of wavenumbers. The left-hand side of Eq.
~9! contains the transform of a new differential operator,
called the global operator.

B. A membrane with discontinuities

The procedure is best illustrated by the specific example
of a 1-D membrane with attached impedances, namely, de-
scribed by the following structural operator~sum can be
found, e.g., in tables by Jolley10!:

D~a!5ks
22a2⇒(

n

1

D~a22pn/L !

5(
n

1

ks
22~a22pn/L !2 5

L

2ks

sinksL

cosaL2cosksL
,

~10!

whereks5v/cs is the wavenumber for free motion, andcs is
the membrane~structure! phase speed. Thus, in this case, Eq.
~9! becomes

S cosaL2cosksL2
ivZ

2ks
sinksL D h̄global~a!5MF,

~11!

MF5S~a!
cosaL2cosksL

ks
22a2

3S F̄~a!1
ivZ

L (
nÞ0

F̄~a22pn/L !2F̄~a!

D~a22pn/L ! D .

Without forcing, the wavenumber operator on the left
side of Eq. ~11! yields the dispersion relation for Bloch
waves on the structure. After a series expansion of the co-
sines, Eq.~11! can be written as a power series in wavenum-
ber a with frequency-dependent coefficients. Using the in-
verse Fourier transform to return to physical space leads to a
governing equation with an infinite-order differential opera-
tor acting on the unknownhglobal(x):

S 12cosksL2
ivZ

2ks
sinksL1

L2]2

2!]x2 1
L4]4

4!]x4 1KD
3hglobal~x!5MF~x!. ~12!

The ‘‘modified forcing’’ term on the right side of Eq.
~12! is a filtered version of the original forcing. For a given
forcing wavenumberb, corresponding to the original forcing

F(x)5F0eibx, one can write: MF(x)5F0H(b)ei b̃x, where
b̃5b22pn/LP@2p/L,p/L# is the original wavenumber
shifted into the global interval, and the filter functionH(b)
has the following form:

H~b!55
cosb̃L2cosksL

ks
22b̃2

F12
ivZ

L
S L

2ks

sinksL

cosbL2cosksL
2

1

ks
22b2D G , i f bP@2p/L,p/L#,

ivZ

L

cosb̃L2cosksL

ks
22b̃2

1

ks
22b2

, i f b¹@2p/L,p/L#.

~13!
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Modified forcing wavenumberb̃ lies within the global inter-
val; however, modified forcing amplitude, given by the filter
function H(b), depends on exact location of the original
forcing wavenumberb. A typical filter function is shown in
Fig. 4. Qualitatively it shows how much the given forcing
wavenumber contributes to the global excitation. The case of
arbitrary forcing is considered in the Appendix in detail.

The same global equation, Eq.~11!, was derived earlier
by Bliss and Franzoni11,12 using asmooth forcemethod. The
presentwavenumber filteringapproach has advantages for
fluid loading cases.

C. A plate or beam with discontinuities

As mentioned above, the global operator can be used to
determine the free vibrations of a structure in the global
wavenumber interval. Another such example is 1-D waves
on a plate or beam with discontinuities, in general described
by a fourth-order differential operator:

D~a!52
v2

a2 1a4⇒(
n

1

D~a22pn/L !

5(
n

1

~a22pn/L !42v2/a2

5
a2

2v2 F(
n

1

~a22pn/L !22v/a

1(
n

1

~a22pn/L !21v/aG
5

L3

4 S a

v D 3/2F sinLAv/a

cosLAv/a2cosaL

1
sinhLAv/a

coshLAv/a2cosaL
G , ~14!

wherea5AEI/rs in the case of beam, ora5ADs /rsh in the
case of plate, whereDs is the bending stiffness of the struc-
ture andh is the plate thickness.

Then, after algebraic manipulation, the global equation
in the wavenumber space can be derived from Eq.~9! with
Eq. ~14! used for the operator. In this case, denotingks

5Av/a,

S cos2 aL2S cosksL1coshksL2
iZa

4ks

3@sinksL2sinhksL# D cosaL1cosksL coshksL

2
iZa

4ks
@sinksL2sinhksL# D h̄global~a!

5MFplate~a!. ~15!

Modified forcing in this case will be similar to the mem-
brane case, given in Eq.~11!, taking into account that struc-
tural operatorD(a) is now different. The dispersion relation
can be derived by setting the right-hand side of Eq.~15! to
zero. Thus, in the plate case, the dispersion relation is a
quadratic equation with respect to cosaL. It can be solved
for aL and then one set of the roots corresponds to a non-
propagating mode, and the other set exhibits stop-pass band
behavior, shown in Fig. 5. Equation~15! is a 1-D dispersion
relation, which can also be derived from its 2-D counterpart,
given by Mace.13 The left-hand side can be recast in powers
of a; the inverse transform then leads again to an infinite
order operator.

D. Other issues

In order to solve the global problem, in general, it may
be necessary to truncate the global operator in physical
space, for example, in cases when forcing is too complicated
to use its Fourier transform. The effect of truncation was
investigated in the wavenumber space for the model prob-
lems described later. In the case of membrane several terms
of the Taylor series of cosaL in Eq. ~11! were used. Four

FIG. 4. Modified forcing filter function. Mass impedance case.cs /c50.6;
m/rsL51.5; kL525.

FIG. 5. Dispersion curve for plate with mass discontinuities,m/rpLh53.
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terms in series were enough to get a solution practically in-
distinguishable from the exact solution in the wavenumber
space.

The extension of the global interval is straightforward in
the ‘‘dry’’ cases. Any interval of length 2p/L can be treated
as global, repeating the derivation of Eq.~11!. Hence, on the
wider global interval, consisting of several subintervals of
this length, the global operator stays the same, but the modi-
fied forcing is now calculated by Eq.~11! in each subinter-
val. This procedure will be different in the fluid-loaded case.

Modifications of the outlined approach are possible. Ad-
ditional conditions can be imposed on the global or local
parts of the solution. For example, it is possible to make the
local solution vanish at the impedances, thereby making the
global solution coincide with the total solution at these im-
portant locations on the structure. However, to satisfy this
additional condition, a part of the previously local solution
must be transferred to the global solution, or vice versa.

III. A FLUID-LOADED MEMBRANE WITH
DISCONTINUITIES

A fluid-loaded membrane with attached impedances is
described by the preceding membrane equation with the ad-
dition of pressure forcing. This equation is coupled to the
acoustic wave equation through the boundary condition that
matches normal velocities at the interface:

]2h

]x2 1ks
2h5 ivZ(

n
hd~x2xn!1F~x!1

1

T
puz50 ,

~16!
]2p

]x2 1
]2p

]z2 1k2p50, wuz505
i

rv

]p

]zU
z50

5 ivh,

wherec andcs are wave speeds, andk5v/c andks5v/cs

are wavenumbers, in the fluid and on the structure, respec-
tively; T is the membrane tension. In wavenumber-frequency
space Eq.~16! can be written as

~ks
22a2!h̄5

ivZ

L (
n

h̄~a22pn/L !1F̄1
1

T
P̄uz50 ,

~17!
]2P̄

]z2 1~k22a2!P̄50;
] P̄

]z
U

z50

5rv2h̄.

A. Local Õglobal separation with fluid loading

Introducing the global displacement as in Eq.~5! and
also the global and local pressures,

P̄5 P̄global1 P̄local;

P̄global~a!50,f or a¹@2p/L;p/L#;

P̄local~a!50, f or aP@2p/L;p/L#. ~18!

Since the acoustic equation and the velocity matching
boundary condition both do not couple pressure and dis-
placement at different wavenumbersa, they remain the same
in both local and global regions. AssumingP(x,z)
5P(x)emz, the acoustic solution is equivalent to the condi-
tion m(a)52(a22k2)1/2, where the sign of the square root
is chosen to guarantee the correct direction of reflected

propagating waves and decay of evanescent modes. Using
the boundary condition it is possible now to eliminate pres-
sure completely, yielding the equation for displacement only.
However, in order to derive a closed system on the global
interval, it is useful to keep the global pressure in the equa-
tions. Also it is convenient to distinguish in this problem
between two operators: the structural operatorD(a)5ks

2

2a2 and the structural operator with fluid loadingD f(a)
5ks

22a22ks
2(r/rs)/m(a), which appears after eliminating

pressure. Then the structural equations on the local and glo-
bal intervals, counterparts to Eqs.~6a! and ~6b!, are

D~a!h̄global~a!5
ivZ

L (
nÞ0

h̄ local~a22pn/L !

1
ivZ

L
h̄global~a!1F̄~a!

1
1

T
P̄global~a!, ~19a!

D f~a!h̄ local~a!5
ivZ

L (
nÞn*

h̄ local~a22pn/L !

1
ivZ

L
h̄global~a22pn* /L !1F̄~a!.

~19b!

Analogous to previous work on fluid-loaded plates, one
can introduce a nondimensional fluid-loading parameter1,14

«5(rL/rs)(cs /vL). For evanescent fluid modes, physically
this parameter scales the ratio of fluid apparent mass to struc-
ture mass. Comparing this parameter to unity, one can define
light fluid loading as«<1, and, respectively, heavy loading
as «>1. Unlike the plate case, there is no intrinsic fluid-
loading parameter14,15 independent of frequency. Thus, the
higher the frequency, the lighter the membrane is loaded with
fluid. Physically, the apparent mass is proportional to wave-
length, which is reduced at higher frequency. Also the Mach
number of free waves on the structure is defined asM
5cs /c, which is a constant less than unity, for the subsonic
case.

B. Fluid-loading approximation for evanescent modes

From Eq. ~19! a global equation similar to the ‘‘dry’’
case Eq.~9! can be derived:

D f~a!F12
ivZ

L (
n

1

D f~a22pn/L !G h̄global~a!

5F̄~a!1
ivZ

L (
nÞ0

F̄~a22pn/L !2F̄~a!

D f~a22pn/L !
. ~20!

A serious difficulty in the direct evaluation of the global
operator arises from the fluid loading terms involvingm~a!.
In particular, this term appears in the infinite summations
(n1/D f(a22pn/L). To be able to sum them directly, one
needs an approximation for the reciprocal operator 1/D f(a)
in the form 1/(keff

2 2a2). This particular form is chosen be-
cause, first, the global operator will be very similar to the
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‘‘dry’’ case global operator, and, second, by introducing an
‘‘effective’’ wavenumberkeff on the membrane the terms in
the local intervals corresponding to the effect of the evanes-
cent modes can be approximated. In the problem under con-
sideration, there are discontinuities that produce a broad
spectrum of wavenumbers on the membrane. However, be-
tween discontinuities the waves on the membrane will have a
dominant wavelength associated withkeff , to be approxi-
mated here as the wavenumber of free motion of a uniform
fluid-loaded membrane. If the membrane waves were very
subsonic, there would typically be many waves of small
wavelengths between discontinuities. All of the wavenum-
bers on the membrane with discontinuities, none of which
are typicallykeff , are simply adding up to make the mem-
brane motion that looks approximately likekeff between dis-
continuities. The approximate simplification of the sum of
operators above embodies this effect.

Strictly speaking, this fluid-loading model would seem
to apply only to lightly loaded waves that are very subsonic.
However, this approximation is found to work remarkably
well for heavy fluid loading and higher subsonic wave
speeds. Subsequent examples utilize a structural Mach num-
ber M50.8 and a ratio of fluid and structure densities
rL/rs580. For a 5-mm-thick aluminum platers

513.5 kg/m2; in water,r51000 kg/m3; with impedances at-
tached at the distancesL51 m, this ratio would be 74.1. In
fact, the proposed approximation yields good results even at
higher values of fluid-structure density ratio.

To approximate the sum as described above, it is neces-
sary to recover roots of the denominator, since the largest
error comes from the region around the real root. Thus, the
best choice forkeff would be the free-wave propagation
wavenumber of a coupled structure:D f(keff)50. In the mem-
brane case, using nondimensional parameters,

D f~keff!5ks
22keff

2 1
«ks

2

Akeff
2 /ks

22M2
50⇒S keff

ks
D 2

511
«

A~keff /ks!
22M2

. ~21!

Introducings5A(keff /ks)
22M2 yields a reduced cubic equa-

tion governing the free-wave motion wavenumbers:s32(1
2M2)s2«50. This cubic can be solved in closed form,16

providing the appropriate root as

keff
2 5ks

2FM21S u1
12M2

3u D G ,
where u5S «

2
1A«2

4
2S 12M2

3 D 3D 2/3

. ~22!

A plot of effective wavenumber versus fluid-loading pa-
rameter« for different Mach numbers ofin vacuostructural
waves M5cs /c5k/ks is shown in Fig. 6. Thus,keff is a
function of Mach number and the fluid-loading parameter
and does not depend on wavenumbera. In the global equa-
tion keff will be just a constant, not affecting the inverse of
the transform. In Fig. 7 exact values of reciprocal operator
are compared with approximate values. First, the approxima-
tion keff5ks is shown, which does not recover the correct root
and fails to approximate the behavior; second, the approxi-
mation Eq.~22! is shown, which provides excellent agree-
ment with the exact solution. In Fig. 8 exact and approximate
operator sums from Eq.~20! are shown in the global interval.

Back in Eq.~19!, in the intervals corresponding to eva-
nescent modes, one can use Eq.~22! to approximate fluid
loading. Then Eqs.~19a! and ~19b! can be written in the
following form:

FIG. 6. Effective wavenumberkeff versus fluid-loading parameter«.

FIG. 7. Reciprocal fluid loading operator approximation. Vicinity of the real
root. Solid line—exact; dashed—full approximation@Eq. ~26!#. M5cs /c
50.8; kL53; «50.5.

FIG. 8. Approximation of the infinite sum in the global operator. Solid
line—exact; dashed—fluid loading approximation.M5cs /c50.8; kL53;
«50.5.
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Deff~a!h̄global~a!5
ivZ

L (
nÞ0

h̄ local~a22pn/L !

1
ivZ

L
h̄global~a!1F̄~a!

1
1

T
P̄eff~a!, ~23a!

Deff~a!h̄ local~a!5
ivZ

L (
nÞn*

h̄ local~a22pn/L !

1
ivZ

L
h̄global~a22pn* /L !1F̄~a!,

~23b!

where ‘‘effective’’ operator and ‘‘effective’’ pressure are de-
fined as

Deff~a!5keff
2 2a2,

~24!
P̄eff~a!5 P̄global~a!1rscs

2~keff
2 2ks

2!h̄global~a!.

Thus, the fluid-loading approximation is applied in the
local intervals only. However, to keep the operators on the
left-hand side the same both in the local and the global in-
tervals, Eq.~24! introduces a correction to the propagating
pressure field.

Equations~23a! and~23b! are similar to the ‘‘dry case’’
equations, Eqs.~6a! and ~6b!. Eliminating local components
from these coupled equations in the same manner as before,
the following global equation is derived:

Deff~a!F12
ivZ

L (
n

1

Deff~a22pn/L !G h̄global~a!

5MF1MPeff , ~25!

where MF is the modified forcing and MPeff is the modified
effective pressure, defined as

MF5F̄~a!1
ivZ

L (
nÞ0

F̄~a22pn/L !2F̄~a!

Deff~a22pn/L !
,

~26!

MFeff5
P̄eff

T F12
ivZ

L (
nÞ0

1

Deff~a22pn/L !G .
To close the system the boundary condition has to be used:

m~a!P̄global5rv2h̄global. ~27!

However, it must be written in terms of the ‘‘effective’’ pres-
sure, using Eq.~24!:

m~a!P̄eff5~rv21rscs
2m~a!~keff

2 2ks
2!!h̄global. ~28!

Equations~25! and~28! govern the long-wave content of
membrane displacements and the pressure in the fluid. The
local-global relationship can be used afterwards to recon-
struct the short-wave content. After evaluation of the infinite
sums, which is now possible due to the ‘‘fluid loading ap-
proximation,’’ Eqs.~25! and ~28! constitute the global prob-
lem in the wavenumber space:

S cosaL2coskeffL2
ivZ

2keff
sinkeffL D h̄global~a!

5
cosaL2coskeffL

keff
2 2a2 ~MF1MPeff!,

~29!
m~a!P̄eff5~rv21rscs

2m~a!~keff
2 2ks

2!!h̄global.

The modified forcing and effective pressure are given in
wavenumber space by Eq.~26!. In general, they can be in-
verted in the physical space as a convolution with the filter
functions, similar to a dry case. The forcing filter function is
the same as for a dry structure as was discussed earlier@Eq.
~13!, Fig. 4#. The boundary condition Eq.~28! retains the
square root termm~a! necessary to describe radiation effects.
However, further approximations could be made14,17to invert
this condition as well.

Note that the result Eq.~29! has a form similar to the
original problem formulation Eq.~17! for the coupled fluid
and structure, only now the operators are different and the
response is smooth. A similar form also occurs upon return-

FIG. 9. First coefficients of the global differential operator versus frequency.
Structural characteristics:rL/rs50.83; cs /c50.67; m/rsL50.5. Coeffi-
cients are normalized by (kL)4.
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ing to physical-space variables. After a series expansion in
powers ofa and a transform inversion, the structural equa-
tion ~29! can be reexpressed in physical space variables in a
form involving infinite order operators:

(
n50

`

A2n

]2nhglobal

]x2n 5E
2`

`

F~j!G~x,j! dj

1E
2`

`

Peff~j!g~x,j! dj. ~30!

Along with the inverted acoustic equation and boundary con-
dition, this equation provides a closed system for the global
displacement and pressure. When radiation occurs only in
the global interval, this method accounts for propagating
pressure waves in the fluid, with the effect of the evanescent
modes contained in the operator. The summations can be
truncated after a few terms~typically n54) and accurate
results are still obtained. Several coefficientsA2n are plotted
versus frequency in Fig. 9.

C. Extension of the global interval

The case of radiation from a wider wavenumber interval
can be treated similarly. As an example, consider the global
system on the interval@23p/L,3p/L#, i.e., two more inter-
vals are added to the global interval. Now the global dis-
placement and pressure also include wavenumber content
from the left@23p/L,2p/L# and right@p/L,3p/L# added
intervals. Considering every subinterval of length 2p/L as
global, one can repeat the derivation of local-global relation-
ships, similar to Eq.~7!, which now also include coupling

between subintervals in the global region; afterwards they
may be used to write an analog of equations~23! and~25! for
pressure and displacement in the global region. Then the
inverse Fourier transform can be applied to this system, us-
ing the fluid-loading approximation, discussed above.

In general, the extended version of Eqs.~25!–~28! for
multiple global intervals is given by

Deff~a!F12
ivZ

L (
n

1

Deff~a22pn/L !G h̄global~a!

5(
m

MFm1(
m

MPm , ~31!
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ivZ
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LT (
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P̄m~a22pn/L !2 P̄m~a!

Deff~a22pn/L !
,

m~a!(
m

P̄m5~rv21rscs
2m~a!~keff

2 2ks
2!!h̄global,

where the modified forcing and pressure are composed of the
modified forcing and pressure on all subintervals. Also the
summation in pressure terms is fulfilled over global subinter-
vals only. In the case of three intervals in the global region,
as was sketched in Fig. 2, there are three separate terms on
the right-hand side of the equation and three terms in the
finite sum for modified pressure on each subinterval (m50,
21,1).

FIG. 10. Displacement magnitudew5rcvh/P1 and global pressure mag-
nitude p5P2/P1 versus frequency. Structural characteristics:rL/rs580;
cs /c50.8; w50.6; Z/rsL50.51 ikL 2.75. Second harmonic turns on at
kL54.01. Full—exact; dashed—approximation.

FIG. 11. Displacement magnitudew5rcvh/P1 and global pressure mag-
nitude p5P2/P1 versus frequency. Structural characteristics:rL/rs580;
cs /c50.8; w50.6; Z/rsL52.751 ikL 0.5. Second harmonic turns on at
kL54.02. Full—exact: dashed—full approximation.
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Finally, Eq. ~31! can be transformed back into the real
space yielding the infinite order differential equation. Then
various numerical methods can be applied to the smooth
closed global system. However, as in the dry case, the modi-
fied forcing and pressure may be readily provided in the
physical space only in limited cases. In general, one has to
employ numerical procedures to invert the right-hand side of
Eq. ~31!.

IV. APPLICATION TO SCATTERING PROBLEM

Acoustic scattering from the membrane with disconti-
nuities is now considered. The forcing comes only from the
global pressure field having a prescribed incident pressure
wave of amplitudeP1. Suppose the incident pressure wave-
number is low enough to be in the global interval
@2p/L,p/L#. Then

Pglobal~x,z,t !5P1eivte2 ikxxeikzz1P2eivte2 ikxxe2 ikzz,
~32!

where kx5k sinw and kz5k cosw, with incidence anglew
measured from the normal.

Other excited harmonicsPlocaln(x,z,t)5Pn exp(ivt
2ikx

localnx2 ikz
localnz) are characterized by the wavenumbers

kx
localn5kx12pn/L and, correspondingly, (kz

localn)25k2

2(kx
localn)25k22(k sinw12pn/L)2. The last expression

must be real for thenth harmonic to propagate. Thus, the
first wave outside the global interval18 ~correspondingn
521) starts to propagate at frequencykL52p/(11sinw).
Then, including only one propagating mode in the fluid-
loading approximation above, for the incidence anglew
50.6 a good approximation is expected for frequencieskL
,4.0, when all modes outside the global interval are evanes-
cent.

Due to linearity, this problem can be divided into two
parts: first, reflection from a rigid structure, providing re-
flected waveP1e2 ikzze2 ikxxeivt and forcing, exerted on the
structure asF(x,t)5(2P1/T)e2 ikxxeivt, and second, radia-
tion from the structure, due to the forcing just mentioned.

The second part is to be solved using fluid-loading approxi-
mation. Then the pressure components are simply added to
construct full pressure field. The fact that there is only one
harmonic in the global interval greatly simplifies the homog-
enization procedure. The use of the fluid-loading approxima-
tion and operator truncation leads to a simple representation
of homogenized system@Eq. ~32!# for the scattering problem
in the physical space:

5
S 12coskeffL2

ivZ

2keff
sinkeffL1

L2]2

2!]x2 1
L4]4

4!]x4 1¯ Dhglobal~x!

5
2P1

T
HMF~kx!e

2 ikxx1
P2

T
HMP~kx!e

2 ikxx1~keff
2 2ks

2!hglobal~x!HMP~kx!;

m~kx!P
2e2 ikxx5rv2hglobal~x!,

~33!

whereHMF(kx) and HMP(kx) are calculated using Eq.~13!.
The different subscripts are used to show which part in Eq.
~29! these terms correspond to. For this scattering problem,
numerical simulations showed an excellent convergence for
truncation of the operator beyond the eighth derivative~five
terms in the operators since only even derivatives are
present!. The truncated results are then indistinguishable
from the approximate results shown below, within the appro-
priate range of validity (kL,4.0).

The exact and approximate pressure fields and structural
displacement were calculated and compared for relatively
heavy fluid loading. The results shown in Figs. 10 and 11 are
magnitudes of dimensionless displacements and reflected
pressure versus frequency at the fixed angle. There is an
excellent agreement between the exact and approximate re-
sults for frequencies below second mode cut-on. Equation
~31! was used to include more propagating modes. On Figs.
12 and 13 an enhancement of the global solution harmonics

FIG. 12. Pressure and displacement magnitudesp5P2/P1, w
5rcvh/P1 of propagating harmonics versus frequency. Structural charac-
teristics: rL/rs580; cs /c50.8; w50.6; Z/rsL50.51 ikL 2.75. Second
harmonic turns on atkL54.01. Solid line—exact solution; gray—
approximation by one global interval; dash—approximation by three global
intervals.
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for higher frequencies can be observed.
Also free vibration~no incident waves or applied forc-

ing! of the fluid-loaded membrane with impedance disconti-
nuities is considered. The dispersion equation~structural
equation with no forcing and pressure expressed through dis-
placement via boundary condition! relating global wavenum-
ber and frequency is solved numerically for the exact formu-
lation Eq. ~17!, and for the approximate formulation Eqs.
~29! and~31!. The real and imaginary parts of the nondimen-
sionalized global wavenumberaL, shown in Fig. 14, exhibit
the expected stop-band and pass-band behavior; however,
when the global wave speed is supersonic, there is a nonzero
imaginary part in the pass bands due to damping from fluid
radiation. Figures show that the fluid-loading approximation
provides good results when number of propagating modes is
less then accounted for in the approximation Eq.~31!. As
more propagating modes turn on, extension of the global
interval enhances the approximation.

V. CONCLUSION

A self-contained problem was constructed which ac-
counts for the exact global low-wavenumber content of vi-
brational problems and fluid-structure interaction problems.
The high-wavenumber local part may be reconstructed after-
wards. In the absence of a fluid, the homogenization tech-
nique provides the exact low-wavenumber content. In the
case of fluid loading an approximation was introduced to
make possible a Fourier inversion of the global differential
operator. The approximation is relatively simple, but very
accurate. The technique was applied to a problem of sound
reflection from a membrane with discontinuities. The ap-

proximated pressure field and structural displacement were
compared with exact values and found to be in excellent
agreement, even for heavy fluid loading. Also, the free vibra-
tion dispersion curves were constructed using homogeniza-
tion technique. Numerical experiments showed excellent ac-
curacy of approximation in the model problems.

Future goals include extension of technique to higher-
order systems, such as beams and plates, and 2-D problems.

APPENDIX

In the general case of arbitrary forcing, the functional
form of the modified forcing can be derived from Eq.~11!
using the inverse Fourier transform. Then in the physical
space:

MF~x!5F* H22
ivz sinksL

2k
F* H1

1
ivZ

L (
n

Fei2pnx/L* Gn

where ‘‘* ’’ denotes convolution, and the filter functions are

H1~x!5
1

p E
0

gp/L cosax

ks
22a2 da[

1

2pks
@~Ci~ks1p/L !x

2Ci~ks2p/L !x!cosksx1~Si~ks1p/L !x

2Si~ks2p/L !x!sinksx#;

H2~x!5
1

p E
0

p/L cosaL2cosksL

ks
22a2 cosax da

[
1

2
~H1~x1L !1H1~x2L !!2H1~x!cosksL;

FIG. 13. Pressure and displacement magnitudespI5Plocal1/P1, wI
5rcvh local1 /P1 of second propagating harmonic versus frequency. Struc-
tural characteristics: rL/rs580; cs /c50.8; w50.6; Z/rsL50.5
1 ikL 2.75. Second harmonic turns on atkL54.01. Solid line—exact solu-
tion; gray—approximation by one global interval; dash—approximation by
three global intervals.

FIG. 14. Dispersion curves: real and imaginary part of global wavenumber
versus frequency. Structural characteristics:rL/rs55; cs /c50.67; m/rsL
52.5; Full—exact; gray—one propagating mode approximation; dots—
three propagating modes approximation.
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Gn~x!5
1

2p E
2p/L

p/L cosaL2cosksL

ks
22a2

3
eiax

ks
22~a22pn/L !2 da.

All of the functions above can be written in closed form
using sine and cosine integrals: Si(x)5*0

x@(sinj)/j# dj,
Ci(x)5*x

`@(cosj)/j# dj as shown forH1(x), H2(x). Filter
functions do not depend on impedances. Typical graphs of
filter functionsH1(x), H2(x), Gn(x) are shown in Fig. 15.

For some original forcings their modified counterpart
can be directly found from Eq.~11!. For instance, if the
original forcing is a point forceF(x)5F0d(x), then F̄(a)
5F0 andMF(a)5F0S(a)(cosaL2cosksL)/(ks

22a2), where
S(a)51 in the global interval and 0 outside. Inverting the
right-hand side of Eq.~11! gives MF(x)5F0H2(x). Thus,
Eq. ~11! with this modified forcing yields the global part of
the solution of the point force excitation problem. If the point
force is applied at the arbitrary pointj on the structure, the
modified forcing can also be found:

G~0<j,L,x!5H2~x2j!2
ivZ sinksL

2ks
H1~x2j!

1
ivZ

2ks
~sinksjH1~x2L !

2sinks~j2L !H1~x!!,

G~mL<j,~m11!L,x!5G~0<j,L,x2mL!,

m561,62,... .

The functionG(j,x) is the Green’s function of the modified
forcing, which can be used for an arbitrary forcing instead of
Eq. ~13!:

MF~x!5E
2`

`

F~j!G~j,x! dj[F* H22
ivZ sinksL

2ks
F* H1

1
ivZ

2ks
(
m

H1~x2mL2L !

3E
0

L

F~j1mL!sinksj dj2
ivZ

2ks
(
m

H1~x2mL!

3E
0

L

F~j1mL!sinks~j2L !dj.

Another example is spatial harmonic excitation, i.e.,
F(x)5cos(px/A). Assuming A.L, the original transform
has two harmonics inside the global interval. Then, from Eq.
~13! one can find

MF~x!5cos~px/A!F12
ivZ

L S L

2ks

sinksL

ks
22~pA/L !2

2
cospA/L2cosksL

~ks
22~pA/L !2!2 D G .

This form can be used in Eq.~12! to find the global part
of the solution of the cosine force excitation problem. Note
that if A5nL, then at the impedance nodes, where the forc-
ing is zero, the displacement is also zero. Thus the problem
of periodic excitation on an infinite membrane can be em-
ployed to solve the problem of the excitation of a membrane
of lengthA with fixed ends, using the method of images. The
finite membrane hasn21 discontinuities. However, this can

FIG. 15. Modified forcing filter functions in physical space,kL53.8, n52,3,7.
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be done only for simple boundary conditions, when it is pos-
sible to restate them in the global problem. In this case both
the local and global parts vanish at the fixed ends, therefore,
in the global problem the boundaries are also fixed.

The derivation of the modified forcing Green’s function
is outlined further. This is the modified forcing correspond-
ing to the original point forceF(x)5d(x2j) with wave-
number contentF̄(a)5eiaj. Then, from Eq.~11!,

Ḡ~j,a!5MF~a!5eiajS~a!
cosaL2cosksL

ks
22a2

3F11
ivZ

L (
nÞ0

e2 i j2pn/L21

ks
22~a22pn/L !2G .

Summation can be performed using Poisson summation
formula.11 For any function f (x) with Fourier transform
f̄ (g) it is given by

(
n

f ~2pn/L !5
L

2p (
n

f̄ ~nL!.

Put f (x)5e2 i jx/@ks
22(a2x)2#; then by direct integration in

the complex plane its Fourier transform can be found:

f̄ ~g!5H ip/kse
i ~a1ks!~g2j!, g.j,
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Hence, the summation becomes
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1 (
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ks
ei ~a1ks!~nL2j!D .

Both sums are now just geometric series and can be evalu-
ated directly. After further considerable algebraic manipula-
tion it can be shown that if original force is exerted in the
first bay 0<j,L,

(
n

ei j2pn/L

ks
22~a22pn/L !2 5

L

2ks
e2 iaj

sinksL cosksj1~cosaL2cosksL1 i sinaL !sinksj

cosaL2cosksL
.

Substitution of this result back into the expression for the
Green’s function yields

Ḡ~j,a!5
S~a!

ks
22a2 FeiajS cosaL2cosksL

2
ivZ

2ks
sinksL D1

ivZ

2ks
~sinks~L2j!

1eiaL sinksj!G .
Using functionsH1(x), H2(x) this expression can be easily
inverted and after the inversion it yields the Green’s function
in physical space, presented above.

The case of a point force in any other baymL<j,(m
11)L is identical to that considered above due to the peri-
odicity of the system. Thus, using change of the spatial co-
ordinate,G(j,x)[G(j2mL,x2mL).
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fluid loading
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A general approach to solving for the velocity response and associated pressure field of elastic solids
loaded internally by a fluid is formulated. Anin vacuoeigenvector expansion is used to describe the
time dependent velocity field of the fluid loaded solid resulting from an arbitrary force excitation.
The pressure field in the fluid is expressed using a Green’s function and fluid loading on the
structure is included via the use of the impulse responses of the modal acoustic radiation
impedances. The time dependent modal velocity responses are obtained from the solution to a set of
coupled convolution integral equations. A Fourier transform approach is used to develop the
associated equations of motion for the harmonic response. The special case of a fluid filled
axisymmetric elastic cylindrical shell with a base plate is considered. Transient and harmonic
velocity and pressure responses due to a bandlimited axisymmetric point force excitation applied to
the base plate are discussed and compared with experimental measurements.
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I. INTRODUCTION

Predicting the response of elastic structures with internal
fluid loading is of interest for applications such as noise and
vibration control in piping systems and aircraft fuselages.
Active noise and vibration control techniques applied to
these systems are often implemented with adaptive algo-
rithms where time domain methods are particularly well
suited. In general, analytical time domain methods suitable
for evaluating the response of fluid-filled elastic solids have
received little attention. Furthermore, very few experimental
measurements have been published for both the harmonic
and time domain response of these structures.

Booneet al.1 developed an approach, using modal su-
perposition methods, to predict the time domain response of
a rigid acoustic cavity. Acoustic propagation in a finite length
cylinder was considered by El-Raheb2 using an eigenfunc-
tion expansion approach. The harmonic response of a piping
system section was determined by Everstine3 using the FEM
~finite element method! for the pipe and fluid. Cheng,4 and
Cheng and Nicolas5 considered the pressure field and struc-
tural response of a finite length fluid loaded cylindrical shell
coupled to two end plates with a spring system. Feng6 con-
ducted experimental studies of the acoustic properties asso-
ciated with an elastic pipe filled with water and subjected to
nonideal boundary conditions. Mauzch7 computed normal
modes and natural frequencies of partially filled elastic cy-
lindrical shells with a rigid base plate using FEM and com-
pared theory with experiments.

The present study addresses the transient and harmonic
response of general force excited elastic solids with internal
fluid loading. Mature numerical methods, such as FEM, are

capable of solving this class of problem. Analytical and
semianalytical methods, such as the present approach, enable
the development of reduced-order parametric models and
are, therefore, well suited for active noise and vibration con-
trol applications.

The theory is presented in Sec. II using a time domain
formulation based on an eigenvector expansion using thein
vacuo modes of the structure. Internal fluid loading is in-
cluded via the use of modal radiation impedance impulse
responses which couple thein vacuomodes of the structure.
The unknown time dependent modal velocity coefficients are
determined as the solution to a set of coupled convolution
integral equations. Coupled convolution integral equations
have been used previously for structures with external fluid
loading. Membranes and plates were addressed by
Stepanishen,8 and an approach to solve for the transient
acoustic radiation from shells of revolution was developed
by Chen and Stepanishen.9

The special case of a force excited axisymmetric cylin-
drical shell and base plate with fluid loading is introduced at
the end of Sec. II and details of the associated experiments
are given in Sec. III. Both transient and harmonic velocity
and pressure responses were obtained from the experiments
and are compared with theory in Sec. IV.

II. THEORY

Consider the general fluid filled elastic solid shown in
Fig. 1. The solid volumeVs contains a fluid volumeVf . A
pressure release~zero-normal stress! boundary is denoted as
surfaceSa and the fluid boundary in contact with the elastic
solid is denoted asSb . A unit normal vectorn is defined on
the surfaceSaUSb directed into the fluid volume. It is of
interest to determine the transient and harmonic velocity re-a!Electronic mail: hassanse@npt.nuwc.navy.mil
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sponse of the solid and the associated pressure field in the
fluid resulting from a general applied force excitation to the
elastic solid.

A. Elastic solid transient response

The equations of motion for the linear elastic solid
shown in Fig. 1 can be expressed as

@L#u~x,t !1r~x!
]2u~x,t !

]t2
5f~x,t !1fa~x,t !, xPVs

~1!

where the matrixL contains spatial derivatives that operate
on the displacementsu(x,t). The f(x,t) and fa(x,t) are ap-
plied and acoustic force vectors per unit volume acting on
the solid. It is noted that Eq.~1! assumes the Navier form for
an isotropic elastic medium10 and additional kinematic con-
straints can be imposed on Eq.~1! to arrive at various forms
the of shell and plate equations.11 The acoustic force per unit
volume acting on the elastic solid is confined to the surface
Sb and can be expressed as

fa~x,t !52E
Sb

n~x!p~x,t !d~x2x0!dS0 , ~2!

wherep(x,t) is the acoustic pressure in the fluid andd~ ! is
the Dirac delta function.

Using a standard approach forin vacuoelastic solids,12

the velocity field of the inhomogeneous transient problem in
Eq. ~1! is expressed using an eigenvector expansion with
time dependent coefficients. It follows that

v~x,t !5(
m

vm~ t !fm~x!, ~3!

where vm(t) are the scalar time dependent modal velocity
components andv(x,t) is the time derivative of the displace-
mentu(x,t).

The eigenvectors of thein vacuo elastic solid form a
basis for the solution to the inhomogeneous fluid loaded elas-
tic solid vibration problem and satisfy the homogeneous
equations of motion and kinematic boundary conditions. It
follows from Eq. ~1! that the eigenvectorsfm(x) and the
associated natural frequenciesvm satisfy the following

@L#fm~x!2r~x!vm
2 fm~x!50. ~4!

The eigenvectors in Eq.~4! form a complete set of orthogo-
nal functions such that

E
Vs

r~x!fm~x!•fn~x!dV5Mmdmn , ~5!

wheredmn is the Kronecker delta andMm is the normaliza-
tion factor ~modal mass!. After substituting Eq.~3! into Eq.
~1! and using Eqs.~4! and ~5!, the unknown modal velocity
coefficients are found to satisfy

L8vm~ t !5 f m~ t !2pm~ t !, ~6!

where the operatorL8 is expressed as

L85MmS d

dt
1vm

2 E
t
dt8D . ~7!

The applied and acoustic modal forces in Eq.~6! are defined,
respectively, as

f m~ t !5E
Vs

f~x0 ,t !•fm~x0!dV0 , ~8!

pm~ t !5E
Sb

p~x0 ,t !cm~x0!dS0 , ~9!

and the component of themth eigenvector normal to the
surfaceSb is defined as

cm~x!5fm~x!"n~x!. ~10!

To obtain the general solution to Eq.~6!, the impulse
response of the modal admittance is first defined as the so-
lution to

L8ym~ t !5d~ t !. ~11!

The solution to Eq.~11! can be expressed as

ym~ t !5
1

Mm
cos~vmt !. ~12!

Using properties of the Dirac delta function and convo-
lution operator, the time dependent modal velocity response
can be expressed using Eqs.~6! and ~11! as:

vm~ t !5ym~ t ! ^ f m~ t !2ym~ t ! ^ pm~ t !, ~13!

where^ denotes temporal convolution.

B. Fluid transient response

A general solution to the linear time dependent pressure
field in the fluid is derived in this section. For later conve-
nience, a Fourier transform pair is first introduced

B̃~x,v!5E
2`

`

b~x,t !e2 j vtdt, ~14a!

b~x,t !5
1

2p E
2`

`

B̃~x,v!ej vtdv, ~14b!

whereb(x,t) is a field variable of interest and the tilde de-
notes a complex quantity. The time harmonic pressure field,
P̃(x,v) in Vf , can be expressed as the solution to the Helm-
holtz equation

FIG. 1. Elastic solid with internal fluid loading and applied forces.
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@¹21k2# P̃~x,v!50, xPVf ~15!

with the following mixed boundary conditions

n•¹ P̃~x,v!52 j vr0n"Ṽ~x,v!, xPSb ,
~16!

P̃~x,v!50, xPSa ,

where c0 is the acoustic wave speed andk5v/c0 is the
acoustic wave number. A Green’s function for the problem of
interest is now introduced such that

@¹21k2#G~xux0 ,v!52d~x2x0!, xPVf ~17!

along with mixed homogeneous boundary conditions over
the bounding surfaces

n"¹G~xux0 ,v!50, xPSb ,
~18!

G~xux0 ,v!50, xPSa .

Following a standard development,13,14 it can be shown
that the pressure in the fluid is expressed as

P̃~x,v!5 j vr0E
Sb

G~xux0 ,v!n"Ṽ~x0 ,v!dS0 , ~19!

where the Green’s function is expressed as

G~xux0 ,v!5(
i

F i~x!F i~x0!

VNi~k22ki
2!

. ~20!

The fluid spectral parametersF i andki in Eq. ~20! are theith
scalar eigenfunction and eigenvalue, respectively, of the
mixed homogeneous boundary value problem in Eq.~17!
that satisfy the boundary conditions in Eq.~18!. The eigen-
functions form a complete set of orthogonal functions inVf .
It follows that

E
Vf

Fn~x!F i~x!dV5VNid in , ~21!

where Ni is the normalization constant andV is the fluid
volume.

The time dependent field pressures and acoustic Green’s
function are found by applying Eq.~14b! to Eqs.~19! and
~20!. The final results are expressed, respectively, as

p~x,t !5r0

]

]t ESb

g~x,tux0,0! ^ n"v~x0 ,t !dS0 , ~22!

and

g~x,tux0,0!5c0(
i

F i~x!F i~x0!

VNiki
sin~c0ki t !. ~23!

C. Coupled transient response

The acoustic modal force can now be simplified by sub-
stituting Eqs.~22! and ~3! into Eq. ~9!. The final result is

pm~ t !5(
n

zmn~ t ! ^ vn~ t !, ~24!

where the modal radiation impulse responses,zmn(t), are
expressed as

zmn~ t !5r0

]

]t ESb

E
Sb

cm~x0!g~x,tux0,0!cn~x!dSdS0 .

~25!

It follows from substituting Eq.~24! into Eq. ~13! that the
following set of coupled convolution integral equations is
obtained for the unknown modal velocity

vm~ t !5ym~ t ! ^ f m~ t !2ym~ t ! ^ (
n

zmn~ t ! ^ vn~ t !. ~26!

From Eq.~26!, it is evident that the modal radiation imped-
ances couple themth andnth in vacuomodes of the elastic
solid.

To develop an expression for the modal radiation im-
pulse responses, the time dependent acoustic Green’s func-
tion in Eq. ~23! is substituted into Eq.~25! resulting in

zmn~ t !5r0c0
2(

i

I imI in

VNi
cos~c0k i t !. ~27!

The I im in Eq. ~27! are surface integrals that couple theith
fluid mode andmth in vacuomode of the elastic solid. These
integrals are expressed as

I im5E
Sb

F i~x0!cm~x0!dS0 , ~28!

and are evaluated using standard quadrature techniques once
the cm(x0) and F i(x0) are determined using analytical or
numerical methods.

Recalling the associative property of the convolution op-
erator, Eq.~26! can also be expressed as:

vm~ t !5ym~ t ! ^ f m~ t !2(
n

amn~ t ! ^ vn~ t !, ~29!

where

amn~ t !5ym~ t ! ^ zmn~ t !. ~30!

Theamn(t) are found by substituting Eqs.~12! and~27! into
Eq. ~30! and evaluating the convolution integral resulting in

amn~ t !5r0c0
2 1

Mm

3(
i

I imI in

VNi

vm sin~vmt !2c0ki sin~c0ki t !

vm
2 2~c0ki !

2
.

~31!

The unknownvm(t) in Eq. ~29! can now be solved by
marching forward in time for a specified applied force exci-
tation. The final solution for the velocity field of the elastic
solid is then obtained from Eq.~3!.

The transient pressure field in the fluid is determined by
substituting Eqs.~23! and ~3!, and the solution forvm(t)
from Eq. ~29!, into Eq. ~22!. The final result is expressed as

p~x,t !5(
m

vm~ t ! ^ hm~x,t !, ~32!

wherehm(t) is the modal impulse response of the pressure
field, given as
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hm~x,t !5r0c0
2(

i

F i~x!

VNi
I im cos~c0ki t !. ~33!

D. Coupled harmonic response

The coupled harmonic response is developed in this sec-
tion using a Fourier transform approach. It is noted that the
resulting equations of motion are similar to those derived by
Fahy.13 The time harmonic response of the elastic solid is
obtained by applying Eq.~14a! to Eq. ~3! resulting in

Ṽ~x,v!5(
m

Ṽm~v!fm~x!, ~34!

A set of linear algebraic equations for the unknown complex
Ṽm(v) is obtained by applying Eq.~14a! to Eq. ~26! and
rearranging. The final result is

Z̃m
M~v!Ṽm~v!1(

n
Z̃mn~v!Ṽn~v!5F̃m~v!. ~35!

The complex modal mechanical impedanceZ̃m
M(v) in Eq.

~35! is defined for a conservative system as

Z̃m
M~v!5

Mm

j v
~vm

2 2v2!. ~36!

The acoustic modal radiation impedancesZ̃mn(v) in Eq. ~35!
are obtained by applying Eq.~14a! to Eq. ~27! resulting in

Z̃mn~v!52 j vr0(
i

I imI in

VNi~ki
22k2!

, ~37!

where theI im are defined in Eq.~28!. Similarly, the field
pressure in the fluid is found by applying Eq.~14a! to Eqs.
~32! and ~33! resulting in

P̃~x,v!52 j vr0(
m

Ṽm~v!Fm~x!(
i

I im

VNi~ki
22k2!

.

~38!

E. Special case

Consider the fluid filled axisymmetric elastic cylindrical
shell and base plate shown in Fig. 2. For convenience, a
cylindrical coordinate system is used wherex5(r ,z). The
fluid spectral parameters (F i , Ni , andki) and elastic solid
spectral parameters (fm , Mm , and vm) will be evaluated
using analytical techniques and numerical methods~e.g.,
FEM! respectively. As an illustrative example, a point force
acting normal to the base plate along the axis of symmetry in
the2z direction will be considered. This applied force, with
time dependenceq(t), excites only the axisymmetric re-
sponse of the shell, base plate, and fluid. It follows that the
applied force can be expressed as

f ~x,t !52q~ t !
d~r !d~z2L !

2pr
. ~39!

Substituting Eq.~39! into Eq. ~8! and using Eq.~10! results
in the following expression for the applied modal force

f m~ t !52q~ t !cm~0,L !, ~40!

where thecm is obtained from Eq.~10!. The in vacuomodal
response, denoted asvm

I (t) is obtained from substituting Eq.
~40! into Eq. ~13! with p(t)50. The final result for a trian-
gular pulse with peak amplitude ofQ0 and a duration ofT0

is

vm
I ~ t !5

22Q0cm~0,L !

Mmvm
2 T0

@g1~ t !1g2~ t !1g3~ t !#, ~41!

where

g1~ t !5@12cos~vmt !#u~ t !,

g2~ t !52$12cos@vm~ t2T0/2!#%u~ t2T0/2!, ~42!

g3~ t !52$12cos@vm~ t2T0!#%u~ t2T0!,

andu(t) denotes the unit step function.
For this special case, the fluid boundary conditions en-

able separation of variables and it is common to replace the
single index for the fluid spectral parameters with multiple
indices; each associated with an axis of the orthogonal coor-
dinate system. For the axisymmetric problem of interest, it
follows that the scalar fluid eigenfunctions can be expressed
as

F i j ~r ,z!5J0~x i r !sin~g j z!, ~43!

where

g j5
~2 j 21!p

L f
, j 51,2,3,..., ~44!

andJn is the Bessel function of the first kind, ordern. The
boundary conditions atr 5af result in

J1~x iaf !50, ~45!

and the eigenvalues are expressed as

ki j
2 5x i

21g j
2. ~46!

The fluid normalization factor is determined by substituting
Eq. ~43! into Eq. ~21! resulting in

Ni5
1

2
J0

2~x iaf !. ~47!

FIG. 2. Axisymmetric elastic cylindrical shell and base plate with internal
fluid loading.
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Theamn in Eq. ~31! may now be evaluated and the time
dependent model velocity response is obtained from Eq.~29!
by marching forward in time. The harmonic modal velocity
response is obtained from Eq.~35! using the acoustic modal
radiation impedances in Eq.~37!.

III. EXPERIMENTS

To validate the theory presented in Sec. II, transient and
harmonic response measurements were taken on the fluid
loaded cylindrical shell shown in Fig. 2. Input force, accel-
eration response, and pressure response measurements were
obtained using a force impact hammer, accelerometers, and a
hydrophone respectively. Figure 3 shows the general con-
figuration of the instrumentation and interface with the data
acquisition systems. The cylinder and base plate were fabri-
cated with stainless steel~type 304! and welded together re-
sulting in an overall mass of 87.01 kg for the water-filled
structure. A fixed drive point accelerometer and two roving
accelerometers mounted to the shell and base plate, and one
hydrophone was positioned in the fluid. During testing, elas-
tic shock cords were attached to four small hooks~not
shown! to support and isolate the structure.

Modal data were acquired using the Zonic 6088 system
and Zonic Modal software.15 Modes were first identified us-
ing an indicator function then the structure was re-excited
with the force impact hammer and processed using a zoom
fast Fourier transform about the resonant frequency of inter-
est. Mode shapes were then determined using the circle fit
single degree of freedom method detailed in Ewins.16 Tran-

sient response measurements were taken using the Hewlett
Packard HP3567A system. Velocity response was determined
by numerical integration of the ensemble averaged acceler-
ometer signals using ten sample functions.

IV. DISCUSSION OF NUMERICAL AND
EXPERIMENTAL RESULTS

Numerical and experimental results are presented in this
section for a fluid-filled cylindrical shell and base plate struc-
ture. The structure dimensions are given in Fig. 2 along with
the associated physical and mechanical properties. All quan-
tities are normalized in accordance with Table I and indicated
by a hat. The parameters chosen for frequency normalization
include:a ~radius of cylindrical shell middle surface! andcp

~plate wave speed!. These parameters result in the shell ring
frequency~8260 Hz! occurring at a normalized frequency of
v̂51. The following discussion of the shell and base plate
response is based on global cylindrical coordinates where the
coordinate system origin is located on the axis of symmetry
at the air/water interface. Thus, axial motion is used to des-
ignate in-plane motion of the shell and normal motion of the
base plate. For both harmonic and transient numerical re-
sults, thein vacuospectral parameters of the shell and base
plate are determined using the FEM codeABAQUS.17 The
finite element mesh is shown in Fig. 4 and consists of 2251
quadratic continuum elements and 7673 nodes. Numerical
and experimental harmonic response results for the fluid
loaded structure are presented first followed by time domain
numerical results for the special case. Finally, a comparison
of transient numerical and experimental results is presented.

FIG. 4. Finite element model of thein vacuoaxisymmetric cylindrical shell
and base plate.

FIG. 5. Normalizedin vacuo natural frequencies of cylindrical shell and
base plate.

TABLE I. Normalization factors.

Variable Normalization factor

Length a
Velocity cp5(E/rp(12n2))1/2

Density rp

Radian frequency cp /a
Time a/cp

Pressure rpcp
2

Admittance~velocity/force! 1/rpcpa2

Impedance~force/velocity! rpcpa2

FIG. 3. Instrumentation and data acquisition configuration.

895J. Acoust. Soc. Am., Vol. 116, No. 2, August 2004 S. E. Hassan and P. R. Stepanishen: Solids with internal fluid loading



A. Harmonic results

Numerical and experimental results for the fluid loaded
axisymmetric harmonic response of the shell and base plate,
due to an applied point force excitation acting in the2z
direction normal to the base plate and along the axis of sym-
metry, are considered. Measurements associated with the
axial response~i.e., z direction! are presented.

Normalizedin vacuonatural frequencies of the shell and
base plate structure, predicted using FEM, are shown in Fig.
5 as a function of mode number. Thein vacuonatural fre-
quencies are distinct and well spaced in the frequency range
of v̂,1 and a single rigid body mode associated with uni-
form axisymmetric axial motion is evident at zero frequency.
As v̂→1, the modal density increases rapidly due to the
large number of modes associated with the cylindrical shell
near the ring frequency.

A comparison of numerical and experimental results for
the fluid loaded natural frequencies is given in Table II. The
results for the first eight modes are found to be in agreement
within 1.32%. Figure 6 shows the fluid loaded axial displace-
ment mode shapes of the cylindrical shell and base plate for
modes 2, 4, and 7. These modes are normalized such that the
maximum displacement magnitude is unity. For all modes
presented, it is apparent that the base plate response is sig-
nificantly greater than the response of the cylindrical shell.

Fluid loaded admittance at the drive point and on the
external surface of the cylindrical shell atz/L50.5 ~midspan

of the cylindrical shell! are presented in Fig. 7. Admittance is
defined as the ratio of harmonic axial velocity response to
applied force on the base plate, denoted asỸ(v). The fluid
loaded resonances, indicated by a local maximum in admit-
tance, are found to be approximately even spaced with fre-
quency. This spacing does not directly correspond to the spe-
cific resonances associated with the fluid or thein vacuo
structure. This general result exhibits one of the complicating
effects of fluid loading on the shell where the interior fluid is
reactive as either a mass or stiffness depending on frequency.
The interior fluid loaded elastic solid resonant frequencies
can therefore be shifted up or down from thein vacuo fre-
quencies.

B. Transient numerical results

The special case of a point force acting in the2z direc-
tion along the axis of symmetry of the base plate with the
time history shown in Fig. 8~a! is considered next. It is noted
that thein vacuotime dependent modal velocity coefficients
are obtained from Eq.~13! with pm(t)50. For the present
case, the convolution integral can be evaluated analytically
with the final result given in Eq.~41!. The results from Eq.
~41! for m51 and 4 are shown in Fig. 8~b!. The rigid body

FIG. 6. Axial component of fluid loaded modal vectors. Cylinder numerical
~solid line!, base plate numerical~dashed line!, cylinder experimental~s!,
base plate experimental~n!: ~a! mode 2,~b! mode 4,~c! mode 7.

FIG. 7. Axial component of fluid loaded admittance at drive location and
midpoint on cylinder: Numerical~solid line!, experimental~dashed line!.

FIG. 8. ~a! Input force to base plate and~b! In vacuomodal velocity.

TABLE II. Natural frequencies of the fluid loaded cylindrical shell and base
plate.

Mode Num. Exp. % Error

1 0.0395 0.0390 1.28%
2 0.0947 0.0952 0.53%
3 0.1486 0.1491 0.34%
4 0.1952 0.1970 0.90%
5 0.2461 0.2429 1.32%
6 0.2622 0.2617 0.19%
7 0.3091 0.3079 0.39%
8 0.3690 0.3653 1.01%
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mode,m51, reaches a constant velocity att̂54. The small
amplitude of them51 mode is a result of the large modal
mass associated with the rigid body mode. Higher-order
modes exhibit a forced response behavior which becomes
sinusoidal with amplitude inversely proportional to the
modal mass, natural frequency squared, and force duration
T0 .

Numerical results for the fluid loaded modal velocity
response and field pressures are evaluated using Eqs.~29!
and ~32!, respectively. The fluid loading is known to couple
the in vacuomodes of the structure through the impulse re-
sponse of the modal radiation impedances given in Eq.~27!.
The impulse responses of the modal radiation impedance for
selected modes are shown in Fig. 9. The case (m,n)5(1,1)
shown in Fig. 9~a! corresponds to the rigid body mode of the
cylindrical shell and base plate where the motion is uniform
in the axial~z! direction. For this mode, only the surface of
the base plate contributes to the integrations in Eq.~25! as a
result of the zero-normal~radial! displacement over the cy-
lindrical shell. Furthermore, only the plane wave acoustic
modes of the fluid contribute to the impulse response of the
modal impedance for (m,n)5(1,1). This situation is equiva-
lent to a rigid one-dimensional duct of lengthL f and radius
af with a pressure release atz50 and a rigid piston at
z5L f . For this particular case, the impulse response of
the fluid impedance due to the piston can be expressed
as: zp(t)5r0c0paf

2@d(t)2d(t22L f /c0)1d(t24L f /c0)
2...#. The time delays in this expression are due to the
acoustic propagation time associated with a plane wave
propagating a distance of 2L f . The alternating sign of the
impulse response of the fluid impedance is due to the phase
change ~p radians! associated with the pressure release

boundary condition atz50. These features are clearly evi-
dent in the normalized impulse response of the modal radia-
tion impedance shown in Fig. 9~a!. The higher-order (m,n)
5(4,1) mode is shown in Fig. 9~b! where it is evident that
the response is nonzero between peaks. This is due to the
m54 mode contributing to the integration over the cylindri-
cal shell surface ofSb in Eq. ~25!.

From a computational standpoint, theamn(t) from Eq.
~31! are used during the numerical evaluation of the coupled
convolution integral equations. Figure 10 shows the normal-
ized amn(t) for two mode combinations. Oscillation at the
natural frequency of themth in vacuomode is clearly evident
in addition to the discontinuities associated with the Dirac
delta function components of thezmn(t). Additionally, since
the amn(t) are evaluated as the convolution ofym(t) with
zmn(t), there is a filtering and corresponding smoothing of
the resultingamn(t).

The normalized fluid loaded modal velocity response,
computed from Eq.~29!, for selected modes are shown in
Fig. 11. In contrast to thein vacuomodal velocities obtained
from Eq. ~41!, the fluid loaded modal velocity coefficients
are not pure sinusoids as a result of the modal coupling.

The normalized fluid loaded axial velocity responses due

FIG. 9. Impulse response of modal impedance:~a! (m,n)5(1,1) and~b!
(m,n)5(4,1).

FIG. 10. âmn( t̂) from Eq. ~31!.

FIG. 11. Fluid loaded modal velocity:~a! m51 and~b! m52.

FIG. 12. Fluid loaded axial velocity response:~a! drive point and~b! exter-
nal surface of cylinder atz/L50.5.

897J. Acoust. Soc. Am., Vol. 116, No. 2, August 2004 S. E. Hassan and P. R. Stepanishen: Solids with internal fluid loading



to the applied force are shown in Fig. 12. The delay in the
initial axial response for the point along the cylindrical shell
is in agreement with plate wave speed propagation times
indicating that the initial axial response is due to the pre-
dominantly in-plane waves on the cylindrical shell.

The radial velocity response on the cylindrical shell at
z/L50.5 ~midspan of the cylindrical shell! is shown in Fig.
13. The time delay is greater than the propagation time as-
sociated with waves traveling at the plate wave speed indi-
cating an initial response predominantly due to waves with a
phase speed slower than the plate wave speed.

Results for the normalized field pressure response at two
locations are shown in Fig. 14. The field pressure response at
the drive point, shown in Fig. 14~a!, exhibit a separation in
peaks at approximately the delay time associated with an
acoustic wave propagating in the radial direction, reflecting
from the cylindrical shell and returning to the axis of sym-
metry (D t̂'2cp /c0'7.0). Figure 14~b! shows the field
pressure on axis for a point with increased distance from the
drive point. It is clear that the response delay time increases
with separation distance, however, the delay is greater than
the minimum time associated with the plate wave speed
propagation in the structure and the acoustic wave speed
propagation in the fluid. This occurs because the fluid is
coupled to the cylindrical shell via the normal motion of the
shell and base plate. The waves with predominantly normal
velocity are propagating with slower phase speed than waves
associated with in-plane motion.

C. Comparison of transient numerical and
experimental results

Experimental data for the fluid loaded transient response
of the shell, base plate, and fluid are presented and compared
with numerical results. The numerical results presented in
this section are computed from the series expansions with 80
terms in Eqs.~29! and~32!, and 1400 terms in Eqs.~31! and
~33!. The excitation to the structure consists of a point force
impulse applied normal to the base plate acting along the
axis of symmetry. Four transient force input data sets are
necessary to obtain response measurements at all locations.
Figure 15 shows the normalized input forces applied to the
base plate where each time history is the ensemble average
of ten sample records. For direct comparison of experimental
and numerical results, these time dependent forces are used
as input to the numerical model.

The normalized fluid loaded axial velocity responses at
the drive point and on the cylinder atz/L50.5 are shown in
Fig. 16. In general, the agreement is excellent with the dif-
ference between numerical results and experimental results
increasing with time. This is primarily attributed to possible
nonaxisymmetric reflections at the open end of the cylinder
and dissipation which is not accounted for in the present
model.

The on-axis pressure responses at two axial locations are
shown in Fig. 17. The initial pressure response is due to the
coupling of the fluid with elastic waves in the cylindrical
shell traveling at approximately the plate wave speed. These
elastic waves have a predominantly axial displacement and

FIG. 13. Fluid loaded radial velocity on external surface of cylinder at
z/L50.5.

FIG. 14. Field pressure response:~a! drive point and~b! external surface of
cylinder atz/L50.5.

FIG. 15. Measured forces applied to base plate due to hammer strike.

FIG. 16. Fluid loaded axial velocity response. Numerical~solid line! and
experimental~dashed line! results at~a! drive point due toq̂1( t̂) and ~b!
external surface of cylinder atz/L50.5, due toq̂2( t̂).
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therefore are only weakly coupled to the fluid. Consequently,
the initial pressure response is of small amplitude. The sub-
sequent large amplitude acoustic response is due to waves
generated at the base plate and propagating through the fluid,
and bending waves traveling at phase speeds lower than the
plate wave speed but strongly coupled to the fluid.

V. SUMMARY

A general approach to solve for the transient and har-
monic velocity response and the associated pressure field of
a fluid-filled elastic solid has been presented. The approach is
based on an expansion of the spectral parameters associated
with the fluid andin vacuosolid. The solid and fluid spectral
parameters can be obtained independently and, therefore, en-
able convenient analytical or numerical methods, such as
FEM, to be used. The resulting series containing these spec-
tral parameters, may be truncated to provide reduced-order
parametric models of the coupled response. This general ap-
proach has not been previously used for elastic solids with
internal fluid loading and is also applicable to infinite and
semi-infinite fluid loaded elastic ducts. The associated har-

monic response is formulated using a Fourier transform ap-
proach applied to the time dependent equations of motion for
the elastic solid. The special case of a fluid-filled axisymmet-
ric cylindrical shell with a base plate was considered. For
this configuration, the FEM was used to determine the spec-
tral parameters of the elastic solid, and analytic techniques
were implemented for the evaluating the spectral parameters
of the fluid. The theory was validated by comparison with
results from a series of experiments conducted for the special
case.
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A linear least-squares version of the algorithm of mode isolation
for identifying modal properties. Part I: Conceptual
development
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The Algorithm of Mode Isolation~AMI ! is an iterative procedure for identifying the number of
modes contributing to a frequency response function~FRF! concurrently with identifying the
complex eigenvalues and eigenvectors of those modes. The latest modifications obtain these modal
properties solely by using linear least squares fits of the FRF data to canonical forms. The
algorithmic operations are explained in a detailed sequence of steps that are illustrated by some
sample data. The computational efficiency of AMI relative to other modal identification algorithms
that fit response data to multi-degree-of-freedom model equations is discussed. ©2004 Acoustical
Society of America.@DOI: 10.1121/1.1765195#
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I. INTRODUCTION

Algorithms for experimental modal analysis of linear
dynamic systems can be categorized as to whether they use
frequency or time domain data. Another categorization ad-
dresses the analytical representation of a response to which
the measured data is fit. Single-degree-of-freedom~SDOF!
techniques consider modes to act independently, whereas
multiple-degree-of-freedom~MDOF! techniques allow for
the modal contributions to overlap. A third descriptor per-
tains to the number of locations for excitation and response
measurement. Single input-single output~SISO! uses a
single pair, while multiple input-single output~MISO! uses
multiple excitations and measures response at one location.
If the system is time invariant, so that the principle of reci-
procity applies, then single input-multiple output~SIMO! is
equivalent to MISO. Multiple input-multiple output~MIMO !
uses the data obtained from a multitude of excitations and
response measurements. The texts by Maiaet al.1 and
Ewins2 provide a good background for these concepts.

Modal properties to be identified are the natural frequen-
cies and modal damping ratios, which are system properties
that are independent of the selection of points at which the
data is measured. Mode vectors also require determination,
but their values are dependent on the locations of the mea-
surement points. Underlying this need is the requirement to
identify the number of modes active in a frequency band, or
equivalently, the system order associated with a time domain
response. MDOF algorithms, which seem to be most com-
monly employed, make ana priori guess for the number of
modes. One approach for verifying the correctness of that
guess is to examine a metric that indicates how well a recon-
struction of the response using the identified modal proper-
ties fits the measured response. However, because the fre-
quency response functions~FRFs! corresponding to a
different excitation feature different weightings of the modal

parameters, it does not follow that parameters giving a good
metric for one set of FRFs are suitable for other excitations.
An alternative for verifying the system order displays in sta-
bilization charts the natural frequencies identified from a
range of guesses, then discards modes that are not consis-
tently obtained.3 This practice often requires considerable ex-
pertise of the analyst, and increases the computational effort.
Also, it is best to overestimate the number of modes, but
doing so raises the computational effort; it can also lead to
false estimations and split modes, as was shown by Doe-
bling, Alvin, and Peterson.4

Even if the number of participatory modes were known,
the presence of relatively large damping can give rise to
identification difficulties for several reasons. Some algo-
rithms implicitly assume that dissipation is viscous. Further-
more, if a system has a wide range of modal damping ratios,
the more highly damped modes in any transient temporal
responses are rapidly attenuated, thereby magnifying the
contribution of noise to those modes. For frequency domain
data, high damping lowers the resonant peak of a frequency
response function~FRF!. Both serve to make it more difficult
to distinguish the response from ambient noise, especially for
in situ applications such as health monitoring applications. A
further complication of large damping arises when natural
frequencies are close, which is a common situation for high-
frequency modes in complex systems. In such situations, the
modal bandwidth of adjacent resonant peaks might exceed
the natural frequency difference, leading to a merger of the
resonant peaks into one broader peak, which is known as
mode coupling. This can make it difficult to distinguish the
individual modes.

For any identification technique proper selection of the
drive point~s! is a primary factor affecting the quality of the
identification. If the drive point mobility in a mode is small,
that mode will participate little in the measured response,
making it difficult to extract the mode. This situation is ex-
acerbated by the presence of substantial noise, where onea!Electronic mail: jerry.ginsberg@me.gatech.edu
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would expect that it is necessary for the response to stand out
from the ambient noise.

Previous papers have suggested that the Algorithm of
Mode Isolation~AMI ! has the potential to address these dif-
ficult issues. It recognizes that several modes might simulta-
neously contribute to a FRF at any frequency, but does so in
an iterative manner, in the course of which one obtains the
number of modes active in any frequency interval. The algo-
rithm was initially described by Drexel and Ginsberg5 for a
classical, undamped, modal analysis, although the basic con-
cept was previously mentioned by Joh and Lee.6 It then was
extended to modal analysis in the state space in order to
account for arbitrary damping~Drexel and Ginsberg,7

Drexel, Ginsberg, and Zaki8!. In its original version AMI was
a SISO algorithm, in that each FRF was processed individu-
ally. In order to improve the ability to identify modes that are
poorly excited Zaki10 modified AMI by deferring identifica-
tion of the normal mode coefficients. In the modified ap-
proach the original AMI algorithm is solely used to extract
the eigenvalues, after which a global SIMO/MISO approach
using a linear least-squares procedure identifies normalized
mode vectors.

The heart of the AMI algorithm is to fit iteratively a FRF
to the canonical form of a single mode. The aforementioned
investigations used a nonlinear least squares routine to fit the
data, which was the best available approach. It required good
starting values, and entailed significant computational effort.
Even then, convergence could be slow in some situations,
and the results less accurate than desired. Ginsberget al.11

presented a general SDOF fitting procedure, in which linear
least squares is used to match a resonant peak in an FRF to
the FRF of a complex mode. That technique is not iterative,
and it yields an exact match for the analytical FRF of a
SDOF system. Implementation of this fitting procedure in
AMI substantially increases the reliability and computational
efficiency of the individual iterative steps.

The complete elimination of nonlinear least squares rou-
tines within AMI, coupled with separate identification of ei-
genvalues and complex mode vectors, are significant alter-
ations. In the present paper we provide a detailed description
of the latest version. In Part II1 we assess its performance in
comparison to analytical results, as well as relative to a
popular modal identification algorithm.

II. THE STANDARD MODE ISOLATION ALGORITHM

The data to be input to AMI are the FRFsH jP(vm),
which are defined as the complex amplitudes of a set of
generalized displacementsqj when a specific generalized
forceQP has a unit amplitude over a discrete set of frequen-
ciesvm , and all other generalized forces are zero,

Qj5Re@d jP exp~ ivmt !#⇒qj5Re@H jP~vm!exp~ ivmt !#. ~1!

By reciprocity, H jP(vm)5HP j(vm). Hence, regardless of
whether measurements are taken according to a SIMO or
MISO protocol, the input data for AMI can be considered to
be a rectangular array of FRF values, in which columnj
holds the FRF values over a discrete set of frequenciesvm

associated with displacementj and specified drive pointP.

A FRF may be expressed as a finite sum of contributions
of complex modes associated with a state-space description.
If N is the number of degrees of freedom, then there are 2N
eigensolutions, consisting of an eigenvaluelk and eigenvec-
tor $Fk% that satisfy the symmetric eigenvalue problem,

F F @0# @K#

@K# @C#
G2lkF @K# @0#

@0# 2@M #
G G$Fk%5$0%. ~2!

The eigenvectors$Fk% are normalized according to

$Fk%
TF @K# @0#

@0# 2@M #
G$Fk%51. ~3!

It is assumed that all eigenvalues occur as complex con-
jugate pairs. This corresponds to modes that are under-
damped, meaning that their free response is oscillatory
within an exponentially decaying window. By analogy with a
SDOF system, an undamped natural frequencyVk and
modal damping ratiozk can be extracted from an eigenvalue
according to

Vk5ulku, zk52Re~lk!/ulku. ~4!

If all eigenvalues are complex conjugates, the system may be
considered to possessN underdamped modes, whose contri-
bution to any response may be represented by evaluating the
role of theN eigensolutions whose eigenvalues have positive
imaginary parts, then using the conjugate property to account
for the otherN eigensolutions. It is convenient in that case to
sequence the eigenvalues such that those having positive
imaginary parts come first followed by the conjugate values
in the matching sequence. When this is done, each eigenvec-
tor may be expressed in terms of one of a set ofN column
vectors $Uk% whose N elements represent the~complex!
modal proportions of the generalized coordinates, according
to

lk1N5lk* ⇒$Fk%5 H $Uk%
lk$Uk%

J , $Fk1N%5$Fk%* ~5!

As a result of the conjugate properties of the complex modes,
a FRF value may be expressed12 as a superposition of modal
contributions according to

H jP~v!5 (
k51

N F AjP,k

iv2lk
1

AjP,k*

iv2lk*
G , ~6!

where~ !* denotes a complex conjugate, andAjP,k are resi-
due factors that depend solely on the eigensolution for mode
k,

AjP,k5lkU jkUPk ~7!

The foregoing is the analytical perspective, whereas in
experimental modal analysis one does not know the number
of degrees of freedom. Henceforth,N0 will denote the num-
ber of measurement points for which FRFs are available, and
N will denote the number of modes whose natural frequency
falls in the frequency interval covered by the FRF data. The
determination ofN is a key aspect of any modal identifica-
tion.

AMI begins by sequentially processing each of theN0

FRF datasets. Two processes are applied to this data, both of
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which use current estimates of the eigenvalues and residue
factors to subtract estimated modal contributions from the
original data. The term ‘‘subtraction residual,’’ denoted as
Yj ,k(v), refers to the data obtained by subtracting from
H jP(v) estimated contributions for modes 1 tok, where the
modes are numbered in the sequence in which they are de-
tected. This data may be evaluated incrementally, such that

Yj ,0~vm!5H jP~vm!,
~8!

Yj ,k~vm!5Yj ,~k21!~vm!2F AjP,k

ivm2lk
1

AjP,k*

ivm2lk*
G .

In the Subtraction Phase, modes are identified one at a time,
and their contribution to the FRF is subtracted until all sig-
nificant modes have been removed. These operations may be
summarized by a sequence of algorithmic steps.

~S.1! Pick a generalized displacementj and initialize
the subtraction residualYj ,0(vm) to be the FRF
values for this coordinate at a discrete set of fre-
quencies. Initialize the mode number ask50.

~S.2! Identify the frequency range of the most domi-
nant mode in the subtraction residual by search-
ing for max„Yj ,k(vm)…. Use a SDOF fit of the
data in this frequency range to estimate the most
dominant mode’s properties.~This step now uses
the linear least-squares procedure presented by
Ginsberget al.11 and summarized in a later sec-
tion.! Incrementk by one, and assign the identi-
fied modal parameters aslk andAjP,k .

~S.3! Form subtraction residual dataYj ,k(vm) accord-
ing to Eq.~8!.

~S.4! Decide whetherYj ,k(vm) contains the contribu-
tion of another mode.~The criteria for this deci-
sion are discussed below.! If so, return to Step
~S.2!. If Yj ,k(vm) consists solely of noise, then
set the initial estimate for the number of modes
to beN5k, and proceed to the Isolation Phase.

A troublesome aspect of the residual in Step~S.3! was
recognized recently. The modal parameters identified in Step
~S.2!, being initial estimates, might differ significantly from
the true values. Depending on their quality and the noise
level, the residualYj ,k(vm) formed from them might still
contain an identifiable peak. This would cause the peak
search in Step~S.2! to eventually return to this mode, for
which an initial guess has already been obtained. The conse-
quence would be multiple distinct initial estimates of a single
mode. A simple way to avoid having the subtraction phase
‘‘chase its tail’’ is to zeroYj ,k(vm) over a range ofvm sur-
rounding the natural frequency,ulku , that was identified.

The range for this zeroing must be selected carefully. If
it is too big, it will obliterate the FRF in the vicinity of
adjacent modes, whereas zeroing over an interval that is too
small might leave significant spikes at the shoulders of the
resonance peak. The range that was found to be effective is
suggested by trials of the linear least squares identification
algorithm described later. It was found for two-degree-of-
freedom systems that the two complex modes could be dis-
tinguished if the difference of their adjacent undamped natu-

ral frequencies significantly exceeds 40% of the average
bandwidth. Modes that are not distinguished because of their
proximity are essentially treated as one mode in any SIMO/
MISO identification scheme. In view of this limitation, zero-
ing out the residual FRF over 80% of its bandwidth would
only remove data containing modes that could not be distin-
guished from the one just found. This leads to the insertion
of another operation after Step~S.3!.

~S.3a! Set the subtraction residual dataYj ,k(vm)50 for
0.8 Re(lk)1ulku,vm,20.8 Re(lk)1ulku.

The Isolation Phase has the primary purpose of account-
ing for the fact that more than one mode may contribute to a
FRF. It uses current estimates for the modal parameters to
isolate the contribution of a specific mode. This requires
forming an ‘‘isolation residual,’’ denotedXj ,k(vm), in which
the current estimated contributions of all modes other than
numberk are subtracted fromH jP(vm) according to

Xj ,k~vm!5H jP~vm!2 (
n51
nÞk

N F AjP,n

ivm2ln
1

AjP,n*

ivm2ln*
G . ~9!

The estimated modal properties required to begin the isola-
tion process are those at the end of the Subtraction Phase,
and the sequence in which the modes are isolated matches
that in which the modes were identified in the Subtraction
Phase. The steps required to carry out these operations are as
follows.

~I.1! Initialize the mode numberk50.
~I.2! Incrementk by one, and form isolation residual

dataXj ,k(vm) according to Eq.~9!. For this, use
the latest values forlk andAjP,k .

~I.3! Apply the linear least-squares SDOF fit to
Xj ,k(vm) in order to obtain refined estimates of
lk andAjP,k . Retain the previous values for con-
vergence tests.

~I.4! If k,N, return to Step~I.2!. If k5N, compare
the new values and old values of alllk and
AjP,k . If these values have not converged, return
to Step~I.1!. ~Iterating until the real and imagi-
nary parts oflk and AjP,k change by less than
0.01% yields good results. For modes whose
natural frequency differs from those of adjacent
modes by more than the modal bandwidth, no
more than five iterations are typically required.!

~I.5! Use the converged set of values of alllk and
AjP,k to form subtraction residualYj ,N(vm),
which accounts for all modes identified thus far.

~I.6! Decide whetherYj ,N(vm) contains the contribu-
tion of a ~previously unidentified! mode. If not,
cease processing of the FRF for thejth displace-
ment, and return to Step~S.1! to process another
set of FRF data.

~I.7! This step is reached if there is evidence of an
additional mode inYj ,N(vm). Apply the linear
least squares SDOF fit to this data in order to
obtain initial estimates oflN11 andAjP,(N11) .

~I.8! IncrementN by one, then setk5N21 and return
to Step~I.1!.
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All of the preceding operations are straightforward, ex-
cept for Steps~S.4! and~I.6!, which require a decision as to
whether a residual FRF contains the contribution of a mode.
If all of the modal contributions have been subtracted, the
residual FRF should appear to be incoherent. The present
procedure requires that the user visually search plots of the
data to determine if there is some degree of coherence, e.g.,
several points form a noticeable peak in a Bode magnitude
plot and a regular arc in a Nyquist plot. The identification of
a quantitative measure on which to base this decision is a
current area of investigation.

A useful perspective for the isolation stage is obtained
by recognizing that because the isolation residual is formed
by subtracting the current estimates for the contribution of
known modes other than the one in focus, what remains con-
sists of several parts: the actual contribution of the current
mode, noise, measurement error, and errors associated with
using parameters for the other modes that are not exact. Any
of the latter that stand out above the noise will influence
successive isolation steps until they are driven below the
noise level. A corollary is that the noise floor defines the
weakest modes that can be identified.

As an illustration of the Subtraction Phase, the latter
stages of the processing of one of the FRFs described in Part
II shall be followed here. The upper part of Fig. 1 shows the

Bode magnitude plot of a residual FRFuH11(v)u after five
modes have been identified and their contributions sub-
tracted, that is, Step~S.4! with k55. The lower part of Fig. 1
is a Nyquist plot of the same data. The irregularity of the
data is a consequence of the white noise that was added to
the data. Eleven modes have their natural frequency in the
band covered by this figure, and five have been subtracted.
The effect of the noise is to mask some of the six remaining
modes. The Bode plot displays three peaks, but the Nyquist
plot shows only two loops.~Each mode can be expected to
produce a loop in a Nyquist plot.2! The presence of peaks in
the Bode plot and coherent loops in the Nyquist plot indi-
cates that the Subtraction Phase should continue, so the pro-
cedure passes to Step~S.2! with k56. The peak below 100
rad/s is the highest. The linear least squares routine is used to
fit the data in the vicinity of this peak, thereby identifying the
sixth eigenvalue and residue. The subtraction residual is
computed in Step~S.3!, and plotting of this data in accord
with Step~S.4! leads to Fig. 2. The low-frequency peak has
been eliminated, and there is only one loop in the Nyquist
plot. Because there is still evidence of the presence of a
mode in the FRF data, the procedure returns to Step~S.2!
with k57. The highest peak in the plot ofuH11(v)u versusv
now lies in the vicinity of 2000 rad/s, so the data in that
region is used for the parameter identification, which yields

FIG. 1. Typical subtraction residual after removal of the first five modes. FIG. 2. Typical subtraction residual after removal of the first six modes.

903J. Acoust. Soc. Am., Vol. 116, No. 2, August 2004 J. H. Ginsberg and M. Allen: Algorithm of mode isolation. I: Concept



the seventh eigenvalue/residue estimate. Computing the sub-
traction residual FRF in Step~S.3! leads to the plots in Fig.
3, which are examined in Step~S.4!. Although the Bode plot
shows evidence of a small peak in the vicinity of 3000 rad/s,
the Nyquist plot shows no evidence of a regular arc. This
indicates that the data is incoherent, so even if the peak ac-
tually corresponds to a mode, the identification of its prop-
erties would be unreliable. Consequently, the search is dis-
continued, and processing proceeds to the Isolation Phase
with N57.

Under ideal circumstances, processing the FRF for the
jth displacement coordinate as described in the preceding
would give an estimate oflk andAjP,k for k51,...,N. Sub-
jecting each displacement dataset to the same processing
then would lead toN0 estimates of each of thelk values, and
a single estimate of eachAjP,k coefficient for j 51,...,N0 . In
such ideal circumstances, each set oflk for fixed k would be
averaged. However, as illustrated by Figs. 1–3, weakly ex-
cited modes or modes whose amplitude is small at the mea-
surement location actually might not be identified in a spe-
cific FRF dataset. If such is the case, the missing values are
merely omitted when average eigenvalues are computed.

There also might be noticeable discrepancies between
corresponding eigenvalues obtained from different FRF sets.
This leads to the question of whether the individual estimates

should be merged by averaging, or whether differences of
estimates are sufficiently large to consider the eigenvalues to
be distinct. The criterion that was implemented compares the
difference of adjacent natural frequencies,ulk11u2ulku, to
the modal bandwidths. For a single mode, the bandwidth is
22 Re(lk).

12 Subtracting from the frequency difference the
half-bandwidth for each mode yields the frequency interval
between the adjacent half-power points belonging to two
peaks. This is illustrated in Fig. 4, where a FRFH(v) is
synthesized from the contributionsH(v,l1) and H(v,l2)
of two neighboring modes having equal residues. In Fig.
4~a!, ul2u2ul1u is greater than the sum of the half-
bandwidths, and the peaks of the FRF are quite distinct. In
Fig. 4~b! ul2u2ul1u is less than the sum of the half-
bandwidths, which means that the bandwidths overlap. The
peak FRF is a merger of the individual peaks, with a flat-
tened region that shows a dimple. The sum of the half-
bandwidths is the average bandwidth. Modal overlap corre-
sponds to an average bandwidth that substantially exceeds
the frequency difference. Experience has shown that the lin-
ear least squares identification algorithm described later usu-
ally will distinguish between eigenvaluesin a single FRFif
the difference of adjacent undamped natural frequencies sig-
nificantly exceeds 40% of the average bandwidth. Based on
this observed behavior, eigenvalues obtained from different
FRFs are considered to be distinct if they fit a similar speci-
fication, specifically,

ulk11u2ulku.0.4@2Re~lk!2Re~lk11!#. ~10!

Conversely, adjacent eigenvalues are averaged if they do not
meet this specification. It should be noted that incorrectly
merging modes having distinct eigenvalues results in their
being treated as two~or more! modes that share the same
eigenvalue. The full identification of such modes requires a
MIMO algorithm; see Maiaet al.1

III. SINGLE MODE PARAMETER IDENTIFICATION

Both the Subtraction and Isolation Phases require that
one identify the properties of a single mode that best fit the
FRF data in the vicinity of a resonance peak. Ginsberg

FIG. 3. Typical subtraction residual after removal of the first seven modes.

FIG. 4. Frequency response function formed by summing the FRFs of two
modes having close natural frequencies.~a! A1P,15A1P,251, l1520.01
10.98i , l2520.0111.02i ; ~b! A1P,15A1P,251, l2520.0110.9975i ,
l2520.0111.0025i .
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et al.11 derived a linear least squares procedure for this pur-
pose. The first step is to combine the two terms associated
with a single mode in Eq.~6!. This gives

H jP~v!52
@ iv2Re~lk!#Re~AjP,k!2Im~lk!Im~AjP,k!

ulku22v222iv Re~lk!
.

~11!

Clearing the denominator in Eq.~11! and breaking the result
into real and imaginary parts then leads to

Re@H jP~v!#~ ulku22v2!12v Im@H jP~v!#Re~lk!

522@Re~lk!Re~AjP,k!1Im~lk!Im~AjP,k!# ~12!

Im@H jP~v!#~ ulku22v2!22v Re@H jP~v!#Re~lk!

52v Re~AjP,k!. ~13!

Both equations are linear in four variables:ulku2,
Re(lk), Re(AjP,k), and @Re(lk)Re(AjP,k)1Im(lk)Im(Ajk)#. In
principle, evaluating this pair of real equations at two arbi-
trary frequencies would yield four linear simultaneous equa-
tions that could be solved for the unknowns, from which the
values oflk and AjP,k could be extracted. In practice, the
evaluation of Eqs.~12! and ~13! at two frequencies is not
sufficient for a variety of reasons. Hence, the strategy is to
evaluate the equations at a multitude of frequencies, from
which the four combination variables are determined by a
linear least-squares procedure.

Not all of the FRF data is used to obtain the least
squares solution. Selecting values increasingly far from the
vicinity of a resonance enhances the contribution of other
modes to the FRF, thereby defeating the notion that a single
mode can be fit. Also, for additive white noise the best
signal-to-noise ratios are at the resonance peaks. However,
there are not likely to be many FRF values at a resonance
unless the frequency increment is very fine. Furthermore,
raising the number of values to be matched by using FRF
values away from a resonance affords a greater opportunity
for distributing the error. This dilemma was explored by
Ginsberget al.11 through a Monte Carlo study. They found
that using all FRF points above the quarter-power points
gave the best results for uniformly distributed random noise
at several levels. This criterion is met by selecting for the
least-squares fit only those values ofH jP(v) that satisfy
uH jP(v)u>d max(zH jP(v) z), where d50.5 yields the
quarter-power points.

IV. IMPROVEMENT FOR LOW MODAL MOBILITY

In the original conception of AMI the residue factors
AjP,k obtained from a set of FRF data were used to calculate
normal modes according to

UPk5S APP,k

lk
D 1/2

, U jk5S AjP,k

lkUPk
D , j ÞP. ~14!

A problematic aspect of the preceding arises if a generalized
displacement has a near nodal value in some mode. LetJ
denote the number of this generalized displacement and letK
denote the mode at which this condition occurs. Because

UJK is very small, the signal-to-noise ratio forHJP(v) will
be poor whenv'VK .

Consequently, there will be no evidence of theKth
mode’s contribution when the FRF dataset for displacement
J is processed, resulting in a missing value ofAJP,k and
failure to estimatelK from that FRF. Two possibilities exist.
The simpler situation corresponds toJÞP, that is, the near-
nodal measurement point is not the location where the sys-
tem was driven. If the transfer functions for other displace-
ments in the vicinity ofv5VK have reasonable signal-to-
noise ratios, then processing theH jP(v) datasets forj ÞJ
will lead to a reasonable estimate forlK andAjP,K . As ex-
plained previously, averaging the estimates oflK will ignore
the missing value. Also, the missing residue factorAJP,K

may be considered to be zero, so the normal mode coeffi-
cients may be computed according to Eqs.~14!.

The situation is much worse if the near-nodal measure-
ment point is the location where the system was excited,J
5P. If one were so unfortunate as to drive the system at a
true modal node, so thatUPK50, theKth mode would not be
excited. In that case, identifying modeK would require re-
doing the measurements with a different drive point. The
more likely circumstance is thatUPK is very small, but non-
zero. In that case smallness of the first denominator in Eq.
~6! when vm'VK might lead toH jP(v) values for j ÞP
that have good signal-to-noise ratios in the vicinity ofvK .
This would make it possible for AMI to estimatelK and
AjP,K for j ÞP from those other displacements. However, the
failure to identify modeK from the data for displacementP
would leave the coefficientAPP,K undetermined. It therefore
would not be possible to identify the normalized mode coef-
ficients according to Eqs.~14!.

In the last case, one could readily extract an estimate of
a relative mode shape according to

UnK /U jK[AnP,K /AjP,K . ~15!

Here AjP,K is a residue factor that has been identified as
being nonzero, andAnP,k would be considered to be zero for
any missing values. However, a simple change in the strategy
for using AMI ensures that if an estimate oflK is obtained
from anyFRF dataset, then an estimate forall corresponding
normal mode coefficients will be obtained. Some existing
algorithms in their later stages use known eigenvalues to
estimate eigenvectors through a global fit of all FRF data;
see Richardson and Formenti,9 for example. This notion is
eminently suitable for the present situation. If the eigenval-
ues are taken to be known, then the only unknowns in Eq.~6!
are theAjP,k coefficients, which occur there linearly. Many
values ofH jP(v) are available, corresponding to numerous
frequencies and each of the displacements. Therefore, the
right side of Eq.~6! can be matched to the measured values
of H jP(v) in a linear least-squares procedure, which is rela-
tively efficient, and not iterative. The result is that a value is
obtained for everyAjP,k coefficient for which a value oflk

has been estimated, and consequently that an estimate for
each mode vector will be obtained.

To implement the procedure in the current context, each
FRF is broken into real and imaginary parts, which leads to
an error function for each part. The squared errors to be
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minimized are the inner products of the total error vector
formed from the individual errors at each frequency,

Rj
~1!5 (

m51

M FRe„H jP~vm!…

2Re(
k51

N S AjP,k

ivm2ln
1

AjP,k*

ivm2lk*
D G 2

,

~16!

Rj
~2!5 (

m51

M F Im„H jP~vm!…

2Im (
k51

N S AjP,k

ivm2lk
1

AjP,k*

ivm2lk*
D G 2

.

As was done for the SDOF identification of the eigenvalues,
the frequenciesvm are selected to be close to each identified
natural frequency, so that theH jP(vm) used for the fit have
the best signal-to-noise ratio. The presence of the residue
factors and their complex conjugates in the preceding is most
readily handled by considering the real and imaginary parts
of eachAjP,k to be distinct unknowns. Applying the linear
least squares procedure toRj

(1) and Rj
(2) individually for a

specific j yields both parts ofAjP,k for k51,...,N. Hence, a
full evaluation of the normal modes entails repeating the
procedure for each FRF dataset,j 51,...,N0 . The normal
mode coefficients are then calculated according to Eqs.~14!.

V. DISCUSSION

The algorithm of mode isolation~AMI ! is an iterative
procedure for extracting modal properties from frequency re-
sponse functions~FRFs!. Each FRF is fit to the analytical
form, which consist of a sequence of poles that define the
natural frequencies and modal damping ratios, and residue
factors, from which the mode vectors are extracted. Each
step of the two iterative phases focuses on a single mode’s
contribution.

The latest version of AMI uses linear least-squares rou-
tines to identify that mode’s eigenvalue and residue factors.
Separate identifications are performed on each FRF, leading
to multiple estimates. The eigenvalues obtained from each
FRF are averaged using a specified merging criterion. In-
stead of using the residue factors obtained by processing the
individual FRFs, the third phase of the procedure uses the
average eigenvalues as inputs to a linear least-squares iden-
tification that yields a global estimate of all residue factors.
These modifications improve the accuracy, as well as the
computational efficiency of the identification, because linear
least-squares is a not iterative, and it does not depend on
having a good initial guess for the desired parameters.

The computational efficiency of AMI also is enhanced
by the fact that only a subset of the FRF data is processed.
The frequency increment for a FRF must be a fraction of the
smallest modal bandwidth, in order to recognize the exis-
tence of all modes. Consequently, the number of frequency
samples is inherently very large in comparison to the number
of modes to be identified. MDOF identification algorithms in
current use estimate the parameters by fitting all of the re-

sponse data to the modal representation. As a result, the as-
sociated computational effort is scaled by the size of the
dataset. In contrast, the effort entailed in AMI’s identification
processes is scaled by the relatively small number of FRF
values that reside close to resonance peaks. In fact, the bulk
of operations for AMI are devoted to forming the subtraction
and isolation residuals.

Another aspect of the question of efficiency revolves
around the need to identify as part of the overall process the
number of modes whose natural frequency resides in the fre-
quency interval of interest. Other MDOF techniques begin
with an a priori guess for the number of modes, so that
multiple such guesses are usually tried in order to identify
which modes are computational artifacts. In AMI, the num-
ber of modes is obtained directly as part of the overall pro-
cedure. As a result, the FRF data is processed only once.

One overall limitation of AMI that was identified con-
cerns modes that are very closely spaced. Trials using data
for a two-degree-of-freedom system whose FRF are noise-
free indicated that the two complex modes could not be iden-
tified if their natural frequencies differed by less than 40% of
the average of their bandwidth. Recognition of this limitation
was built into the general procedure. When AMI is applied to
systems whose modes have this characteristic, the outcome is
the identification of a single mode whose properties match
the combined FRF contributions of the individual modes. In
general, the robust identification of modes whose natural fre-
quencies are extremely close requires a MIMO procedure.
Work on such a version of AMI is presently underway.
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A linear least-squares version of the algorithm of mode
isolation for identifying modal properties. Part II: Application
and assessment
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The latest modifications of the algorithm of mode isolation~AMI ! for identification of modal
properties from frequency response data are tested with synthetic data derived from an analytical
model of an elastic frame in which flexure and torsion are coupled. The parameters of this model are
selected to cause the occurrence of localized modal patterns in two modes having close natural
frequencies. The response data is contaminated with white noise at a level sufficient to almost mask
the two close modes. Results for the real and imaginary part of the eigenvalues are tabulated. The
analytical modal patterns of displacement and torsional rotation are depicted graphically,
accompanied by the discrete values obtained from AMI. Excellent agreement is found to occur for
each mode, other than one of the pair of close modes. The poorer quality of that mode’s identified
properties is shown to be a consequence of its localized modal pattern. Results for the eigenvalues
obtained by the rational fraction polynomial algorithm, which is an alternative modal identification
technique, are found to be substantially less accurate as a consequence of difficulty in the presence
of noise. © 2004 Acoustical Society of America.@DOI: 10.1121/1.1765196#

PACS numbers: 43.40.Le, 43.40.Cw, 43.40.Yq@JGM# Pages: 908–915

I. INTRODUCTION

Part I1 described an iterative procedure that extracts the
modal properties of a vibratory system from measured fre-
quency response data. The procedure is called the algorithm
of mode isolation~AMI ! because its primary feature entails
isolating a single mode’s contribution to each frequency re-
sponse function~FRF!. The first effort2 was founded on a
classical undamped modal representation of an FRF. A for-
mulation fitting FRFs to a damped modal description was
described subsequently.3,4 The new features of AMI devel-
oped in Part I were its implementation of linear least squares
for all aspects of parameter identification. The present paper
examines AMI’s performance under conditions where modal
identification is known to encounter difficulty.

One faces a philosophical dilemma in deciding how to
assess any algorithm for experimental modal analysis. Re-
sponse data can be derived from an analytical model and
then contaminated by a standard noise model. Using such
data as the input to the algorithm leaves no ambiguity as to
what the modal parameters should be, for they are available
from the analytical model. However, such a line of investi-
gation does not address how the algorithm would perform
when applied to actual measured response data, where the
noise might not fit a standard model, and where nonrandom
errors may be present. The problem with using actual mea-
sured data is that there is no way of knowing exactly what
the actual modal properties are, because ideal features, such
as a clamped end condition for a beam, cannot be reproduced
exactly, and prediction of dissipation effects from first prin-
ciples is beyond present capabilities for built-up systems. It
is for this reason that the present effort uses synthetic data
derived from an analytical model.

Any modal analysis algorithm can be expected to have
the most difficulty in systems that have close natural fre-
quencies, weakly excited modes, and low signal-to-noise ra-
tios in their measured data. Prior works have used relatively
simple systems to examine the accuracy of AMI in the pres-
ence of these problematic features. The initial effort2 used
data derived from a four-degree-of-freedom system with sub-
stantial non-proportional damping. That system had previ-
ously been used by Roemer and Mook5 to test a modification
of Juang and Suzuki’s frequency domain eigenvalue realiza-
tion algorithm.6

The next model used to test AMI was a cantilevered
beam with three suspended spring-mass-dashpot systems.3,4

This system was a simplified version of one used by Stras-
berg and Feit7 to examine energy transfer between structural
components. In addition to permitting exploration of the role
of noise, the small size of the suspended masses caused two
modes to have natural frequencies that were closer than their
bandwidths. This led to modal coupling, which refers to the
merger in an FRF of resonance peaks that otherwise would
be distinct. The small size of the suspended masses also led
to a pair of modes that are weakly excited, and therefore
readily masked by noise.~In fact, as will be evident here,
high damping, close natural frequencies, and high noise lev-
els mingle in their effect.! One consequence of tuning the
subsystems to give the desired modal properties was that the
first four modes were well separated from the high-frequency
modes, which substantially simplified the identification task.
The performance of AMI for this model was assessed solely
by comparing its predictions to the analytical modal proper-
ties. It was found that AMI worked well at identifying the
natural frequencies and modal damping ratios, even in the
presence of substantial additive white noise. However, some
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normalized mode vectors could not be found because they
were weakly excited.

The need to improve the identification of weakly excited
modes led to Zaki’s modification of AMI,8 in which identi-
fication of the normal mode coefficients was deferred until
the natural frequencies and modal damping ratios had been
determined. The data he used to test this revision was syn-
thesized from an analytical model of a frame composed of
two orthogonally welded cantilevered beams loaded out-of-
plane, which couples flexure and torsion. One reason for us-
ing this model is that many modes are required to describe its
response. Also, the system parameters were adjusted such
that mode coupling occurred. Various levels of white noise
were added to test the limits of AMI, but the sole assessment
criterion for AMI’s performance was how well it identified
the analytical modal properties.

The exposition in Part I incorporated Zaki’s modifica-
tion, as well as a linear least squares routine for extracting
the eigenvalues from the FRF data. The present objective is
to assess the performance of this latest version of AMI. The
data to be analyzed is obtained from Zaki’s elastic frame
model. An additional measure beyond comparison with the
analytical modal properties will be a comparison of AMI’s
values to those obtained by the Rational Fraction Polynomial
algorithm first proposed by Richardson and Formenti,9 and
then modified by many investigators, as detailed by Formenti
and Richardson10, in order to improve the algorithm’s nu-
merical stability and accuracy.

Zaki used Ritz series to formulate the system equations
for the frame structure. Further examination of that analysis
revealed that the series diverged because of a poor choice of
the Ritz basis functions. The model development presented
here corrects this. However, it should be noted that after Zaki
reduced the model to a finite number of degrees of freedom,
all subsequent work depended only on that reduced order
model. Consequently, the modal identification was consistent
with the erroneous analytical modal properties, and Zaki’s
findings regarding AMI were consistent.

The frame’s parameters in the present work are adjusted
such that two modes have close natural frequencies, and suf-
ficient damping is introduced to cause modal coupling. Fur-
thermore, these close modes display patterns of displacement
and rotation that are localized to one span, and the degree to
which flexure and torsion are coupled generally varies
strongly between modes. Hence, there is a large variation in
FRF magnitudes at various peaks.

II. ELASTIC FRAME PROTOTYPE

The parameters of an exercise offered by Ginsberg11 are
adjusted to obtain a system in which a pair of modes are
coupled. It consists of two cantilevered beams that are ori-
ented orthogonally and welded at their free ends, as depicted
in Fig. 1. Their junction has the effect of coupling the out-
of-plane flexural displacementw and torsional rotationu.
Each beam has a solid circular cross section with 100 mm
radius, modulus of elasticityE5703109 Pa, modulus of ri-
gidity G526.323109 Pa, and 2700 kg/m3 density. The span
lengths are set atL154 m, L253.85 m. Two transverse
dampers,c15c25155.88 N-s/m, oriented out-of-plane are

placed atx154 m andx253 m. In addition, two torsional
dampers,c35c4577.94 N-s-m/rad, are placed atx15x2

51 m.
The span lengths were selected because they lead to two

modes having close natural frequencies and modal patterns
that are localized to one span, as will be seen. This occurs
becauseL25L1 gives a symmetric system, so that settingL2

slightly different fromL1 represents a small deviation from
symmetry of a system consisting of weakly coupled compo-
nents. As described by Pierre, Tang, and Dowell,12 one cause
of mode localization is weak coupling between two energy
depositories that deviate slightly from perfect symmetry. In
the present system, the energy depositories are the individual
spans, and the coupling is provided by their welded connec-
tion. ~An evaluation of the natural frequencies as a function
of L1 with L11L2 held fixed would show veering of the
eigenvalue loci, which often accompanies mode localization,
as shown by Chen and Ginsberg.13! Because the modes hav-
ing close natural frequencies also have regions of low modal
response, the selected values ofL1 and L2 lead to a strong
test of AMI’s capabilities.

To construct an analytical model of the system the trans-
verse deflection and torsional rotation of each beam are rep-
resented by Ritz series, with the associated Ritz coefficients
serving as generalized coordinates for the system. The ex-
pansions for beamn51 or 2 are given by

w~xn ,t !5(
j 51

NR

~Cw
~n!! j~qw

~n!! j ,

~1!

u~xn ,t !5(
j 51

NR

~Cu
~n!! j~qu

~n!! j .

A similar model was constructed by Zaki8 using monomial
functions, but they lead to numerical problems due to ill-
conditioning when the series length is increased beyondNR

55. For that reason, the eigenfunctions of a clamped-free
beam are used as the basis functions for both beams. These
are

~Cw
~n!! j5sinS a j

xn

Ln
D2sinhS a j

xn

Ln
D

2RjFcosS a j

xn

Ln
D2coshS a j

xn

Ln
D G , ~2!

FIG. 1. L-shaped frame cantilevered at both ends with attached dashpots.
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Rj5
sinh~a j !1sin~a j !

cosh~a j !1cos~a j !
, ~Cu

~n!! j5sinF ~2 j 21!pxn

2Ln
G . ~3!

The response data presented here were obtained by truncat-
ing each series atNR511. Bernoulli–Euler beam theory
gives functionals describing the kinetic and strain energy in
terms of w and u, while the Rayleigh dissipation function
depends onw andu at the dashpot locations. Substitution of
Eqs. ~1! into those expressions yields quadratic sums in the
generalized coordinates or velocities. A similar operation ap-
plied to the virtual work yields the generalized forces.
Lagrange’s equations then leads to a set of 4NR ordinary
differential equations for the Ritz series coefficients.

The Lagrange equations do not couple the motion of the
two beams. That effect is described by constraint conditions
enforcing continuity of transverse displacement, and of rota-
tion about the axis of each beam. It is required that

w~x15L1!5w~x25L2!,
~4!

]w

]x1
U

x5L1

52uux25L2
,

]w

]x2
U

x25L2

5uux15L1
.

Substitution of the Ritz series into the preceding leads to
three algebraic constraint equations that supplement the 4NR

Lagrange equations. The unknowns are the Ritz series coef-
ficients and three Lagrange multipliers. An elimination pro-
cess based on solving the constraint equations for three gen-
eralized coordinates reduces the system to a set of 4NR23
differential equations. These equations may be solved
through a state-space formulation for 8NR26 eigenvalues.
Heavy damping would lead to overdamped modes marked
by pairs of real eigenvalues. The more usual case is under-
damped modes, which correspond to pairs of complex con-
jugate eigenvalues. This is the situation for all modes of the

present system, so there are 4NR23 complex modes.
Figure 2 displays the eigenvalue properties. In addition

to displaying the undamped natural frequencies,Vk5ulku,
and modal damping ratios,zk52Re(lk)/ulku, the frequency
difference, Vk112Vk , and the average bandwidth,
2Re(lk11)2Re(lk) are plotted in order to assess the relative
closeness of adjacent modes. As noted in the discussion in
Part I, Eq.~10!, one can anticipate that the FRFs will exhibit
mode coupling whenever the frequency differenceVk11

2Vk is less than2Re(lk11)2Re(lk). This is the case for
modes 8 and 9. Also notable is the wide range of damping
ratios, which will be seen to significantly affect the data
analysis.

The present work assesses AMI’s performance when ap-
plied to synthetic FRF data describing the transverse dis-
placement and torsional rotation at four locations on each
beam:x151, x252, x353, andx454 m on beam 1 andx5

51, x652, x753, andx853.85 m on beam 2. Both beams
have the same displacement at their junction. As a result, the
data to be synthesized consists of fifteen impulse responses:
Seven displacements and eight rotations, which are grouped
to form a vector according to

$y~ t !%5@w1 w2 w3 w4 u1 u2 u3 u4 w5 w6 w7 u5 u6 u7 u8#T. ~5!

The FRF data will be a synthetic set mimicking an ex-
periment in which a transverse impulsive force is applied at
the first displacement point, soP51. The impulse responses
are obtained analytically by employing a modal transforma-
tion that leads to a set of uncoupled equations for the modal
generalized coordinates. The impulse response of a modal
coordinate has the general formjk5Ck exp(lkt), wherelk

are the modal eigenvalues and the participation factorsCk

depend on the modal coefficients for the drive point. The
modal coordinates are evaluated at a uniform increment of
time at a fixed sampling rateDt within a window 0<t
<tmax, based on sampling criteria discussed later. The state-
space modal transformation then yields a data set describing
the history of the unconstrained set of Ritz series coeffi-
cients. Values of the full set of Ritz series coefficients are
then obtained from the solution of the constraint equations.
Finally, the impulse responses of the$y% variables are ob-

tained by synthesizing the Ritz series, Eqs.~1!. Replacing the
series coefficients in Eqs.~1! with a state-space eigenvector
leads to the corresponding modal displacement pattern. De-
tails of each step of this analysis are provided by Ginsberg.11

The impulse response of each element of$y(tn)% is con-
taminated by white noise that is scaled relative to the peak
magnitude of that variable, according to

yj~ tn!corrupt5yj~ tn!1a max
n

~yj~ tn!!r jn , ~6!

where21,r jn,1 is a uniformly distributed random num-
ber anda is a constant that scales the random value to the
required fraction of signal amplitude~0.02 for the data ana-
lyzed here!. Fast Fourier transform~FFT! processing of the
contaminated impulse response data for eachj yields the
FRF H jP(v).

FIG. 2. Natural frequencies, modal damping ratios, frequency differences,
and average modal bandwidths for the first twenty modes of the frame.
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III. RESULTS

The objective here is to assess the capability of AMI
when the data has been sampled properly. Toward that end,
the time window in which the impulse responses are sampled
was set such that the slowest decaying complex modal coor-
dinate reduced to an amplitude not exceeding 1024 of its
maximum. This is attained iftmax.ln(104)/min(uRe(lk)u).
The sampling rate was set by the Nyquist criterion for the
highest natural frequency, which requiresDt
,p/max(uIm(lk)u). The values that were used aretmax

514.2 s andDt50.217 ms, which corresponds to 216 time
values for each displacement variable. The frequency re-
sponse data was truncated atv53800 rad/s, so the length of
a frequency data set processed by AMI was 8589 samples.

As previously described, the excitation index isP51.
Figure 3 showsH11(v), which is the noise-contaminated
FRF at the drive point. Only seven resonant peaks are easily
distinguished. For comparison, the noise-free analog in Fig.
4 shows ten peaks. However, eleven modes have natural fre-
quencies in the plotted frequency band. The discrepancy of
each figure between the number of peaks and the number of
in-band modes is readily explained. In the case of the ana-
lytical data, the expanded window shows only one peak in
the vicinity of modes 8 and 9. The missing peak is a combi-
nation of coupling of these modes, and poor excitation of one
of them, as will be seen. Figure 3 corresponds to superposi-
tion of white noise onto Fig. 4. The level of this noise is
comparable to the level of the resonant peaks above 2000
rad/s, resulting in masking of all high frequency peaks in the
data to be processed by AMI.

To better understand the masking effect of noise con-
sider the noise model invoked in Eq.~6!, in which the noise
amplitude in the time domain is constant and scaled by the
peak impulse response. In the frequency domain this repre-

sents white noise whose level in an FRF also is scaled pro-
portionately to the peak amplitude of the corresponding im-
pulse response. Because the noise level is essentially flat in
frequency, the signal-to-noise ratio ofH jP(v) in the vicinity
of a resonance peak is set by the magnitude of the corre-
sponding noise-free data. When the damping is light, so that
uRe(lk)u!Im(lk), a resonance is well approximated asv
5Im(lk). Combining Eqs.~4!, ~6!, and ~7! of Part I shows
the peak FRF to be

~H jP!peak' i
U jkUPk

zk
, ~7!

whereU jk is thekth modal coefficient for displacementj and
zk is the modal damping ratio. Thus, for a specified measure-
ment point~fixed j! the modesk having the lowest peaks are
those that are either the least responsive at the drive or mea-
surement point, or most heavily damped. The normal mode
functions for transverse displacement, which are presented
later, decrease significantly with increasing frequency. Fur-
thermore, Fig. 2 shows that modes 8 and 9 are the most
heavily damped, other than mode 1. Thus, the FRF contribu-
tions of the high-frequency modes may be expected in gen-
eral to be masked to a greater extent, with the effect espe-
cially noticeable for modes 8 and 9.

The FRF for the torsional rotation at the drive point,
H51(v), is depicted in Fig. 5, while Fig. 6 is the noise-free
version. These present a different picture, in that ten peaks
are evident even in the noisy data. Modes 8 and 9 are still
coupled, but the torsional modal responses atx51 meter on
the first beam is sufficient to exceed the added noise level.
Careful examination of the enlarged view in Fig. 6 shows
that there is a slight dimple in the coupled peak, which sug-
gests the presence of multiple modes, but this feature is com-
pletely masked by the noise. Most of the other FRFs are like

FIG. 3. Noise contaminated displacement FRF atx51 m on beam 1.

FIG. 4. Noise-free displacement FRF atx51 m on beam 1.

FIG. 5. Noise contaminated rotation FRF atx51 m on beam 1.

FIG. 6. Noise-free rotation FRF atx51 m on beam 1.

911J. Acoust. Soc. Am., Vol. 116, No. 2, August 2004 M. Allen and J. H. Ginsberg: Algorithm of mode isolation. II: Assessment



Fig. 3, in that the resonances above 2000 rad/s are masked.
However, a few show one or more peaks in the upper fre-
quency range. Typical of the latter is Fig. 7, which depicts
the torsional response atx52 meter on beam 2. Overall, the
first seven modal peaks occur in each FRF, but the number of
higher frequency modes that appear ranges between zero and
three.

Application of the first two stages of AMI to each FRF
yields multiple estimates of the eigenvalues in the range be-
low 3800 rad/s, at which the FRFs are truncated. Table I lists
the number of eigenvalues and corresponding mode numbers
obtained by processing each of the seven displacement FRFs
and eight rotation FRFs. It is not surprising, given the fact
that none of the FRFs display peaks at all eleven natural
frequencies in this range, that in no case did processing an
FRF give eleven eigenvalues. The first seven modes were
identified in each FRF. For the closely spaced pair of modes,
mode 8 was identified from a single FRF and mode 9 was
identified in only three FRFs.

Except for modes 8 and 9, the magnitude of the analyti-
cal eigenvalues are quite distinct, as evidenced by Fig. 2. In
those cases, averaging like eigenvalues identified in each
FRF is straightforward. In contrast, because of their close-
ness, merging the eigenvalue results for modes 8 and 9 poses
a dilemma, especially if one divorces themself from analyti-
cal knowledge of the eigenvalue structure. The difficulty
arises because no single FRF yielded both eigenvalues. Thus,

these modes are a manifestation of the discussion in Part I as
to whether eigenvalues obtained from different FRFs should
be averaged or kept distinct. The results obtained from the
four FRFs givingl8 or l9 are listed in Table II. One indica-
tion that the value obtained from FRF 5 does not belong to
the values obtained from FRFs 12 to 14 is the fact that its
real part deviates significantly from the other tabulated val-
ues. However, this difference might merely indicate that pro-
cessing the eigenvalue obtained from FRF 5 has a much
greater error than the other three. The question of whether to
merge these eigenvalues is addressed by the distinctiveness
criterion in Part I, Eq.~10!. The values ofulu obtained from
FRFs 12 to 14 are very close, with differences that are much
less than either2Re(l). Thus, the criterion is met by a large
margin, leading to the conclusion that these three values ofl
describe the same mode. In contrast, the largest average
bandwidth using the tabulatedl from FRF 5 and any other
FRF is 40.803 rad/s, while the smallest corresponding natu-
ral frequency difference 19.649 rad/s. The distinctiveness cri-
terion is met~barely! in this case, so the eigenvalue obtained
from FRF 5 is taken to be distinct from the others.

The statistics of the averaged imaginary parts of the ei-
genvalues are provided in Table III, while the corresponding
information for the real parts appears in Table IV. The largest
error in uIm(lk)u relative to the analytical value is 0.4% for
mode 8, but the average error for all modes is 0.04%. Also
note that the 21.7% error for Re(l8) is the largest, but the
average error for all Re(lk) is 3.7%. For both parts the stan-
dard deviation is a small fraction of the corresponding mean
value, especially for modes 1–7, which means that there was
little scatter in the individual values. Equation~4! in Part I
converts the eigenvalues to modal natural frequency and
damping ratio. The average errors are found to be 0.04% for
frequency and 3.7% for the damping ratios.~The fact that

FIG. 7. Noise contaminated rotation FRF atx52 m on beam 2.

TABLE I. Modes identified by processing each set of displacement data.
~Maximum number of modes is 11.!.

Displacement
data set

Identified modes

# Indices

~1! w1@x151 7 1–7
~2! w2@x152 7 1–7
~3! w3@x153 7 1–7
~4! w4@x154 7 1–7
~5! u1@x151 10 1–8, 10, 11
~6! u2@x152 9 1–7, 10, 11
~7! u3@x153 7 1–7
~8! u4@x154 9 1–7, 10, 11
~9! w5@x251 7 1–7
~10! w6@x52 7 1–7
~11! w7@x253 7 1–7
~12! u5@x251 10 1–7, 9, 10, 11
~13! u6@x252 9 1–7, 9, 10
~14! u7@x253 9 1–7, 9, 10
~15! u8@x253.85 8 1–7, 10

TABLE II. Identified eigenvalues for the 8th and 9th modes obtained by
processing individual FRFs.

FRF # Eigenvalue

5 222.87662490.838i
12 217.92762510.592i
13 217.15362511.112i
14 217.22162510.661i

TABLE III. Statistics of the identified natural frequencies.

Mode
number

uIm(l)u

Analytical
value Mean

Standard
deviation

1 68.008 68.005 0.0072
2 265.912 265.913 0.0022
3 386.325 386.332 0.0200
4 829.452 829.452 0.0008
5 1033.752 1033.754 0.0276
6 1697.012 1697.013 0.0047
7 1937.890 1937.912 0.0695
8 2479.743 2490.838 0.0000
9 2511.042 2510.788 0.2305
10 2995.661 2995.853 0.3833
11 3380.042 3380.367 0.4793
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these statistics are like those of the imaginary and real parts
of each eigenvalue is a consequence of the former being
much larger and more accurate than the latter.! This repre-
sents a substantial improvement over the previous AMI al-
gorithm. Zaki8 reported 1.73% average error in natural fre-
quency and 12.68% in damping ratio.~As described in the
Introduction, the system used by Zaki was slightly different,
so this is not a perfect comparison.!

The transverse displacement and torsional rotation for
the seven lowest frequency modes are depicted in Fig. 8; the
abscissa is the distance along the centerline measured from
the supported end of beam 1. Only the imaginary part of the
mode function is displayed because the real parts of the
mode functions are much smaller. For example, the most
highly damped mode is the first, with a modal damping ratio
of 0.0096. The ratio of the maximum imaginary part to the
maximum real part of the displacement in this mode is 120.
This ratio is substantially higher for the other modes.~It can
be proven that damped modal analysis of an undamped sys-
tem will lead to purely imaginary eigenvectors that match the
undamped modes. The dominance of the imaginary part of

the modal displacement here is a consequence of the small-
ness of the overall damping level.!

The two spans are nearly equal, but it is easier to inter-
pret the analytical modes if one first considers the case of
equal span lengths. The modes then would be either symmet-
ric or antisymmetric. The definition of positivew andu for
each span is such that a symmetric pattern would consist of a
function forw that is even with respect to the midspan, while
the function foru is odd. Thus, the odd numbered modes in
Fig. 8 are comparable to the symmetric modes, and the even
modes are like the antisymmetric modes. Increasing mode
number is marked by an increase in the number of inflection
points forw, but not foru. This is a consequence of the fact
that the beams are substantially stiffer in torsion than they
are in flexure, so that the lower natural frequencies of the
joined beams are well below the frequency at which either
beam resonates in torsion.

It is evident that the first seven modes obtained from
AMI are in close agreement with the analytical values. Even
the jump in the torsional rotation at the juncture of the beams
is captured. The seven displacement data points used to syn-
thesize the data for AMI give a good picture of the torsional
rotation for each mode in Fig. 8, and they adequately sample
the displacement pattern in the first five modes.

Figure 9 indicates that there also is good agreement be-
tween AMI’s identification and the analytical values of
modes 10 and 11, although it is evident that the analytical
modes have been undersampled. This figure also shows that
the differences between the identified and analytical modal
displacements are substantial for mode 8, while the discrep-
ancies for mode 9 are less severe. Not shown is the fact that
the AMI prediction for mode 8 has a real part that is not
small compared to the imaginary part. Furthermore, the iden-
tified real part shows an irregular pattern for both displace-
ment and torsional rotation. Modes 8 and 9 are the ones
whose natural frequencies are close, with significant damp-
ing, but another factor also is responsible for the errors in the
modes shapes. To recognize this consider the analytical mode
functions. In mode 8 there is little displacement in the left
span,x,4 m, and little torsional rotation in the right span.
This pattern is reversed for mode 9. Situations like this are
recognized as mode localization phenomena, described by
Pierre, Tang, and Dowell.12

The significance of the occurrence of mode localization

TABLE IV. Statistics of the identified modal decay rates.

Mode
number

2Re(l)

Analytical
value Mean

Standard
deviation

1 0.6565 0.6557 0.0080
2 0.1640 0.1641 0.0011
3 0.4826 0.4836 0.0040
4 0.2670 0.2670 0.0010
5 0.7935 0.7929 0.0146
6 0.6107 0.6115 0.0028
7 3.1205 3.0668 0.1123
8 18.7961 22.8759 0.0000
9 18.1254 17.4338 0.3496
10 5.3462 5.0665 0.5277
11 5.2109 4.7864 0.6445

FIG. 8. Imaginary part of the modal amplitudes, modes 1–7; analytical
value: , identified by AMI: s.

FIG. 9. Imaginary part of the modal amplitudes, modes 8–11; analytical
value: , identified by AMI: s.
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lies in Eq. ~7!. The excitation used to construct the present
data set was a transverse force atx51 m on the first span.
Examination of the displacement functions in Fig. 9 shows
that mode function 8 atx51 m is an order of magnitude
smaller than mode function 9. Hence, the lower frequency
mode is much more weakly excited. At most locations, the
8th modal response is masked by the noise, which is scaled
by the maximum displacement at that location, or else it is
dominated by the 9th modal response because of mode cou-
pling. The one FRF from which mode 8 was identified was
the torsional response atx51 m on the first span. Observe in
Fig. 9 that because of mode localization, the 9th modal re-
sponse is very weak along this span, thereby leaving an op-
portunity for mode 8 to appear.

For comparison purposes, the noise-contaminated FRF
data sets were analyzed using the rational fraction polyno-
mial ~RFP! method. This is an MDOF method in which an
FRF is represented as a ratio of polynomials in (iv). Clear-
ing the denominator leads to

H jP~v!(
k51

2N

bk~ iv!k5 (
k51

2N21

ak~ iv!k, ~8!

whereN is the system order for the data fit. When this ex-
pression is evaluated at many frequencies where the FRF
value is known, the result is a set of linear equations for the
ak andbk coefficients that are solved in a least-squares sense.
The eigenvalues and residues are readily obtained from these
coefficients. The RFP version that was implemented follows
the development provided by Maiaet al.,14 including the ap-
plication of orthogonal polynomials. This version concur-
rently processes all FRFs, thereby leading to a single global
estimate of the eigenvalues. However, numerical ill-
conditioning was found to occur when the full data set was
processed at the higher system orders. For this reason the full
frequency range was decomposed into three bands that con-
tained modes 1–5, 6 to 7, and 8–11, and the system order
was limited to be ten or less.

Because RFP requires an initial guess as to the number
of participitory modes, computations within each frequency
band were carried out with a range of guesses up to a maxi-
mum of ten. A stabilization chart15 was constructed to iden-
tify which modes were consistently identified. Figure 10
shows the stabilization chart for the frequency band contain-
ing modes 8–11. Like AMI, this implementation of RFP had

the greatest difficulty in this range. The marks in the chart
indicate the frequencies,ulku identified by RFP for each
model order from three to ten. The FRF that accompanies
these values is a composite obtained by adding the absolute
value of the fifteen individual FRFs at each frequency. It
serves to pictorially indicate where natural frequencies might
reside. At each peak no consistent pattern is observed, with
the scatter at the second and third peaks being quite substan-
tial. Also, the apparent convergence to an eigenvalue at 3800
rad/s should be ignored because it is at the limit of the fre-
quency band. Note that there is no system order at which the
stabilization chart indicates the presence of two modes in the
vicinity of 2500 rad/s, where modes 8 and 9 are situated.

Because of the limitation on the system order, no con-
sistent pattern was recognized. For this reason, the RFP re-
sults discussed here are for the model order that yielded es-
timated natural frequencies closest to the analytical values.
For the lower and upper frequency bands the best results
were obtained when the system order was set to nine, while
a system order of six gave the best results for modes 6 and 7.
For the first seven modes, RFP showed an average error in
Im(lk) of 0.22%, with a worst case of 1.2% for mode 1. The
corresponding errors for Re(lk) were 7.1% average, with a
worst case error of 24.8% for mode 2. Mode 8 was not de-
tected at all by RFP. For modes 9–11, the average error of
Im(lk) was 0.68% with a worst case of 1.36% for mode 11.
Mode 11 also had the largest error for Re(lk), at 60%, while
the average error of Re(lk) for these modes was 24%. These
statistics are substantially worse than those for AMI, as de-
scribed by Tables III and IV. Also, AMI did succeed in iden-
tifying mode 8.

IV. SUMMARY AND CONCLUSIONS

The performance of the linear-least-squares version of
AMI was tested with synthetic data derived from an analyti-
cal model of an elastic frame formed by joining two cantile-
ver beams at right angles. The frame is loaded out-of-plane,
so the welded connection couples flexure and torsion. The
synthetic response data were derived by using Ritz series to
represent the transverse displacement and torsional rotation.
The temporal response to a transverse impulse force at the
quarter-point of one span was obtained by applying state
space modal analysis. The impulse responses of the Ritz co-
efficients were discretely sampled, and used to synthesize the
transverse displacement and torsional rotation at eight cross-
sectional locations. Each impulse response was contaminated
be adding uniformly distributed random noise. The data then
was FFT processed to produce FRFs that were input to the
modified AMI. Generally, the best signal-to-ratios are ob-
tained at resonance peaks, which are the regions from which
AMI selects the data for its numerical fits. However, the
manner in which the white noise was scaled resulted in
masking the higher frequency resonance peaks in most FRFs.

The span lengths of the model were selected to be nearly
equal, which resulted in the occurrence of a pair of modes, 8
and 9, having close natural frequency and modal patterns
that are localized to one span. The damping of these modes
was sufficient to cause the individual resonant peaks to
merge, in the phenomenon known as modal coupling. The

FIG. 10. Stabilization chart corresponding to results from the RFP algorithm
for a range of model orders. Im(lk) obtained from RFP:s, composite FRF:

.
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role of noise was magnified by the localized nature of these
modes, which weakened the modal excitation of one and the
modal response of the other.

The frequency band that was processed contained eleven
modes. AMI identified the first seven modes when each of
the fifteen FRFs were processed, but the higher frequency
modes were sparsely identified because their contribution to
an FRF was masked by the added noise. The close localized
modes 8 and 9 were the most difficult to identify. Mode 8
was identified from only one FRF, while mode 9 was found
from three FRFs. The eigenvalue of mode 8 showed the
greatest discrepancy with the analytical value. Its imaginary
part, which is analogous to the damped natural frequency for
proportionally damped systems, had an error of 0.4%, while
its real part, which is the negative of the modal decay rate,
was 21.7% in error. The corresponding average errors for all
eleven modes were 0.04% for the imaginary part and 4% for
the real part.

The analytical mode shapes were depicted by plotting
the transverse displacement and torsional rotation depen-
dence on the distance along the cross-section centerline. The
discrete modal displacements and rotations extracted by AMI
were overlaid onto the analytical graphs. The agreement was
quite good, except for mode 8. The main features of the first
five modes were clearly discernible from the discrete pattern
identified by AMI. However, the higher frequency modal
patterns were undersampled because the locations selected
for the FRF data were too sparsely spaced. The error encoun-
tered in mode 8 was substantial, and indicated that the mode
was not essentially imaginary, which is unlike the corre-
sponding analytical mode function. The primary source of
the lower quality of this mode’s identification was shown to
be a combination of relatively high damping and low modal
response at the drive point.

An alternative identification of the eigenvalues was also
carried out using a global version of the rational fraction
polynomial~RFP! algorithm. RFP requires ana priori guess
as to the number of participitory modes. A range of guesses
was used to identify the system order giving the best results.
The average and worst case errors for both parts of the ei-
genvalues were found to be substantially larger than the er-
rors encountered with AMI. Also, RFP did not identify mode
8. In a separate computation, not reported here, RFP was
applied to the noise-free FRFs. This yielded excellent agree-
ment for all eigenvalues, including that for mode 8. This
observation suggests that RFP is more sensitive to noise than
is AMI.

The results presented here indicate that the current ver-
sion of AMI algorithm is capable of accurate system identi-

fication in the presence of extreme noise and modal cou-
pling. At the same time, modes that are weakly excited were
found to be more difficult to identify, because they were
barely discernible relative to the noise floor. In this sense,
AMI is like other techniques that process response data de-
rived from a single excitation. One can anticipate that exten-
sion of AMI to process simultaneously response data ob-
tained from several excitations would address this
shortcoming.
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In this note we give a simple straightforward method for obtaining, in closed form, the expansion
coefficients in the solution of a basic acoustic problem with symmetry, the baffled vibrating
membrane. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1771612#

PACS numbers: 43.40.Rj, 43.20.Rz@MO# Pages: 916–917

In his 1930 paper with like title based on Rayleigh’s
work1 and on the symmetry of the problem Backhaus2 makes
the following ansatz in spherical coordinates for calculating
the sound produced by a vibrating disk, that is embedded in
an infinite rigid screen~see Fig. 1!:

F~r ,u!5eivt (
n50

`

A2nh2n
~2!~kr !P2n~cosu! ~1!

~symbols have their customary meaning!.
The absence of odd Legendre polynomialsP2n11(cosu)

and of any azimuthal dependence is dictated by symmetry
while the appearance of the spherical Hankel functions of the
second kind guaranties for the fulfillment of Sommerfeld’s
radiation condition.~We shall drop the harmonic time depen-
dence.!

The main part of Backhaus’ 35-page paper is dedicated
to the determination of the unknown arbitrary expansion co-
efficientsA2n , which in turn render the solution of the prob-
lem. Again, symmetry is applied to this simple generator of
sound, which is thought of as a circular disk of radiusa
uniformly loaded with point sources that produce spherical
waves and thus deliver to the axis of the system the com-
bined amplitude:

F0~r !5
1

a E0

a eikR

R
y dy, ~2!

the factor 1/a assuring the freedom of dimensions.
Setting the distanceR from a source located at radiusy

on the disk to an axial point atr equal toAr 21y2 and ob-
serving thatR dR5y dy, this integral can readily be per-
formed, yielding

F0~r !5
2 i

ak
~e2 ikAa21r 2

2e2 ikr !, ~3!

whereas Eq.~1! renders on axis~u5p/2! for the same am-
plitude the expression

F0~r !5FS r ,
p

2 D5 (
n50

`

A2nh2n
~2!~kr !P2n~0!. ~4!

In a lengthy procedure Backhaus succeeds to extract the
desired coefficients by comparing these two last equations.

It is our purpose in this note to show a simpler and
swifter way toward this goal. The rendition of the coeffi-
cients in closed form has computational and didactic impli-
cations that justify, we trust, publication.

The essence of our procedure is the reversal of that of
Bachhaus. We start by expanding first the integrand of Eq.
~2! and performing the integration and comparison thereafter.

The well-known addition theorem, valid foruyeiuu,ur u
~see, e.g., Watson3!,

e2 ikX

X
52 ik (

m50

`

~2m11! j m~ky!hm
~2!~kr !Pm~cosu!,

~5!

with

X5Ar 21y222ry cosu,

gives us the expanded integrand upon specifying cosu50,
i.e., u5p/2, namely,

e2 ikR

R
52 ik (

m50

`

~2m11! j m~ky!hm
~2!~kr !Pm~0!. ~6!

Integrating both sides of Eq.~6! with regard toy such that
the left-hand side equals Eq.~3! while the right hand side
yields

(
n50

`

Anhn
~2!~kr !Pn~0!, with

An5
2 i

ak
~2n11!E

0

1

j n~aky!y dy. ~7!

As mentioned before, odd Legendre polynomial are un-
suited and, indeed, P2n11(0)50, whereas P2m(0)
522m( m

2m) so that our final result is the integral in Eq.~7!,
which we shall discuss in a slightly changed and more con-
venient form:

Zn~z!5
iz

2n11
3An5E

0

1

j n~zy!y dy. ~8!

a!Current address: Sekr. TA 7, Technical University of Berlin, Institute of
Technical Acoustics, Einsteinufer 25, 10587 Berlin, Germany; Electronic
mail: berndt.zeitler@tu-berlin.de

b!Current address: Fritz-Haber-Institut der Max-Planck-Gesellschaft, Fara-
dayweg 4-6, 14195 Berlin, Germany; Electronic mail: zeitler@fhi-
berlin.mpg.de

916 J. Acoust. Soc. Am. 116 (2), August 2004 0001-4966/2004/116(2)/916/2/$20.00 © 2004 Acoustical Society of America



The integral can be seen as a Mellin transform of the
Bessel function and found as such in standard tables~e.g.,
Ref. 4! or can be gained by integrating memberwise the
power series of the Bessel function, which again leads to the
hypergeometric function

Zn~z!5
1

~n12!S 3

2D
n

S z

2D n

1F2S n

2
11;

n

2
12,n1

3

2
;

2z2

4 D .

~9!

The hypergeometric function consists of one cosine term
and of one sine term, both multiplied by finite algebraic ex-
pressions of negative powers of the argument, and one con-
stant dc term. Finally, best of all, many symbolic math pro-

grams can handle this function as exemplified by the
following table. It displays theMATHEMATICA output5 of
Zn(z) normalized such that the constant term is unity, which
is in agreement with the corresponding list of Backhaus:2

Z0~z!512cosz,

Z2~z!511
1

2
cosz2

3

2

sinz

z
,

Z4~z!512
3

8
~1235z22!cosz1

15

4 S 12
7

2
z22D sinz

z

Z6~z!511
5

16
~12189z2212079z24!cosz

1
105

16
~1242z22199z24!

sinz

z
.
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Equal-loudness-level contours provide the foundation for theoretical and practical analyses of
intensity-frequency characteristics of auditory systems. Since 1956 equal-loudness-level contours
based on the free-field measurements of Robinson and Dadson@Br. J. Appl. Phys.7, 166–181
~1956!# have been widely accepted. However, in 1987 some questions about the general
applicability of these contours were published@H. Fastl and E. Zwicker, Fortschritte der Akustik,
DAGA ’87, pp. 189–193 ~1987!#. As a result, a new international effort to measure
equal-loudness-level contours was undertaken. The present paper brings together the results of 12
studies starting in the mid-1980s to arrive at a new set of contours. The new contours estimated in
this study are compared with four sets of classic contours taken from the available literature. The
contours described by Fletcher and Munson@J. Acoust. Soc. Am.5, 82–108~1933!# exhibit some
overall similarity to our proposed estimated contours in the mid-frequency range up to 60 phons.
The contours described by Robinson and Dadson exhibit clear differences from the new contours.
These differences are most pronounced below 500 Hz and the discrepancy is often as large as 14 dB.
© 2004 Acoustical Society of America.@DOI: 10.1121/1.1763601#

PACS numbers: 43.50.Ba, 43.50.Qp, 43.66.Cb@DKW# Pages: 918–933

I. INTRODUCTION

The loudness of a sound strongly depends on both the
sound intensity and the frequency spectrum of a stimulus.
For sounds such as a pure tone or a narrow-band noise, an
equal-loudness-level contour can be defined. This contour
represents the sound pressure levels of a sound that give rise
to a sensation of equal-loudness magnitude as a function of
sound frequency. The equal-loudness-level contours are so
foundational that they are considered to reveal the frequency
characteristics of the human auditory system.

Many attempts have been made to determine equal-
loudness-level contours spanning the audible range of hear-
ing. The earliest measurements of equal-loudness-level con-
tours were reported by Kingsbury~1927!. Those
measurements were obtained under monaural listening con-
ditions and were relatively limited. Although equal-loudness
relations can be measured in a free field, in a diffuse field,
and under earphone listening conditions, most of the pub-
lished equal-loudness-level contours have been measured ei-
ther under binaural listening conditions or under conditions
relative to a free field. The first complete set of equal-
loudness-level contours obtained under binaural listening
conditions and given relative to free-field listening was made
by Fletcher and Munson~1933!. Their pioneering study was
followed by studies measuring contours by Churcher and

King ~1937!, Zwicker and Feldtkeller~1955!, and Robinson
and Dadson~1956!. The contours measured by Robinson and
Dadson~1956! were adopted as an international standard for
pure tones heard under free-field listening conditions~ISO/R
226, 1961; ISO 226, 1987!; they have been widely accepted.

In recent years there has been renewed interest in equal-
loudness-level contours. This interest was triggered by a re-
port from Fastl and Zwicker~1987! who noted marked de-
partures from the contours specified by Robinson and
Dadson~1956! in the region near 400 Hz. Subsequently, the
deviations found by Fastl and Zwicker~1987! have been
confirmed by many investigators~Betke and Mellert, 1989;
Suzukiet al., 1989; Fastlet al., 1990; Watanabe and Møller,
1990; Poulsen and Thøgersen, 1994; Lydolf and Møller,
1997; Takeshimaet al., 1997; Bellmann et al., 1999;
Takeshimaet al., 2001, 2002!. Specifically, all of the new
data show that at frequencies below about 800 Hz equal-
loudness levels are higher than the levels measured by Rob-
inson and Dadson~1956!; one example of this is the level
differences of loudness levels of 40 phons which record dif-
ferences from 12.7 to 20.6 dB at the frequency of 125 Hz.
Figure 1 illustrates the extent of this discrepancy. Here the
40-phon contour measured by Robinson and Dadson~1956!
is compared with data obtained from recent studies. Clearly,
in the low-frequency region all the newer data deviate sys-
tematically from the equal-loudness-level contour based on
Robinson and Dadson’s data. Possible causes of the differ-
ence are discussed in Sec. IV. Such marked deviations are
not only of theoretical importance, they also have practical
implications. For example, the current A-weighting for sound
level meters is based on the equal-loudness-level contour at
40 phons.

a!Portions of this article were presented at InterNoise 2000 in Nice, France,
August 2000@Suzukiet al., Proc. InterNoise 2000, pp. 3664–3669~2000!#
and the 143rd Meeting of the Acoustical Society of America in Pittsburgh,
PA, June 2002@Y. Suzuki and H. Takeshima, J. Acoust. Soc. Am.111~5! Pt.
2, 2468~2002!#.

b!Electronic mail: yoh@riec.tohoku.ac.jp
c!Electronic mail: takesima@cc.sendai-ct.ac.jp
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Given the marked and consistent deviations obtained by
the newer data, an attempt has been made to establish a new
set of equal-loudness-level contours. Section II of this paper
provides a brief review of equal-loudness relations measured
for pure tones. Data from this overview are analyzed and
evaluated to help establish new equal-loudness-level con-
tours. The results are compared with those reported in four

classic studies~Fletcher and Munson, 1933; Churcher and
King, 1937; Zwicker and Feldtkeller, 1955; Robinson and
Dadson, 1956!. In Sec. III a new set of equal-loudness-level
contours that span a wide range of frequencies and levels is
introduced. A loudness function that provides a good account
of the data~Takeshimaet al., 2003! is utilized. In this paper,
we focus on contours for pure tones under free-field listening
conditions that represent the average judgment of otologi-
cally normal persons.

II. A BRIEF REVIEW OF STUDIES OF EQUAL-
LOUDNESS-LEVEL CONTOURS AND THRESHOLDS
OF HEARING

A. Equal-loudness-level contours

This section gives an overview of all published studies
of equal-loudness-level contours. Our analysis provides a ba-
sis for selecting basic data to use for constructing a new set
of equal-loudness-level contours. Table I lists 19 studies in
chronological order.

Although our aim is to establish new equal-loudness-
level contours under free-field listening conditions, in several
studies equal-loudness levels at low frequencies were mea-
sured in a pressure field obtained by using a small room
installed with a number of loudspeakers on each of the walls
and the ceiling. These loudspeakers are driven in phase so

FIG. 1. Equal-loudness-level contour of 40 phons for pure tones. The solid
lines represent the contour measured by Robinson and Dadson~1956!,
which were adapted as an international standard, ISO R/226~1961! and ISO
226 ~1987!. Symbols show the experimental data collected since 1983.

TABLE I. Studies on the equal-loudness-level contours and their important experimental conditions. FF: free field, PF: pressure field, MA: method of
adjustment, CS: method of constant stimuli, RMLSP: randomized maximum likelihood sequential procedure~Takeshimaet al., 2001!, and CP: category
partitioning procedure.

Year Researchers
Listening
condition

No. of
subjects~age! Method

Reference tone
frequency~level!

Test tone
frequency~Hz!

1927 Kingsbury Earphone 22~unspecified! MA 700 Hz ~fix! 60–4000
1933 Fletcher–Munson Earphone with

FF correction
11 ~unspecified! CS 1 kHz~variable! 62–16 000

1937 Churcher–King FF 10~unspedified! CS 1 kHz~fix! 54–9000
1955 Zwicker–Feldtkeller Earphone with

FF equalizer
8 ~unspecified! Modified

Békésy
1 kHz ~fix! 50–16 000

1956 Robinson–Dadson FF 90~16–63!/
30 ~ave. 30!

CS 1 kHz
~variable!

25–15 000

1972 Whittleet al. PF 20~ave. 20! CS higher freq.
~fix!

3.15–50

1983 Kirk PF 14~18–25! RMLSP 63 Hz~fix! 2–63
1984 Møller–Andresen PF 20~18–25! RMLSP 63 Hz~fix! 2–63
1989 Betke–Mellert FF 13–49~17–25! CS 1 kHz~fix! 50–12 500
1989 Suzukiet al. FF 9–32~19–25! CS 1 kHz~fix! 31.5–16 000
1990 Fastlet al. FF 12 ~21–25! CS 1 kHz~fix! 100–1000
1990 Watanabe–Møller FF 10–12~18–30! Bracketing 1 kHz~fix! 25–1000
1994 Müller–Fichtl Open

headphones
8 ~21–25! CP — 62.5–10 000

1994 Poulsen–Thøgersen FF 29~18–25! Bracketing 1 kHz~fix! 1000–16 000
1997 Lydolf–Møller FF 27~19–25! RMLSP 1 kHz~fix! 50–1000

PF 27~19–25! RMLSP 100 Hz~fix! 20–100
1997 Takeshimaet al. FF 9–30~19–25! CS 1 kHz~fix! 31.5–12 500
1999 Bellmannet al. FF 12 ~unspecified! Adaptive

1up–1down
1 kHz ~fix! 100–1000

PF 12~unspecified! Adaptive
1up–1down

100 Hz ~fix! 16–160

2001 Takeshimaet al. FF 7–32~18–25! RMLSP 1 kHz~fix! 50–16 000
2002 Takeshimaet al. FF 21 ~20–25! RMLSP 1 kHz~fix! 1000–12 500
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that no energy could flow in the room. They are Whittleet al.
~1972!, Kirk ~1983!, Møller and Andresen~1984!, Lydolf
and Møller~1997!, and Bellmannet al. ~1999!. These studies
are also included in Table I because at frequencies lower than
a few hundred Hertz equal-loudness levels of pure tones
measured in a free field are consistent with those measured in
a pressure field~Lydolf and Møller, 1997!.

Of the 19 studies listed in Table I, we suggest that three
studies~Kingsbury, 1927; Whittleet al., 1972; Müller and
Fichtl, 1994! be excluded as candidates for the basic data.
Kingsbury ~1927! measured equal-loudness levels under
monaural listening conditions with a telephone receiver.
However, the levels measured were not calibrated relative to
the levels in a free field. Although Whittleet al. ~1972! made
their measurements in a pressure field, equal-loudness levels
at 3.15, 6.3, 12.5, and 25 Hz were obtained with reference
tones set at 6.3, 12.5, 25, and 50 Hz. No comparison was
made to a 1-kHz reference tone. As a result of this shortcom-
ing, the equal-loudness levels they measured cannot be ex-
pressed directly in phons. Finally, in Mu¨ller and Fichtl
~1994! the loudness of the pure tones was based on the cat-
egory partitioning procedure. In this procedure, loudness was
judged by two successive scalings. First, subjects judge loud-
ness by choosing from seven categories ranging from ‘‘noth-
ing heard’’ to ‘‘painfully loud.’’ Then when a subject chose
one of the six categories other than ‘‘nothing heard,’’ the
same stimulus was presented once more and the subject was
asked to judge the loudness on a more finely subdivided
scaling which consisted of five steps for the ‘‘painfully loud’’
category and ten steps for the other five ‘‘middle’’ categories
from ranging ‘‘very soft’’ to ‘‘very loud.’’ Using this tech-
nique, the loudness of a pure tone is recorded as an integer
ranging from 0~nothing heard! to 55~painfully loud!. Equal-
loudness-level contours are based on these categorized
loudness-related values. Unfortunately, category-scaling pro-
cedures are easily influenced by context effects such as
stimulus spacing, frequency of stimulus presentation, stimu-
lus range, and stimulus distribution~Gescheider, 1997!. The
degree of these context effects cannot be assessed because no
paired-comparison data were obtained.

Figure 2 shows the equal-loudness-level data from the
studies listed in Table I excluding the results of Kingsbury
~1927!, Whittle et al. ~1972!, and Müller and Fichtl~1994!.
Four studies, Fletcher and Munson~1933!, Churcher and
King ~1937!, Zwicker and Feldtkeller~1955!, and Robinson
and Dadson~1956!, proposed a complete set of equal-
loudness-level contours whereas the remaining studies re-
ported only measured equal-loudness levels. Results from
the individual studies are given by the symbols; the curves
represent the four sets of equal-loudness-level contours. Ow-
ing to their importance, these four sets of contours are re-
ferred to asclassic equal-loudness-level contours, whereas
the studies published since 1983 are referred to asrecent
experimental data.

In spite of some differences among the results of the
various studies, Fig. 2 makes it clear that most of therecent
data sets exhibit similar trends. By comparison, none of the
four sets ofclassic contours coincide acceptably over the
whole range of frequencies and levels with the recent data.

The four sets ofclassiccontours show both similarity and
dissimilarity to these data sets. Thus therecentdata are com-
pared with theclassiccontours more in detail. It is notable
that the three sets ofclassiccontours apart from that of Rob-
inson and Dadson~1956! agree remarkably well with the
recentdata at 20 phons. Moreover, the agreement between
therecentdata and theclassiccontours of Fletcher and Mun-
son ~1933! is quite good at 60 phons and below; at higher
loudness levels the contours of Fletcher and Munson~1933!
become progressively flatter than therecentdata value. At
the 100-phon level the difference at 25 Hz amounts to 30 dB.
Between 60 and 90 phons theclassiccontours of Churcher
and King ~1937! and Zwicker and Feldtkeller~1955! also
tend to be flatter in the low-frequency region than therecent
data values. Another conflict between therecentdata and the
classiccontours of Zwicker and Feldtkeller~1955! is evident
at 4 kHz. In this frequency region, the contours of Zwicker
and Feldtkeller~1955! are inconsistent with both therecent
data and the other threeclassiccontours. Unlike all the other
studies, the contours reported by Zwicker and Feldtkeller
~1955! do not exhibit a dip in the 4-kHz region. Finally, in
the low-frequency region below 1 kHz almost all of there-
cent data are located well above the contours proposed by
Robinson and Dadson~1956!. Moreover, between 20 and 80
phons the differences are often greater than 14 dB. Based on
these observations, it is clear that the discrepancies both
among theclassiccontours and between theclassiccontours
and therecent data can be considered non-negligible and
systematic. Consequently, we decided to use therecentdata
to estimate a new set of equal-loudness-level contours. We
would then be able to critically compare the classic and new
equal-loudness levels as contours.

The recentdata show certain variance among the stud-
ies. The most marked discrepancies can be seen in the data
by Fastlet al. ~1990!. The deviations are most pronounced at
the 30- and 50-phon levels~filled squares!. A possible expla-
nation for the deviation between these results and our esti-
mated contours can be found in the results of Gabrielet al.
~1997! and Takeshimaet al. ~2001!. These latter studies
showed that when the method of constant stimuli is used a
strong range effect may bias the results toward the central
level of the variable stimuli. In the study by Fastlet al.
~1990! the central levels were set to the equal-loudness-level
contours calculated by Zwicker~1958!: At 125 Hz the central
levels applied by Fastlet al. ~1990! were 40.2 dB at 30
phons, 57.6 dB at 50 phons, and 76.5 dB at 70 phons. These
levels are considerably lower than the loudness levels in the
other recent studies. Another data set that requires closer
scrutiny is the one obtained from the results of Watanabe and
Møller ~1990!. According to Møller and Lydolf~1996! this
data~filled diamonds! may have been biased towards higher
sound pressure levels because, in the bracketing procedure
used, the initial level was invariably set at 15 to 20 dB above
the expected equal-loudness levels reported by Robinson and
Dadson~1956!. Despite these caveats, the data from the two
studies do not show extreme variation from the otherrecent
data. We therefore decided to include all of therecentdata in
the determination of a new set of equal-loudness-level con-
tours.
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B. Threshold of hearing

It is natural to draw a hearing threshold curve as a lower
limit of audibility on a figure of equal-loudness-level con-
tours; the threshold of hearing is also useful in estimating the
new equal-loudness-level contours described in the follow-
ing sections. Table II lists studies of the threshold of hearing
for pure tones in chronological order. In most of the studies
listed in Table II, equal-loudness relations were measured at
the same time and are thus also listed in Table I. Studies
other than those listed in Table I are Teranishi~1965!, Brink-
mann ~1973!, Vorländer ~1991!, Betke ~1991!, Takeshima
et al. ~1994!, and Poulsen and Han~2000!. The data concern-
ing the threshold of hearing from all of the studies listed in
Table II are shown in Fig. 3. In the figure, threshold curves
reported with the four sets ofclassic equal-loudness-level
contours are also drawn. It should be noted, however, that the
curve of the threshold of hearing is not always regarded as an
equal-loudness-level contour~Fletcher and Munson, 1933;
Hellman and Zwislocki, 1968; Buuset al., 1998!.

As seen from Fig. 3, the data concerning the threshold of
hearing are similar across the recent studies and fit well with
the threshold curve of Robinson and Dadson~1956! while
the other three curves, Fletcher and Munson~1933!,
Churcher and King~1937!, and Zwicker and Feldtkeller
~1955!, deviate from the recent threshold data and the curve
by Robinson and Dadson~1956! under 1 kHz.

III. DERIVATION OF A NEW SET OF
EQUAL-LOUDNESS-LEVEL CONTOURS

The review carried out in Sec. II clearly indicates that a
new set of equal-loudness-level contours needs to be drawn.
The experimental measures of the equal-loudness relation re-
ported in the 12recentstudies are given in Fig. 2 as discrete
points along the frequency and sound pressure level axes. If
the equal-loudness-level contours are drawn simply, by using
a smoothing function across frequency at each loudness
level, then the contours do not exhibit an acceptable pattern
of parallel displacement. To achieve that goal, the smoothing

FIG. 2. Equal-loudness-level contours for pure tones. The four lines in each panel represent the contour reported by Fletcher and Munson~1933!, by Churcher
and King ~1937!, by Zwicker and Feldtkeller~1955!, and by Robinson and Dadson~1956!. The symbols are the experimental data of therecentstudies
reported since 1983. In the legend, PF means that the study was carried out under pressure-field listening condition.
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process must be performed in a two-dimensional plane that
takes into account both the frequency and sound pressure
level axes. Fletcher and Munson~1933! produced functions
for their discrete data values by first plotting the measured
relation between loudness level and sound pressure level at

each of their ten test frequencies and then fitting a smooth
curve to each of the measured data sets. The ten data sets
enabled a family of equal-loudness-level contours to be
drawn. Based on the presumption that the equal-loudness-
level contours were related to the underlying hearing mecha-
nism, Fletcher and Munson~1933! hypothesized that these
contours should be smooth and parallel. Robinson and Dad-
son~1956! applied a similar approach to the analysis of their
data values. They used a second-order polynomial fit to ob-
tain the relations between loudness level and sound pressure
level at each of their 13 test frequencies.

In the present study, equal-loudness-level contours are
obtained by making use of the established loudness-intensity
relation, a compressive relation shown to be approximately
compatible with recent measures of the nonlinear input–
output response of the basilar membrane~Schlauchet al.,
1998; Yates, 1990; Florentineet al., 1996; Buus and Floren-
tine, 2001a,b!. Our procedure makes it possible to parametri-
cally derive a set of equal-loudness-level contours over the
measured range of loudness levels from 20 to 100 phons.

A. Loudness functions suitable for representing the
equal-loudness relation

At moderate to high sound pressure levels, the growth of
loudness is well approximated by Stevens’s~1953, 1957!
power law in the form

S5ap2a, ~1!

wherep is the sound pressure of a pure tone,a is a dimen-
sional constant,a is the exponent, andS is the perceived
loudness. However, Stevens’s power law cannot describe the
deviation of the loudness function from power-law behavior

TABLE II. Studies on the threshold of hearing for pure tones under free-field listening condition and their important experimental conditions.~FF: free field,
PF: pressure field!

Year Researchers
Listening
condition

No. of
subjects~age! Method

Frequency
range~Hz!

1927 Kingsbury Earphone 22~unspecified! unspecified 60–4000
1933 Fletcher–Munson Earphone with

FF correction
11 ~unspecified! Bracketing method 62–16 000

1937 Churcher–King FF 10~unspecified! unspecified 54–6400
1955 Zwicker–Feldtkeller Earphone with

FF equalizer
8 ~unspecified! Békésy tracking 50–16 000

1956 Robinson–Dadson FF 51~ave. 20!a Bracketing method 25–15 000
1965 Teranishi FF 11~18–24!b Bracketing method 63–10 000
1973 Brinkmann FF 9–56~18–30! Bracketing method 63–8000
1989 Suzukiet al. FF 31 ~19–25! Bracketing method 63–12 500
1990 Fastlet al. FF 12 ~21–25! Ascending method 100–1000
1990 Watanabe–Møller FF 12~18–30! Bracketing method 25–1000
1991 Betke FF 16–49~18–25! Bracketing method 40–15 000
1991 Vorländer FF 31~18–25! Bracketing method 1000–16 000
1994 Poulsen–Thøgersen FF 29~18–25! Bracketing method 1000–16 000
1994 Takeshimaet al. FF 10–30~19–25!c Bracketing method 31.5–16 000
1997 Lydolf–Møller FF 27~19–25! Ascending method 50–8000

PF 27~19–25! Ascending method 20–100
2000 Poulsen–Han FF 31~18–25! Bracketing method 125–16 000
2001 Takeshimaet al. FF 7–32~18–25! Bracketing method 31.5–16 000
2002 Takeshimaet al. FF 21 ~20–25! Bracketing method 1000–12 500

a120 subjects below 2000 Hz.
b51 subjects with wide range of age~18–64 years old! participated in his experiments.
cExcluding the results of the experiments~EX1 and EX2! which have been reported in Suzukiet al. ~1989!.

FIG. 3. Thresholds of hearing for pure tones. The four lines represent the
threshold curve reported by Fletcher and Munson~1933!, by Churcher and
King ~1937!, by Zwicker and Feldtkeller~1955!, and by Robinson and Dad-
son ~1956!. In the legend, PF means that the study was carried out under
pressure-field listening condition.

922 J. Acoust. Soc. Am., Vol. 116, No. 2, August 2004 Y. Suzuki and H. Takeshima: Equal-loudness-level contours



below about 30 dB HL~see, e.g., Hellman and Zwislocki,
1961; Scharf and Stevens, 1961!. As a result, several modi-
fications of Stevens’s power law have been proposed. In the
late 1950s a number of authors~Ekman, 1959; Luce, 1959;
Stevens, 1959! suggested that the power law could be rewrit-
ten in the form

S5a~p22pt
2!a, ~2!

wherept is the threshold of hearing in terms of sound pres-
sure. Later on, Zwislocki and Hellman~1960! and Lochner
and Burger~1961! also proposed modifications. In these lat-
ter modifications, the relation between loudness and sound
pressure is given by the equation

S5a~p2a2pt
2a!. ~3!

The difference between Eqs.~2! and ~3! lies in the do-
main where the subtraction is executed. In Eq.~2! a constant
corresponding to the threshold is subtracted in the stimulus
domain, whereas in Eq.~3! a constant corresponding to the
threshold loudness is subtracted in loudness domain~Hell-
man, 1997!. When p5pt , both Eqs.~2! and ~3! yield a
threshold loudness of zero.

Zwicker ~1958! considered that a power law stands be-
tween the sum of the excitation evoked by a sound and the
internal noise and the sum of the specific loudness of the
sound and the internal noise. By solving this equation, he
derived the following specific loudness function:

S5a$~p21Cpt
2!a2~Cpt

2!a%, ~4!

whereC is the noise-to-tone energy ratio required for a just
detectable tone embedded in the internal masking noise. In
1965 Zwislocki introduced the internal noise into Eq.~3!,
resulting in a function that predicts the total loudness of a
pure tone in quiet and in noise. The form of Zwislocki’s
~1965! equation for loudness functions is similar to the one
obtained for the specific loudness function in Eq.~4!. Unlike
Eqs. ~2! and ~3!, the threshold loudness given by Eq.~4! is
greater than zero.

Zwicker and Fastl~1990! further modified Eq.~4! to set
the loudness at threshold to be zero, resulting in the follow-
ing equation for specific loudness function:

S5a@$p21~C21!pt
2%a2~Cpt

2!a#. ~5!

Above 30 dB HL, the modifications in Eqs.~2!–~5! as-
ymptotically approach Stevens’s power law in Eq.~1!. How-
ever, none of the equations describe the mid-level flattening
claimed in recent studies of loudness growth~Allen and
Neely, 1997; Neely and Allen, 1997; Buus and Florentine,
2001a,b!, but they are probably sufficiently precise for
present purposes and have the advantage of having few free
parameters to fit.

Takeshimaet al. ~2003! examined which loudness func-
tion is the most appropriate to describe the equal-loudness
relation between two pure tones with different frequencies.
First, they measured equal-loudness levels of 125-Hz pure
tone from 70 phons down to 5 phons. Then fitted the experi-
mental data to the above-mentioned five loudness functions.
Figure 4 shows the results~Takeshimaet al., 2003!. Equa-
tions ~1! and ~2! clearly showed poorer performances. The

other three were well able to explain the equal-loudness re-
lation down to 5 phons. The goodness of fit for these three
functions did not differ significantly. Takeshimaet al. ~2003!
further concluded that the number of parameters of Eq.~3! is
less than the other two and free from the estimation of the
parameterC, which represents the level of the intrinsic noise
which suggests Eq.~3! is the most appropriate for present
purposes. Since estimation ofC is often unstable in the fit-
ting of the three parameters with the available data, estima-
tion of equal-loudness contours with Eq.~4! or ~5! would be
extremely problematic.

When loudness growth is expressed by use of Eq.~3!,
the following limitation should be noted. Equation~3! as-
sumes the loudness at threshold of hearing to be zero. This is
inconsistent with experimental data where the loudness at
threshold of hearing is not zero~e.g., Hellman and Zwis-
locki, 1961, 1964; Hellman and Meiselman, 1990; Hellman,
1997; Buuset al., 1998!. Moreover, loudness at threshold is
not zero but dependent on frequency as shown in the data of
Hellman and Zwislocki~1968!, Hellman ~1994!, and Buus
and Florentine~2001a!. Equation ~4!, and among the five
only this equation, can account for these experimental re-
sults. However, as mentioned above, the fitting of this equa-
tion in our preliminary examination often resulted in un-
stable estimation. As seen from Fig. 4, Eqs.~3! and ~4!

FIG. 4. Equal-loudness-relation curves derived from Eqs.~1! and ~5!, re-
spectively. Open circles in each panel show equal-loudness levels of 125-Hz
pure tones measured by the randomized maximum likelihood sequential
procedure. The solid lines in each panel are the best fitting curves of each
loudness function to the experimental data. RSS means the residual sum of
squares in the fitting process of the nonlinear least squares method. This
figure is a reprinting of Fig. 2 in Takeshimaet al. ~2003!.
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resemble each other and acceptably coincide at and above 10
phons and we are encouraged that the fitting to Eq.~3! was
quite stable. Furthermore, experimental data for the equal-
loudness levels are available only at and above 20 phons.
Therefore, in the present study, we adopt Eq.~3! for further
consideration.

B. Derivation of equations describing the
equal-loudness relation

As noted above in Sec. III A, Eq.~3! is used for the
loudness function. Here, the authors assume thata anda are
dependent on frequency since this makes the residual sum of
squares in the fitting process much less than with a constant
a anda. Thus, over the loudness ranges of interest the terms
a anda in Eq. ~3! at frequencyf are denoted asaf anda f .
When the loudness of anf -Hz comparison tone is equal to
the loudness of a reference tone at 1 kHz with a sound pres-
sure ofpr , then the sound pressure ofpf at the frequency of
f Hz is given by the following function:

pf
25

1

U f
2 $~pr

2ar2prt
2ar !1~U fpf t!

2a f%1/a f , ~6!

where suffixesr andf indicate that the parameters denote the
sound pressure for the 1-kHz reference tone and thef -Hz
comparison tone, respectively. Moreover,U f5(af /ar)

1/2a f .
Obviously,U f is unity at the reference frequency~1 kHz!.

An equal-loudness-level contour for a specificpr can be
drawn by connectingpf as a function of frequency, if the
frequency-dependent parameters,a f and U f , are given. To
do this, the value ofa r , the exponent of the loudness func-
tion at 1 kHz, is a prerequisite. Many investigators have re-
ported that for a 1-kHz tone the exponent in Stevens’s power
law has a value of about 0.3 for sound intensity~e.g.,
Fletcher and Munson, 1933; Stevens, 1957, 1959; Robinson,
1957; Feldtkelleret al., 1959; Hellman and Zwislocki, 1961,
1963; Hellman, 1976; Humes and Jesteadt, 1991; Lochner
and Burger, 1961; Rowley and Studebaker, 1969; Scharf and
Stevens, 1961; Zwislocki, 1965!. Fletcher~1995! examined
results from several studies based on the doubling and halv-
ing of loudness, tenfold magnification and reduction, and the
multi-tone method. As a result, a value of 0.33 was proposed.
Stevens~1955! examined available data measured with vari-
ous methods at that time and suggested 0.3 as the median of
the data. Robinson~1953! measured this exponent based on
doubling and halving loudness and tenfold magnification and
reduction. He derived a value of 0.29 but later, in 1957, he
adjusted the central tendency and order effect and obtained a
slightly corrected value of 0.30~Robinson, 1957!. The typi-
cal exponent value obtained by the AME method is 0.27
~Hellman and Zwislocki, 1961, 1963; Lochner and Burger,
1961; Rowley and Studebaker, 1969; Hellman, 1976!. In
1963, Hellman and Zwislocki reconfirmed this value by a
combination of magnitude estimation and magnitude produc-
tion ~Hellman and Zwislocki, 1963!. Zwicker denoted the
value for the 1-kHz tone as 0.3~Zwicker and Fastl, 1990!
based on an experiment with doubling and halving loudness
~Zwicker, 1963!.

The meaning behind this exponent derived from the
method of magnitude estimation and production and expo-
nents derived from other methods such as doubling and halv-
ing loudness based on the additivity of loudness may be
different. Atteneave~1962! argued that there are two differ-
ent processes used in absolute magnitude estimation~AME!
for assessing the functional relation between assigned num-
bers and the corresponding perceived magnitudes~i.e., loud-
ness! of a tone presented at a certain sound pressure level.
One process was denoted as a ‘‘loudness perception process’’
and the other was as a ‘‘number assignment process’’~Fig.
5!. In addition, Atteneave~1962! proposed a two-stage
model in which the outputs of both processes are described
by separate power transformations. This idea is important in
estimating the appropriate values for the exponenta in the
loudness function. According to this model, the exponent
observed in psychophysical experiments must be the product
of the exponents of the two underlying processes. This two-
stage model was used successfully by Zwislocki~1983! and
by Collins and Gescheider~1989! to account for loudness
growth measured by AME.

The loudness function based on a method of magnitude
estimation and production is determined by the output of the
‘‘number assignment process.’’ On the other hand, loudness
functions based on other methods based on the additivity of
loudness are determined by the output of the ‘‘loudness per-
ception process.’’ Since judgment of equal loudness between
two sounds must be based on the comparison of the output of
the ‘‘loudness perception process,’’ the exponent value based
on the loudness additivity may be used as it is~Allen, 1996!.
Values based on the method of magnitude estimation and
production should be corrected to eliminate the effect of the
number assignment process. The number assignment process
can be expressed by Stevens’s power law~Atteneave, 1962!.
We assume, in accordance with Zwislocki~1983!, that the
transformation in the number assigning process is indepen-
dent of frequency and estimated as 1.08. By this account, the
value of 0.27 based on the method of magnitude estimation
and production is equivalent to 0.25~0.27/1.08! for values
from experiments based on the additivity of loudness.

The average of the above-mentioned values is 0.296. In
the present paper, by rounding this, a value of 0.30 is used as
the value of the exponent of the loudness function at 1 kHz,
a r . It is noteworthy that a preliminary examination showed
that this value scarcely affects the resultant shape of the
equal-loudness-level contours at least in the range of 0.20
and 0.33 so long as the ratio of the exponent components of
the 1-kHz reference tone and thef -Hz comparison tone,
a r /a f , is appropriately established~Takeshimaet al., 2003!.

C. Derivation of equal-loudness-level contours

A set of equal-loudness-level contours was estimated by
applying Eq. ~6! to the data obtained from the 12recent

FIG. 5. A block diagram of a model for the loudness rating process.
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studies plotted in Fig. 2. The estimation of the contours was
carried out for the frequency range 20 Hz to 12.5 kHz.
Above 12.5 kHz, equal-loudness-level data are relatively
scarce and tend to be very variable.

As the exponent at 1 kHz was fixed as 0.30 in this study,
the procedure outlined below was used to estimate the equal-
loudness-level contours.

~1! To obtain the best-fitting threshold function, the experi-
mental threshold data selected in Sec. II B were com-
piled and averaged at each frequency from 20 Hz to 18
kHz. The data reported by each study were median val-
ues except for Brinkmann~1973! in which only mean
values were available. The data were averaged by arith-
metic mean in terms of dB. Then, the averages were
smoothed across frequency by a cubic B-spline function
for the frequency range from 20 Hz to 18 kHz. No
weighting was used for this procedure. The result is
shown by the solid line in Fig. 6. The numerical values
calculated forpf t andprt were used in Eq.~6! to obtain
the equal-loudness-level value for any given
comparison-reference frequency pair.

~2! Equation ~6! was then fitted to the experimental
loudness-level data at each frequency by the nonlinear
least-squares method. A computer program package for
general-purpose least squares fittings called SALS~Na-
kagawa and Oyanagi, 1980! was used for estimating the
values ofa f and U f . The residual for the least-square
method was calculated in terms of dB. The estimated
values ofa f are shown by the symbols in Fig. 7; the
curve shows the fit to these values. To obtain the curve in

Fig. 7, the estimateda f values were smoothed by the
cubic B-spline function using the assumption thata f

does not change abruptly as a function of frequency.
~3! The third step in our process was to reestimate the values

of U f at each frequency. This was accomplished with the
help of the smoothed curve in Fig. 7 together with Eq.
~6!. Using the values ofa f obtained from the smoothed
curve in Fig. 7, reestimated values ofU f were obtained.
The circles in Fig. 8 show the results in log-log coordi-
nates. The ordinate showsU f in dB, i.e., 20 log (Uf). The
change in the values ofU f from the initial to the final
estimation ranged from23.0 to 2.5 dB. This third step
was introduced to realize a smoother frequency charac-
teristic than that available with the initial values. The
solid line is the cubic B-spline function fitted to the re-
estimatedU f values. It relies on the assumption thatU f ,
like a f , does not change abruptly with frequency.

Following these computations, equal-loudness relations
were generated using the data reported in the 12recentstud-
ies. For each comparison-reference frequency pair the values
of pf t , prt , a f , andU f entered in Eq.~6! were determined
from the smoothed curves in Figs. 6–8. The results of these
calculations are shown in Fig. 9 for 31 frequencies ranging
from 20 to 12 500 Hz. The solid lines show the calculations

FIG. 6. Threshold of hearing for pure tones. The solid line represents a
smoothed line of the averages of the experimental data, the symbols were
generated by a cubic B-spline function for the frequency range from 20 Hz
to 18 kHz.

FIG. 7. Estimateda f ’s from the nonlinear least squares method. Solid line
shows a smoothed line generated by a cubic B-spline function.

FIG. 8. U f , a parameter in Eq.~6!, reestimated using the interpolateda f

shown in Fig. 7 as a solid line. Values ofU f ’s are transformed into dB to
show the plots in the figure. Solid line shows a smoothed line generated by
a cubic B-spline function.
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fit with the data values obtained for a loudness-level range
from 20 to 100 phons; the dashed lines are extrapolations
down to the threshold. Despite parametric drawing with
smoothed values for the parameters, over the loudness-level
range where equal-loudness-level data are available, the cal-
culated functions provide good fits to the measured values.

Figure 10 compares directly the estimated contours to

the equal-loudness levels obtained in the 12recentstudies.
Overall, the equal-loudness-level contours estimated with the
calculated functions provide a reasonable description of the
experimental results. A family of equal-loudness-level con-
tours obtained in this manner is shown in Fig. 11. The result-
ant contours exhibit a pattern of parallel displacement in ac-
cord with the contours of Fletcher and Munson~1933! and

FIG. 9. Equal-loudness relations drawn by the model equation, Eq.~6!, and the experimental data used for the estimation. In the legend, HT means that the
study was only referenced in the panel of hearing threshold.
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Robinson and Dadson~1956!. If the contour for each loud-
ness level had been estimated separately and independently
of the other contours, then the pattern of parallel displace-
ment may not have been as good.

The contours in Fig. 11 show several notable aspects.
First, owing to the lack of experimental data at high loudness
levels, the 90-phon contour does not extend beyond 4 kHz
and the 100-phon contour does not extend beyond 1 kHz.
Second, because data from only one institute are available,
the 100-phon contour is drawn by a dotted line. Third, owing
to the lack of experimental data between 20 phons and the
hearing threshold curve, the 10-phon contour is also drawn
with a dotted line. Finally, the hearing threshold curve is
drawn with a dashed line just to show the ‘‘lower boundary’’
of the audible area.

IV. DISCUSSION

In this section the relation between the equal-loudness-
level contours estimated from our calculations in Fig. 11 and
the results of other studies are assessed and evaluated.

Individual panels in Fig. 12 compare the newly esti-
mated contours with those published by Fletcher and Mun-
son ~1933; panel a!, Churcher and King~1937; panel b!,
Zwicker and Feldtkeller~1955; panel c!, and Robinson and
Dadson~1956; panel d!. The threshold contour from Fig. 11
is also shown. This contour is compared with the threshold
contour measured in each of the four classic studies.

The contours in Fig. 12~a! reported by Fletcher and
Munson ~1933! were based on equal-loudness levels mea-
sured binaurally with earphones. The levels were calibrated
relative to free-field listening conditions by means of loud-
ness matching. To obtain the free-field levels, a sound source
was placed in a free field 1 m infront of the listener. Fletcher
and Munson~1933! did not measure the equal-loudness lev-
els below 62 Hz, and their curves below 62 Hz represent
extrapolations based on the available data. Taking this factor
into consideration, their contours of 20 and 40 phons at 62
Hz and above are very similar to those estimated in the
present study. However, at loudness levels above 40 phons
their contours lie below the estimated contours at frequencies
below 1 kHz. As the loudness level increases their contours

FIG. 10. Estimated equal-loudness-level contours drawn with the experimental data used for the estimations.
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FIG. 11. Estimated equal-loudness-level contours drawn by the equation~6!. The dashed line shows the threshold of hearing shown in Fig. 6. The contour at
100 phons is drawn by a dotted line because data from only one institute are available at 100 phons. The contour at 10 phons is also drawn by a dotted line
because of the lack of experimental data between 20 phons and the hearing thresholds.

FIG. 12. Comparison of the estimated equal-loudness-
level contours in this study with those reported~a! by
Fletcher and Munson~1933!, ~b! by Churcher and King
~1937!, ~c! by Zwicker and Feldtkeller~1955!, and ~d!
by Robinson and Dadson~1956!. Note that Fletcher and
Munson ~1933! did not measure equal-loudness levels
below 62 Hz, and their curves below 62 Hz represent
extrapolations based on the available data.
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become much flatter across frequency than the estimated
contours. Despite these differences, it is important to note
that the two sets of contours in panel~a! closely agree across
a wide range of frequencies at the 40-phon level. This con-
tour, derived from Fletcher and Munson’s~1933! pioneering
work, is used as the basis of the A-weighting function. Be-
low 1 kHz, the threshold curve measured by Fletcher and
Munson ~1933! lies above the threshold values reported in
the present study. The elevation of their hearing-threshold
curve may be attributed to masking caused by physiological
noise transmitted by the earphone cushion~Killion, 1978;
Rudmose, 1982!.

Figure 12~b! shows that the 20-phon contour of
Churcher and King~1937! closely resembles the 20-phon
contour estimated in the present study. Between 20 and 80
phons their contours are also similar to the present estimated
ones above about 250 Hz, whereas at 100 phons the overall
shape of their contour below 1 kHz differs from both our
estimated contour and the contour proposed by Fletcher and
Munson~1933!.

Figure 12~c! shows that the contours by Zwicker and
Feldtkeller~1955! generally fit the estimated contours at the
20-phon level. Likewise, above 20 phons the overall shape of
the contours of Zwicker and Feldtkeller~1955! is similar to
the estimations above about 250 Hz. However, there are im-
portant differences in their micro-structure, i.e., the rise be-
tween 1 and 2 kHz and the dip between 3 and 4 kHz ob-
served in our estimated contours do not appear in the smooth
contours of Zwicker and Feldtkeller~1955!. By comparison,
the dip between 3 and 4 kHz appears in all the other sets of
classicequal-loudness-level contours as well as in the thresh-
old contours. Moreover, deviations also appear in their
threshold curve. Except near 1 and 8 kHz, Zwicker and
Feldtkeller’s threshold curve lies above the proposed thresh-
old curve and is generally smoother than the threshold con-
tour estimated in this study. This smoothness might be attrib-
utable to the use of a free-field equalizer created by a passive
filter ~Zwicker and Feldtkeller, 1967!. Because the passive
filter was implemented with only two filter sections, the ef-
fect is unlikely to be reproduced in the details of the rather
complicated frequency responses of HRTF, such as the peaks
and valleys caused by an ear, head, and torso. At low fre-
quencies, the threshold elevation may be explained by physi-
ological noise transmitted by the earphone cushions as in the
threshold curve measured by Fletcher and Munson~1933!.
Above 1 kHz, the detailed shape of their threshold contour
may have been obscured by the averaging process inherent in
Békésy tracking other than any effects that may come out of
the use of the free-filed equalizer. Be´késy tracking, unlike the
classical method of adjustment, also increases variability in
loudness matching~Hellman and Zwislocki, 1964!. It is pos-
sible that this known increase in variability increased the
smoothing observed in Zwicker and Feldtkeller’s~1955!
equal-loudness-level contours.

Finally, Fig. 12~d! compares the equal-loudness-level
contours of Robinson and Dadson~1956! to the present es-
timated contours. It is notable that their threshold curve
closely resembles the one estimated in the present study. Ex-
cept for the threshold curve, however, the estimated equal-

loudness-level curves lie distinctly above the contours rec-
ommended by Robinson and Dadson~1956!. The deviation
between the two sets of contours is especially evident in the
frequency region below 1 kHz over the loudness-level range
from 20 to 80 phons. A possible cause of this systematic
discrepancy was examined by Suzukiet al. ~1989!. They fo-
cused on the manner in which the sound pressure levels of
the test and reference stimuli were selected. In the 12recent
studies a 2AFC paradigm was consistently used. Within each
session, the level of the reference tone, usually a 1-kHz pure
tone, was fixed, whereas the level of the test tone was varied.
This method enables the equal-loudness level of the test
tones to be directly determined. In contrast, Robinson and
Dadson~1956! fixed the level of the test tone and varied the
level of the reference tone. Fletcher and Munson~1933! used
a similar methodological approach. However, within each
session they also presented the reference tones in a mixed
order at three different levels. Suzukiet al. ~1989! investi-
gated the possible effects of these variations by using the
following experimental procedures:~1! the level of the test
tone was varied as in the recent studies,~2! only the level of
the reference tones was varied as in the work of Robinson
and Dadson~1956!, and ~3! the levels of both the test and
reference tones were fully randomized with a range of 12 dB.

The latter method is a little different from the one used
by Fletcher and Munson~1933!, but the basic concept that
the levels of both the test and reference tones are randomized
within a session is the same. The results showed that proce-
dures ~1! and ~3! gave almost identical loudness levels,
whereas the results of procedure~2! were similar to those of
Robinson and Dadson~1956!. Although the difference be-
tween the results of procedures~1! and~3! and those of pro-
cedure~2! amounted to only 5 dB, the outcome suggests that
the discrepancy between the contours of Robinson and Dad-
son ~1956! and the proposed estimated contours may be as-
cribed, at least in part, to methodological factors.

There is one tendency commonly observed in all the sets
of equal-loudness-level contours. The spacing of the con-
tours generally becomes narrower as frequency goes down
over the medium loudness levels. This means that the expo-
nent of the loudness function,a, becomes large in the low
frequency region as shown in Fig. 7. In other words, our
hearing system is less compressive in lower frequency re-
gions and this is qualitatively consistent with the experimen-
tal results on suppression by Delgutte~1990! suggesting that
the cochlea would be close to linear at low frequencies.

Small differences are observable between theclassic
contours and the proposed estimated ones. In the frequency
region between 1 and 2 kHz a small peak amounting to a few
decibels is seen in the estimated contours but it does not
appear in theclassiccontours. A peak between 1 and 2 kHz
has been consistently observed in recent work~Suzukiet al.,
1989; Takeshimaet al., 1994, 2001, 2002; Lydolf and
Møller, 1997; Poulsen and Han, 2000!. This peak seems to
correspond to a small dip in the HRTF near this frequency
range ~Shaw, 1965; Takeshimaet al., 1994!. One possible
reason to explain the lack of a peak between 1 and 2 kHz in
the classic studies is that Fletcher and Munson~1933! did
not measure any equal-loudness levels between 1 and 2 kHz
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whereas Churcher and King~1937! and Robinson and Dad-
son~1956! measured equal-loudness levels at only one point
within this frequency region. As a result, this peak may have
been overlooked. In the case of Zwicker and Feldtkeller
~1955!, they measured equal-loudness levels at several fre-
quencies within the 1-to-2-kHz region, but the greater vari-
ability inherent in Be´késy tracking as a tool for loudness
matching~Hellman and Zwislocki, 1964! may have obscured
the effect. Another possible explanation may be the use of
the free-field equalizer in their measurements as anticipated
in the earlier paragraph.

Another relevant issue is the fine structure of equal-
loudness-level contours. It is well known that individual
hearing thresholds often exhibit fine, but distinctive, peaks
and valleys along the frequency continuum~e.g., Elliot,
1958!. This fine structure in the threshold curve is closely
related to the OAE~Schloth, 1983; Smurzynski and Probst,
1998!. More recently, Mauermannet al. ~2000a,b! reported
that the fine structure observed in the threshold curve is re-
flected in observed equal-loudness levels up to around 40
phons. However, their data indicate that above 40 phons the
influence of the fine structure of the threshold contour on the
equal-loudness-level contours is less evident. Moreover, it
decreases with level. Since the peaks and valleys in the fine
structure are likely to be at different frequencies for different
listeners, their effect ought to be strongly diminished when
data are averaged across a number of listeners.

Figure 13 compares the equal-loudness-level contours
derived from a loudness-calculation procedure suggested by
Moore et al. ~1997! to the ones estimated in this study. The
work by Moore et al. ~1997! in assessing the loudness of
sounds at various frequencies is a revision of a previous pro-
posal~Moore and Glasberg, 1996!. This is given as a modi-
fication of the formulation by Zwicker~1958! based on the
auditory excitation-pattern model~Fletcher and Munson,
1937!. In their modification, Mooreet al. ~1997! assume that
the loudness perception process is followed by a linear block
with a transfer function. The specific loudness of a sound is

given by an equation equivalent to Eq.~4!, whereas an equa-
tion equivalent to Eq.~3! was used in the earlier proposal
~Moore and Glasberg, 1996!. Moreover, the linear block is
expressed as the product of HRTF and the middle ear transfer
function~Puriaet al., 1997!. With a few more assumptions, a
family of equal-loudness-level contours is predicted.

As shown in Fig. 13, the overall agreement between our
estimated contours and those predicted by Mooreet al.
~1997! is much better than the agreement between our con-
tours and those of Robinson and Dadson in Fig. 12~d!. How-
ever, there are some discrepancies between the two data sets.
First, at frequencies below 250 Hz and loudness levels below
60 phons their contours are somewhat lower than ours. How-
ever, the differences are small and may be within the error of
measurement. Second, and most notable, in the frequency
region between 1 and 2 kHz the peak observed in our esti-
mated contours is absent in Mooreet al. ~1997!. Third, at the
100-phon level the contour of Mooreet al. ~1997! is some-
what higher than our estimated contour. However, it is simi-
lar to the classic contour of Churcher and King~1937!. A
wider spacing between the contours at high levels is consis-
tent with evidence that at high sound pressure levels the
slope of the loudness function at low frequencies is shal-
lower than it is over the middle range of levels~Hellman and
Zwislocki, 1968!. This level dependency could be consistent
with the nonlinear input–output characteristic observed in
the basilar-membrane mechanics. After all, recent studies
show that the exponent of the loudness function shape may
probably be dependent on sound level~Yates, 1990; Buus
and Florentine, 2001b!. This is supported by recent data,
which indicate more compression at moderate levels than at
low and high levels~e.g., Florentineet al., 1996; Buus and
Florentine, 2001a!.

The middle ear acoustic reflex may also affect the shape
of the contours, especially at high intensities in the low fre-
quency range. If the loudness at low frequencies was attenu-
ated, then the contours at high SPLs would be elevated rela-
tive to the contours estimated with a constant power-function
slopea. Borg ~1968! found that the transmission loss of the
middle ear caused by activation of the reflex is largest at 500
Hz and smallest at 1450 Hz. His results showed that at 500
Hz the transmission of sound is reduced by 0.6 to 0.7 dB for
each 1-dB increment in the stimulus level. This result means
that at 20 dB above the threshold, the transmission loss at
500 Hz is about 13 dB, whereas at the same level, the loss at
1450 Hz is about 6 dB. According to Borg’s measurements,
the maximum frequency-dependent difference in the trans-
mission loss amounts to 7 dB. However, Borg’s data do not
account for the decrease in the slope observed in the loud-
ness function for 100- and 250-Hz tones at high SPLs~Hell-
man and Zwislocki, 1968!.

Another factor to be considered is the latency of the
reflex. This latency is estimated to be around 100 ms. This
means that the initial 100 ms of a tone burst is not affected
by the reflex. Since the time constant for loudness perception
is around this value~e.g., Munson, 1947; Takeshimaet al.,
1988!, the loudness of a tone burst longer than 100 ms will
be determined to a large extent by the initial part of the burst
during which the reflex does not play a role. Thus, the effect

FIG. 13. Comparison of the estimated equal-loudness-level contours in this
study with those derived from a loudness calculation method proposed by
Moore et al. ~1997!.
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of the following attenuated portion of the tone burst would
be at most a few decibels. As a result, we conclude that the
influence of the reflex on the equal-loudness-level contours
is limited. Nevertheless, in accordance with the analysis of
the relation between loudness level and sound pressure level
in Fig. 9, it is evident that the data at 400 and 630 Hz are all
less steep at 80 and 100 phons than the estimated loudness-
level curves predict. This reduction in loudness, which is
attributable to the reflex activation~Hellman and Scharf,
1984!, is compatible with some loudness measurements~e.g.,
Hellman and Zwislocki, 1968!. Since data from only one
institute at 100 phons is available, more data are needed to
clarify this important issue. Nonetheless, despite the possi-
bility that the acoustic reflex plays some role in the reduced
high-level slope of the loudness function at low frequencies,
it cannot also account for the reduced high-level slope ob-
served in the loudness function at 12.5 kHz and higher~Hell-
man et al., 2000!. The evidence indicates that at low fre-
quencies the loudness function tends to approach the high-
level slope at 1 kHz, whereas at 12.5 kHz and higher, it
becomes flatter than the 1-kHz function~Hellman and Zwis-
locki, 1968; Hellmanet al., 2001!. In light of these limita-
tions, the exponenta f used in the estimation of the proposed
contours in Fig. 9 can only be regarded as valid over the
stimulus range of interest below high sound pressure levels.
The slope~exponent! estimated in Fig. 7 does not provide an
accurate account of the data above 80 phons for 630 Hz and
below and above 60 phons for 12.5 kHz and above.

V. CONCLUSIONS

After reviewing all known published studies of equal-
loudness-level contours for pure tones, a new family of
equal-loudness-level contours was estimated from 12recent
studies. An equation was derived to express the equal-
loudness relation between pure tones at different frequencies.
The procedure using this equation made it possible to draw
smooth contours from discrete sets of data values. Except in
the vicinity of the threshold and at very high SPLs, the equa-
tion provides a good description of the experimental results.
In general, the classic contours proposed by Fletcher and
Munson~1933!, Churcher and King~1937!, and Zwicker and
Feldtkeller~1955! exhibit some overall similarity to the pro-
posed estimated contours up to 60 phons. However, at higher
levels, they deviate from the proposed contours in the fre-
quency region below about 500 Hz. By contrast, the esti-
mated contours exhibit clear differences from those reported
by Robinson and Dadson~1956!. The differences are most
pronounced below 1 kHz. The proposed threshold curve
closely resembles the one reported by Robinson and Dadson
~1956! whereas the thresholds given by Fletcher and Munson
~1933!, Churcher and King~1937!, and Zwicker and Feldt-
keller ~1955! exhibit clear deviations from those obtained in
the present study, especially in the frequency region below 1
kHz.
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Available virtual sensing schemes either depend on assumptions that are valid for isolated
frequencies, or require heavy online adaptations. A simple method is proposed here to predict the
virtual signal exactly for broadband noise control in a lightly damped enclosure. The proposed
method requires two physical sensors installed judiciously in a sound field to predict a virtual signal.
The method is based on an exact mathematical relation between the virtual and physical sensors,
which is valid for the entire frequency of interest. It is possible to use multiple sensor-pairs to reduce
the sensitivity of the proposed method with respect to acoustic parameters, such as speed of sound
or sensor mismatching. Experimental results are presented to verify the analytical results. ©2004
Acoustical Society of America.@DOI: 10.1121/1.1768946#
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I. INTRODUCTION

In many active noise control~ANC! systems, secondary
sources are employed to generate destructive interference
and create local zones of quiet in sound fields.1,2 Practical
implementation of these systems requires the installation of
error sensors in the quiet zones to monitor the ANC perfor-
mance. In adaptive ANC systems, the adaptation of ANC
transfer functions depends on the feedback of error signals.

In some applications, it may not be possible to install
physical sensors in an area which is part of a quiet zone.
Consequently sound signals in such an area have to be pre-
dicted with signals measured in other locations. The tech-
nique is known as virtual sensing, which was originated by
Garcia-Bonitoet al.3,4 They make use of the fact that the
spatial rate of pressure change of the primary field is small at
low frequencies, and assumed that the primary field pressure
is the same in both virtual and actual locations. They also
observed that the pressure of the secondary source is differ-
ent between the virtual and actual locations when both are
close to the secondary source. The prior measurement of this
difference makes it possible to estimate the signal at the vir-
tual location. The method was applied to improve the perfor-
mance of a pair of ANC ear defenders.5 Another virtual sens-
ing scheme is extrapolation of signals measured by physical
sensors.6 It was shown applicable to control tonal noise in
the one-dimensional~1D! duct7,8 and the three-dimensional
~3D! free field.9 For broadband applications, the extrapola-
tion weights should be tuned by an adaptation algorithm.10

Virtual sensors were also studied by Roure and Albarrazin,11

assuming the existence of a transfer matrixM (z) between
the virtual signal vectorpv(z) and the physical signal vector
p(z) via pv(z)5M (z)p(z).

Analytically, the relation between the virtual and physi-
cal signals is neither filtering nor extrapolating. Instead, it
depends on both the primary and secondary sources. An ex-

act way to predict the virtual signal is by means of an adap-
tive observer.12 For virtual sensing of a tonal noise, an exact
modal model of a sound field is required. If the model is
truncated to the firstm modes, thenm online adaptive filters
are required to adjust the observer state vector. If the noise
contains multiple frequencies, the exact method12 has an in-
creased complexity proportional to the number of tonal fre-
quencies.

For a noise field with a single broadband primary
source, it is desired to have a simpler and exact virtual sens-
ing method, which is proposed in this paper. This is an exact
method based on the spatial distributions of the primary and
secondary fields, and it is valid for the entire frequency range
of interest. Only two physical sensors are required to predict
a virtual signal exactly. Details of the proposed method are
presented in the following text.

II. PRESSURE SIGNALS IN A DUCT

In most cases, available physical sensors are micro-
phones measuring pressure signals. It is important to analyze
the spatial distribution of pressure signals in a sound field, to
design and implement an exact virtual sensing scheme. For
this reason, a sound field in a lightly damped finite 1D duct is
studied first.

A. A sound field in a finite 1D duct

Shown in Fig. 1~a! is a 1D ANC system, where the
primary and secondary sources are placed at opposite ends of
a duct. Letup , Zp , us , and Zs denote, respectively, the
strengths and impedances of the sources where subscriptsp
and s refer to the primary and secondary sources. The
strength of a mechanical-acoustic source is the volume ve-
locity, and the strength of an electro-acoustic source is the
driving current. Spatial distribution of sound signals may be
described analytically by path transfer functions from the
sources to a pointx meters away from the primary source.
The values ofx are in the range 0<x< l wherel is the length
of the duct.a!Electronic mail: mmjyuan@polyu.edu.hk
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One way to obtain the path transfer functions is the use
of transmission matrix, which is an exact model of 1D sound
fields when the near field effects are negligible. The model is
adopted here because the virtual sensor location can be as-
sumed sufficiently away from noise sources. Letpp and ps

denote, respectively, signals measured immediately in front
of the two sources, when the secondary source is off (us

50), pp andps , are related to each other by

Fpp

vp
G

us50
5F cos~kl ! jZ0 sin~kl !

j
sin~kl !

Z0
cos~kl ! GF ps

ps

Zs

G
us50

. ~1!

whereZ0 is the characteristic impedance of the duct; andvp

is the particle velocity caused bypp . Equation~1! implies

Ẑs5Z0

Zscl1 jZ0sl

Z0cl1 jZssl
5

pp

vp
U

us50

, ~2!

wherecl5cos(kl), andsl5sin(kl).
ImpedanceẐs describes the acoustical effects of the

dash-line box in Fig. 1~b!, which acts as an acoustical load to
the primary source whenus50. With the help of Eq.~2!, one
obtains

ppuus505
Ẑsup

Zp1Ẑs

5
Z0~Zscl1 jZ0sl !

Z0~Zp1Zs!cl1 j ~ZpZs1Z0
2!sl

up .

~3!

A microphone, placedx meters away from the primary
source, measures signalpx , which is related topp by

Fpx

vx
G

us50

5F cx 2 jZ0sx

2 j
sx

Z0

cx
GF pp

pp

Ẑs

G
us50

, ~4!

wherecx5cos(kx) andsx5sin(kx). Substituting Eq.~3! into
Eq. ~4!, one obtains

pxuus505
Z0~Zscl 2x1 jZ0sl 2x!

Z0~Zp1Zs!cl1 j ~ZpZs1Z0
2!sl

up

5Hpx~ j v!up , ~5!

wherecl 2x5cos@k(l2x)#, andsl 2x5sin@k(l2x)#.
The derivation of secondary pathHsx( j v) is very simi-

lar to that ofHpx( j v), due to the symmetric placement of
the secondary source. Following a process similar to the
derivation of Eq.~5!, one can obtain

pxuup505
Z0~Zpcx1Z0sx!

Z0~Zp1Zs!cl1 j ~ZpZs1Z0
2!sl

us

5Hsx~ j v!us . ~6!

One may combine Eqs.~5! and ~6! to calculate the pressure
at x from the primary source. The result is given by

px5Z0

~Zpcx1 jZ0sx!us1~Zscl 2x1 jZ0sl 2x!up

Z0~Zp1Zs!cl1 j ~ZpZs1Z0
2!sl

, ~7!

which represents the spatial distribution of the field as a
function of x, for the configuration of Fig. 1.

B. A novel virtual sensing scheme

Let p1 andp2 denote, respectively, signals measured by
two physical sensors placed atx1 andx2 . The objective is to
predict pv for a virtual sensor placedxv meters away from
the primary source. One may introduce a complex function

F~ j v!5
Z0

Z0~Zp1Zs!cl1 j ~ZpZs1Z0
2!sl

~8!

to represent the product ofZ0 with the denominator of Eq.
~7!. This makes it possible to rewrite Eq.~7! as

px5F~ j v!@~Zpcx1 jZ0sx!us1~Zscl 2x1 jZ0sl 2x!up#.
~9!

Since cx50.5(ejkx1e2 jkx) and jsx50.5(ejkx2e2 jkx), Eq.
~9! is equivalent to

px5A~ j v!ejkx1B~ j v!e2 jkx, ~10!

where

A~ j v!5F~ j v!FZp1Z0

2
us1

Zs2Z0

2
upe2 jkl G ~11a!

and

B~ j v!5F~ j v!FZp2Z0

2
us1

Zs1Z0

2
upejkl G ~11b!

are independent ofx. These are the forward and backward
waves traveling in the duct in opposite directions. For virtual
sensing, Eq.~10! implies

Fp1

p2
G5Fejkx1 e2 jkx1

ejkx2 e2 jkx2
G FA~ j v!

B~ j v!G ~12!

and

FIG. 1. ~a! ANC configuration,~b! acoustic circuit of the primary field, and
~c! acoustic circuit of the secondary field.
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FA~ j v!

B~ j v!G5 1

ejx~x12x2!2ejk~x22x1! F e2 jkx2 2e2 jkx1

2ejkx2 ejkx1
G

3Fp1

p2
G . ~13!

The location of the virtual signal is in the range ofx1>xv
>x2 . OnceA( j v) andB( j v) are available, the virtual sig-
nal can be recovered exactly bypv5A( j v)ejkxv

1B( j v)e2 jkxv.

C. Causality and accuracy

In a digital implementation, exp(2jkl)5exp(2jvt) is
equivalent to a delay timet5 l /c, wherec is the speed of
sound. The implementation of exp(jkl)5exp(jvt) is not
causal, which is a practical problem if one wishes to predict
a causal version ofpv . A possible solution is to rewrite Eq.
~13! into

F A~ j v!ejkx1

B~ j v!e2 jkx2G5 1

12e2 jk~x22x1! F 1 2ejk~x22x1!

2ejk~x22x1! 1 G
3Fp1

p2
G , ~14!

whereA( j v)exp(jkx1) andB( j v)exp(2jkx2) can be used to
predict a causal version ofpv5A( j v)ejkxv1B( j v)e2 jkxv in
the range of x1>xv>x2 . It involves delay operations
exp@ jk(xv2x1)# and exp@ jk(x22xv)#, respectively. The imple-
mentation of Eq.~14! is causal because it contains a delay
operator exp@ jk(x22x1)#. This method requires accurate
knowledge of the speed of soundc.

Since the delay operator is equivalent to exp(2jvt12)
with t125(x12x2)/c, an errordc in the speed of sound will
cause an error int12, denoted bydt125(x22x1)dc/c2. One
may reduce the distance between the two sensors to reduce
the effect ofdt125(x22x1)dc/c2. A possible method is to
place a pair of microphones inx1 andx185x12Dx, respec-
tively, to measure pressure signalsp1 andp18 . A replacement
of x2 by x185x12Dx in Eq. ~14! leads to

F A~ j v!ejkx1

B~ j v!ejk~Dx2x1!G5 1

12e22 jkDx F 1 2e2 jkDx

2e2 jkDx 1 G
3Fp1

p18
G , ~15a!

whereA( j v)exp(jkx1) can be used to predict a causal ver-
sion of pv in the range ofx1>xv>x2 , by a simple delay
operation exp@ jk(xv2x1)#. However, B( j v)exp@2jk(x1

2Dx)# can only be used to predictpv in the range ofx1

>xv>x12Dx. For this reason, another pair of sensors is
placed inx2 and x22Dx, respectively, to measure pressure
signalsp2 and p28 . Replacingx1 with x2 in Eq. ~15a!, one
obtains

F A~ j v!ejkx2

B~ j v!ejk~Dx2xx!G5 1

12e22 jkDx F 1 2e2 jkDx

2e2 jkDx 1 G
3Fp2

p28
G , ~15b!

where B( j v)exp@ jk(Dx2x2)# can be used with
A( j v)exp(jkx1) to predict a causal version ofpv
5A( j v)ejkxv1B( j v)e2 jkxv in the range ofx1>xv>x2 .

Theoretically, Eq. ~14! is as exact as Eqs.~15a!
and ~15b!. Both methods use delay operators equivalent
to exp(2jvt12) and exp(2jvDt), respectively, wheret12

5(x12x2)/c and Dt5Dx/c. If there is an errordc in the
speed of sound,t12 and Dt contain errorsdt12 and dDt,
respectively. Sincedt125(x22x1)dc/c2 is significantly
larger than dDt5Dxdc/c2 if x12x2@Dx, the second
method is less sensitive to errors in the speed of sound. Be-
sides, the effect of possible sensor mismatch can be reduced
by averaging the results obtained with multiple sensor-pairs.

III. A DIFFERENT CONFIGURATION

The ANC configuration in Fig. 1 is similar to those ex-
amined and tested by some researchers.7,8,12 In many appli-
cations, the secondary source is placed between the primary
source and the duct outlet as shown in Fig. 2. If virtual sens-
ing is applied to such an ANC configuration, the proposed
method must be modified.

A. Secondary path transfer function

The main difference between Figs. 1 and 2 is the loca-
tion of the secondary source, which causes a different spatial
distribution of the secondary field. The acoustical circuit for
Fig. 2~a! is shown in Fig. 2~b! when the primary source is
off. It is equivalent to a secondary source driving two paral-
lel duct segments, though in reality this is a serial of up- and
down-stream segments connected at the location of the sec-
ondary source.

The two segments of the duct are terminated by imped-
ancesZp andZd , respectively, whereZp is the impedance of
the primary source andZd is the impedance of the duct out-
let. Similar to the derivation of Eq.~2!, one can derive

Ẑp5Z0

Zpcu1 jZ0su

Z0cu1 jZpsu
, Ẑd5Z0

Zdcd1 jZ0sd

Z0cd1 jZdsd
, ~16!

FIG. 2. ~a! Another ANC configuration,~b! acoustic circuit of the secondary
field, and~c! acoustic circuit of the primary field.
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where cu5cos(klu), su5sin(klu), cd5cos(kld), and sd

5sin(kld) respectively. ImpedancesẐp and Ẑd describe the
loading effects ofZp and Zd to the secondary source. The
parallel of Ẑp and Ẑd is Z15ẐdẐp /(Ẑd1Ẑp). The signal at
the location ofZ1 is given by

psuup505
Z1

Zs1Z1

us5
ẐdẐp

ZsẐp1Ẑd~Zs1Ẑp!
us . ~17!

Unlike the configuration of Fig. 1, a secondary path
transfer function to a pointx meters away from the primary
source has two different expressions, depending on the val-
ues of x and l u . For the casex, l u , the secondary sound
propagate upwards to reachx, which means

Fpx

vx
G

up50

5F cos@k~ l u2x!# 2 jZ0 sin@k~ l u2x!#

2 j
sin@k~ l u2x!#

Z0

cos@k~ l u2x!# G
3F ps

ps

Ẑp

G
up50

. ~18!

Let cux5cos@k(lu2x)# and sux5sin@k(lu2x)#, then one can
substitute Eq.~17! and write

pxuup505
Ẑd~ Ẑpcux2 jZ0sux!

ZsẐp1Ẑd~Zs1Ẑp!
us

5Gu~ Ẑpcux2 jZ0sux!us , ~19!

where

Gu5
Ẑd

ZsẐp1Ẑd~Zs1Ẑp!

is independent ofx.
Similarly, for the case ofx> l u , the secondary sound

propagate downwards to reachx, which means

Fpx

vx
G

up50

5F cos@k~x2 l u!# 2 jZ0 sin@k~x2 l u!#

2 j
sin@k~x2 l u!#

Z0

cos@k~x2 l u!# G
3F ps

ps

Ẑd

G
up50

. ~20!

Let cxu5cos@k(x2lu)# and sxu5sin@k(x2lu)#, then one can
use Eq.~17! again to write

pxuup505
Ẑp~ Ẑdcxu2 jZ0sxu!

ZsẐp1Ẑd~Zs1Ẑp!
us

5Gd~ Ẑdcxu2 jZ0sxu!us , ~21!

where

Gd5
Ẑp

ZsẐp1Ẑd~Zs1Ẑp!

is independent ofx. Spatial distribution of the secondary
field is now completely available as a function ofx in Eq.
~19! or Eq. ~21!, depending on the values ofx and l u .

B. Primary path transfer function

The transfer function of the primary path is derived by
turning off the secondary source. As a result, the configura-
tion of Fig. 2~a! is now represented by an acoustical circuit
shown in Fig. 2~c!. The down-stream segment, terminated by
impedanceZd , is equivalent to an impedanceẐd shown in
the second equation of Eq.~16!. The parallel ofẐd andZs is
an impedanceZ25ZsẐd /(Zs1Ẑd), whose effects is an
acoustical load to the primary source with an impedance

Ẑ25Z0

Z2cu1 jZ0su

Z0cu1 jZ2su
. ~22!

Similar to the development of Sec. II, the pressure signal
in front of the primary source is denoted bypp , which is
given by

ppuus505
Ẑ2up

Zp1Ẑ2

, ~23!

when the secondary source is off.
The microphone sensor, placedx meters away from the

primary source, measures pressure signalpx , which is re-
lated topp by

Fpx

vx
G

us50

5F cx 2 jZ0sx

2 j
sx

Z0

cx
GF pp

pp

Ẑ2

G , ~24!

wherecx5cos(kx) andsx5sin(kx). Substituting Eq.~23! into
the above equation, one obtains

pxuus505
Ẑ2cx2 jZ0sx

Zp1Ẑ2

up5Hpx~ j v!up . ~25!

When both primary and secondary paths are available ana-
lytically, one can write

px5pxuus501pxuup505Hpx~ j v!up1Hsx~ j v!us

5a~ j v!ejkx1b~ j v!e2 jkx, ~26!

where

a~ j v!

55
Ẑ22Z0

2~Zp1Ẑ2!
up1

Gue2 jkl u

2
~ Ẑp1Z0!us , x, l u

Ẑ22Z0

2~Zp1Ẑ2!
up1

Gde2 jkl u

2
~ Ẑd2Z0!us , x> l u

~27a!
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and

b~ j v!

55
Ẑ21Z0

2~Zp1Ẑ2!
up1

Guejkl u

2
~ Ẑp2Z0!us , x, l u

Ẑ21Z0

2~Zp1Ẑ2!
up1

Gdejkl u

2
~ Ẑd1Z0!us , x> l u

~27b!

can be derived from Eqs.~19!, ~21!, and ~25!. These two
signals are independent ofx, similar toA( j v) andB( j v) in
Sec. II.

C. Modified scheme

Althougha( j v) andb( j v) look more complicated than
A( j v) and B( j v) in Sec. II, the two signals need not be
available analytically. Instead, they can be obtained from sig-
nals of the physical sensors. Sincea( j v) and b( j v) have
different expressions in Eqs.~27a! and ~27b!, these signals
need separate estimations for the case ofx, l u and x> l u ,
respectively. It means a double number of sensors and com-
putation load.

One may reduce the number of sensors by separating the
primary and secondary fields. In an ANC operation, the
strength of the secondary sourceus is always available. It is
also possible to identify a path transfer functionHsv( j v)
from offline data,3–5,13,14 thereforepvuup505Hsv( j v)us is
available accurately. Onlypvuus50 needs prediction from sig-
nalsp1 andp2 . Before predictingpvuus50 , one may separate
the primary field by

p1uus505p12Hs1~ j v!us , p2uus505p22Hs2~ j v!us ,
~28!

whereHs1( j v) andHs2( j v) are transfer functions from the
secondary source to the two physical sensors, available by
offline identification.

Equation ~25! describes the spatial distribution of the
primary pressure field as a function ofx. It may be expressed
as

pxuus505g~ j v!ejkx1h~ j v!e2 jkx, ~29!

where

g~ j v!5
Ẑ22Z0

2~Zp1Ẑ2!
up , h~ j v!5

Ẑ21Z0

2~Zp1Ẑ2!
up

are valid in the entire duct. This implies

Fp1

p2
G

us50
5Fp12Hs1us

p22Hs2us
G5Fejkx1 e2 jkx1

ejkx2 e2 jkx2
G Fg~ j v!

h~ j v!G ,
~30!

and hence

Fg~ j v!

h~ j v!G5 1

ejk~x12x2!2ejk~x22x1! F e2 jkx2 2ejkx1

2ejkx2 ejkx1
G

3Fp12Hs1us

p22Hs2us
G , ~31!

which is very similar to Eq.~13!. It can be re-written in a
form similar to Eq. ~14! for causal prediction ofpv
5g( j v)ejkxv1h( j v)e2 jkxv1Hsv( j v)us , which requires
the same number of sensors as Eq.~14! does.

IV. SOUND FIELD IN A 3D ENCLOSURE

Similar to the 1D case, locations of sources affect the
spatial distributions of signals in a 3D sound field. Spatial
relations between the virtual signal and physical signals may
be descried analytically by path transfer functions between
sources and sensors.

A. Path transfer functions

For a sound field in a lightly damped 3D enclosure, path
transfer functions between sources and sensors may be mod-
eled with the modal theory. The eigenfunctions of the sound
field are denoted asf i(x) with spatial coordinate vectorx
and mode index 1< i<m for the firstm modes. Letxp andxs

represent spatial coordinates of the primary and secondary
sources with strengthsup andus , respectively. For a sensor
placed at coordinatex, the measured pressure signal is a
linear superposition of two fields, with transfer functions
given by

Hpx~ j v!5
px

up
U

us50

5(
i 51

m
f i~x!f i~xp!

v i
22v212 j j ivv i

~32!

and

Hsx~ j v!5
px

us
U

up50

5(
i 51

m
f i~x!f i~xs!

v i
22v212 j j ivv i

, ~33!

wherev i andj i are resonant frequency and damping ratio of
the i th mode. In some applications, the primary source does
not locate at a single spotxp . Let wp(x,t) model the primary
source as a spatial and temporal function ofx and t, then it
may be expressed aswp(x,t)5 f p(x)up(t), where f p(x) de-
scribes the spatial distribution,up(t) the temporal effect.
One may rewrite Eq.~32! as

Hpx~ j v!5
px

up
U

us50

5(
i 51

m
f i~x! f i

v i
22v212 j j ivv i

, ~34!

where f i5*Xf i(x) f p(x)dx is the inner product off p(x)
with the i th eigenfunction of the noise field; andX represents
the boundary of the sound field. Similar to the 1D fields,
Hsx( j v) andHpx( j v) share the same denominator in a 3D
resonant field. Their difference in the numerators is due to
the different source locationsxp and xs , which vanishes if
xp5xs .

In most ANC applications, digital controllers are imple-
mented and path transfer functions are identified in the
Z-transform domain as
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Hpx~z!5
px

up
U

us50

5
Npx~z!

D~z!
,

Hsx~z!5
px

us
U

up50

5
Nsx~z!

D~z!
, ~35!

where all transfer functions share a same denominatorD(z);
and they differ from each other in the numerators. The sub-
scripts of the numerators indicate the source-destination of
the paths.

B. Separation of primary and secondary signals

In this study, spatial coordinates of the two physical sen-
sors and the virtual sensor are denoted asx1 , x2 , and xv ,
respectively. Transfer functions from the primary source to
the two physical sensors and the virtual sensor are denoted,
respectively, asHp1(z), Hp2(z), and Hpv(z); and transfer
functions from the secondary source to the sensors are de-
noted asHs1(z), Hs2(z), and Hsv(z) respectively. These
transfer functions are assumed available accurately by offline
identification. Letp1 , p2 , andpv denote, respectively, pres-
sures of the two physical sensors and the virtual sensor, these
signals are linear combinations of the primary and secondary
fields, such asp15Hp1(z)up1Hs1(z)us . Due to the differ-
ent spatial distributions of the primary and secondary fields,
it is important to separate the two fields in predicting the
virtual signal.

Since the strength of the secondary source is always
available to the controller, it is relatively easy to predict the
part of the virtual signal contributed by the secondary source.
This part is simplypvuup505Hsv(z)us , where transfer func-
tion Hsv(z) can be identified from offline measurement data.
The focus is the prediction of the other part of the virtual
signal, contributed by the primary source. For this reason,
signals measured by the physical sensors should be pro-
cessed first to remove the contributions of the secondary
source by

p1uus505p12Hs1~z!us ~36!

before used to predict the virtual signal.
Some researchers used filters to recover a virtual signal

from the signal of a physical sensor.13,14Let F(z) denote the
transfer function of such a filter, then broadband recovery of
a virtual signal at locationxv is mathematically equivalent to

Hpv~z!5
Npv~z!

D~z!
5Hpx~z!F~z!5

Npx~z!

D~z!
F~z!, ~37!

which requires

F~z!5
Npv~z!

Npx~z!
~38!

in a frequency range of interest.
In many ANC applications, path transfer functions are

nonminimum phase, which means some roots ofNpx(z) are
unstable and outside the unit circle in theZ plane. The filter
in Eq. ~38! is unstable in such a case, which is very likely to
be true in an ANC application if the physical sensors do not
collocate with the primary source.

C. The proposed method

The proposed method avoids Eq.~38! to avoid the insta-
bility of Npx(z). It uses two physical sensors to predict a
virtual signal. These sensors are installed judiciously in a
noise field with coordinatesx1 andx2 , such thatNp1(z) and
Np2(z) do not share any zeros. This is ensured if the spectra
of p1 andp2 do not have the same antiresonant frequencies,
when both are measured in the absence of the secondary
source.

WhenNp1(z) andNp2(z) do not share any zeros, there
exist two polynomialsF1(z) andF2(z), such that

Npv~z!5Np1~z!F1~z!1Np2~z!F2~z!, ~39!

which implies

Hpv~z!5Hp1~z!F1~z!1Hp2~z!F2~z!. ~40!

Equation~39! is known as the Bezout equation,15 which has
a matrix-vector expression

F nv0

nv1

]

nvm

G
53

n10 n20

n11 n10 n21 n20

] n11 � ] n21 �

n1m � n10 n2m � n20

n1m n11 n2m n21

� ] � ]

n1m n2m

4
33

f 10

f 11

]

f 1m

f 20

f 21

]

f 2m

4 , ~41!

where Npv(z)5( i 50
m nv iz

2 i , Np1(z)5( i 50
m n1iz

2 i , Np2(z)
5( i 50

m n2iz
2 i , F1(z)5( i 50

m f 1iz
2 i , and F2(z)

5( i 50
m f 2iz

2 i , respectively. The matrix in Eq.~41! is known
as the Sylvester resultant matrix, which is nonsingular if
Np1(z) and Np2(z) do not share zeros.15 This is ensured if
the two physical sensors are installed judiciously.

The Bezout equation establishes the existence of the so-
lutions in the entire frequency range of interest. It is valid
when Ns1(z) or Ns2(z) is nonminimum phase. This is an
important difference between the proposed method and those
by Popovich13 and Kammer.14 Practically,F1(z) and F2(z)
can be obtained adaptively, because the product ofup(z) to
both sides of Eq.~40! leads to

p̃v5F1~z!p̃11F2~z! p̃2 ~42a!
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where p̃v5Hpv(z)up , p̃15Hp1(z)up , and p̃25Hp2(z)up

are measured whenus50. The time domain version of Eq.
~42a! is a regressive form

p̃v~k!5(
i 50

m

@ f 1i p̃1~k2 i !1 f 2i p̃2~k2 i !#. ~42b!

It may be used for the identification ofF1(z) andF2(z) by a
LMS algorithm whenus50. Once F1(z) and F2(z) are
available from Eq.~42b!, the two polynomials are imple-
mented as FIR filters to predict the virtual signal by

pv5F1~z!@p12Hs1~z!us#1F2~z!@p22Hs2~z!us#

1Hsv~z!us , ~43!

whereHs1(z), Hs2(z), andHsv(z) are available by offline
identification.

V. EXPERIMENTAL VALIDATION

An experiment was conducted to verify the analytical
results. A feedforward ANC was implemented in a duct with
a cross-sectional area of 11314.5 cm2 as depicted in Fig.
3~a!. The primary and secondary actuators were 4 in loud-
speakers placed at the opposite ends of the duct. Two physi-
cal sensors~represented by thick-black lines! were placed in
the duct to predict the virtual sensor signal~represented by a
thick-gray line!. All sensor signals were low-pass filtered
with a cutoff frequency 1 kHz.

A block diagram of the experimental system is shown in
Fig. 3~b!, wherePv(z) andSv(z) represent the paths to the
virtual sensor. The primary noise was a broadband pseudo-
random signal. The virtual secondary pathSv(z) was identi-
fied offline first, and then used by a filtered-x LMS ANC @not
shown in Fig. 3~b! for brevity# to suppress virtual signalpv
5A( j v)ejkxv1B( j v)e2 jkxv, where A( j v)exp(jkx1) and
B( j v)exp(2jkx2) were calculated by substitutingx1

51.5 m andx250.7 m into Eq.~14!. The virtual signalpv is
supposed to predict the pressure signalp at xv51.1 m with
x1>xv>x2 .

Since there may be implementation errors in the system,
it is possible that the virtual signalpv is well suppressed
while the real signalp is not suppressed by the same amount.
For this reason, a real sensor was placed atxv to check the
difference betweenp and pv . The signal paths to the real
sensor are depicted in Fig. 3~b! by the gray-lines, to show
that these paths were not related to the control system.

The experimental results are plotted in Fig. 4 in three
curves. The dashed-black curve, labeled ‘‘controller off,’’
represents the normalized power spectral density~PSD!
up(z)/up(z)u of the uncontrolled noise. The other curves
were collected when the controller was active. The thick-
gray curve, labeled ‘‘real signalp,’’ plots the normalized
PSD up(z)/up(z)u. The thin-black curve, labeled ‘‘virtual
signal pv , ’’ represents the normalized PSDupv(z)/up(z)u.
The difference between the two closely spaced curves are
up(z)/up(z)u ~real signal! versusupv(z)/up(z)u ~virtual sig-
nal!.

The objective of the controller is to minimize
up(z)/up(z)u without placing a real sensor atxv . Sincep was
not available to the controller, the controller had to minimize
upv(z)/up(z)u without any information onp. The experiment
verifies the effectiveness of the virtual sensor because the
minimization ofupv(z)/up(z)u indeed leads to the minimiza-
tion of up(z)/up(z)u, thoughupv(z)/up(z)u appears to be bet-
ter thanup(z)/up(z)u in some frequencies. Such a difference
was due to implementation errors in the system.

Another way to verify the virtual sensing method is to
comparepv with either p1 or p2 . For this reason, the pri-
mary and secondary sources were placed at the opposite ends
of the duct. At convergence, the ANC created a quiet zone
nearxv , which included neitherx1 nor x2 . Both p1 andp2

were collected in the experiment. Onlyp1 is plotted in Fig. 5
to compare withpv . Sincep1 was measured approximately
halfway between the secondary source andxv , its magnitude
is significantly different from that ofpv , as shown in Fig. 5.

FIG. 3. ~a! Experiment setup,~b! block diagram of the experiment system.

FIG. 4. Comparison of uncontrolled noise~dashed-black curve! with con-
trolled real signal~thick-gray curve! and controlled virtual signal~thin-black
curve!.
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A similar difference exists betweenp2 andpv , sincep2 was
measured between the primary source andxv . That result is
not plotted to avoid distractions due to the similar peak lev-
els of p1 andp2 distributed in two sets of different frequen-
cies.

VI. CONCLUSION

A novel virtual sensing scheme is developed for active
control of broadband noise in lightly damped enclosures. It is
based on path transfer functions derived analytically in
sound fields. These transfer functions describe the analytical
distribution of sound signals, on basis of which the proposed
method is developed. Unlike available virtual sensing
schemes, which work well for tonal signals, the proposed
scheme enables exact prediction of the virtual signal in the
entire frequency of interest. This method may be applied to
an available ANC scheme for broadband noise control in a
lightly damped field.
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Multimode shunt damping of piezoelectric smart panel
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Multimode shunt damping of piezoelectric smart panel is studied for noise reduction. Piezoelectric
smart panel is a plate structure on which a piezoelectric patch is attached with an electrical shunt
circuit. When an incidence sound is impinged on the panel structure, the structure vibrates and the
attached piezoelectric patch produces an electrical energy, which can be effectively dissipated as
heat via the electrical shunt circuit. Since the energy dissipation strongly depends on the vibration
mode of the panel structure, many patches are required for multiple vibration modes. Instead of
using multiple piezoelectric patches, a single piezoelectric patch is used in conjunction with a
blocked shunt circuit for multimode shunt damping. Modeling, shunt parameter tuning, and
implementation of the blocked shunt circuit along with an acoustic test of the panel are explained.
A remarkable reduction of the transmitted noise was achieved for multiple modes of the panel. Since
this technology has many merits in terms of compactness, low cost, robustness, and ease of
installation, practical applications in many noise problems can be anticipated. ©2004 Acoustical
Society of America.@DOI: 10.1121/1.1768947#

PACS numbers: 43.50.Ki, 43.55.Rg@KAC# Pages: 942–948

I. INTRODUCTION

Noise reduction of panels is increasingly required in air-
crafts, vehicles, ships, buildings, etc., to provide a comfort-
able living environment. There are two categories in reduc-
ing the noise of panels: active and passive methods. Active
control uses sensors and actuators along with a proper con-
trol so as to minimize the noise at a certain frequency band.
Successful noise reductions have been obtained by using pi-
ezoelectric sensors and actuators along with a controller.1

However, this method becomes infeasible at high frequencies
due to the increased complexity of the controller to take into
account many radiating modes of the structure. In contrast,
passive control does not bring any complexity and instability
of the system brought out from active control.2 Also, it is
easy to set up with low cost. The most popular approach in
passive control is the use of sound absorbing materials.
However, since an increasing amount of material is required
for the effective noise reduction at low frequencies, the pas-
sive approach is impractical for low frequency applications.

In order to get over such a limit, a new passive method
has been proposed, which is based on piezoelectric shunt
damping. Piezoelectric shunt damping has been discussed by
Forward and experimentally demonstrated in an optical
system.3 This system is composed of piezoelectric elements
and a simple electrical circuit. Briefly, the concept of piezo-
electric shunt damping is energy conversion and energy dis-
sipation, similar to a dynamic absorber of mechanical sys-
tems. Hagood and von Flotow have investigated the
possibility of dissipating mechanical energy with passive
electrical circuits.4 They optimally tuned an electrical reso-
nance of shunt circuit to structural resonance in a manner

analogous to the mechanical vibration absorber for a selected
model. Recently, an electrical impedance model of piezo-
electric structures determined by the measured impedance
data was proposed, and the optimal parameter tuning of the
shunt circuit was performed based on the maximum energy
dissipation near the target frequency.5 A remarkable suppres-
sion of the transmitted noise was achieved for broadband
frequencies by utilizing a hybrid concept that combines the
use of sound absorbing materials for the midfrequency range
and piezoelectric shunt damping for the low frequency
range.6 However, several piezoelectric patches were used to
take into account the multiple vibration modes of the panel.
Hollcamp has expanded the theory of piezoelectric shunting
for single mode so that a single piezoelectric element can be
used to suppress two modes by optimally designing the shunt
parameters.7 Wu has accomplished a multimode shunt damp-
ing with blocking circuit.8 The blocking circuit consists of
one parallel capacitor and inductor antiresonance circuit.
This antiresonance circuit is designed to produce infinite
electrical impedance at the natural frequencies of all other
resonant shunt circuits.

In this paper, multimode shunt damping of the piezo-
electric smart panel is studied for the noise reduction of the
panel. On a single piezoelectric patch, a blocked shunt circuit
is connected to implement the multimode shunt damping
~Fig. 1!. The tuning process for shunt parameters is based on
the electrical impedance model and the maximum energy
dissipation method. Implementation of the shunt circuit, the
tuning process of the circuit, as well as the acoustic test of
the panel for noise reduction are addressed.

II. PIEZOELECTRIC SHUNT DAMPING

The concept of piezoelectric shunt damping is the en-
ergy conversion by piezoelectric effect. Piezoelectric materi-a!Electronic mail: jaehwan@inha.ac.kr
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als convert mechanical energy into electrical energy and vice
versa. The converted energy can be dissipated as heat
through a load resistor of the shunt circuit. Eventually, me-
chanical vibration level is reduced due to the energy dissipa-
tion. Usually, resonant shunt damping is used to effectively
dissipate out the energy at the resonance. However to maxi-
mize the energy dissipation at the resonance frequency of the
system, the choice of the optimal inductance and resistance
of the shunt circuit is very important. An optimal tuning
method for shunt parameters has been developed based on an
electrical impedance model.5 An electrical impedance model
of piezoelectric structures has been derived to take into ac-
count the coupled structure in conjunction with the shunt
circuit. The new shunt parameter tuning method based on the
electrical impedance model and the maximum dissipation en-
ergy criterion has been applied. This method can be ex-
panded to the problem of multimode shunt damping because
the same tuning process can be applied for multimode in the
presence of blocking circuit. Details of the modeling and
tuning process for single-mode shunt damping are summa-
rized, and they are subsequently expanded to the multimode
shunt damping.

A. Modeling

Piezoelectric materials can be approximately represented
as an equivalent electric circuit at a resonance frequency. Van
Dyke’s model is well known for the equivalent resonance
model of piezoelectric materials. Figure 2 shows Van Dyke’s
equivalent model. Here,C0 describes an inherent dielectric
capacity of piezoelectric material, whileL1 , R1 , and C1

imply mass, damping, and compliance of the material, re-
spectively. The model has five variables including the dielec-
tric loss,R0 . However, since the dielectric loss is small, it is
neglected in the model.

By invoking Van Dyke’s model, the piezoelectric smart
structure on which the piezoelectric patch is bonded along
with a shunt circuit can be modeled as shown in Fig. 3. This
is an equivalent circuit model for the piezoelectric smart
panel. The impedance at each branch of the equivalent circuit
is described as

Z1~s!5m1s1
k1

s
1c15 j vL11

1

j vC1
1R1 ,

Z2~s!5
k2

s
5

1

j vC2
,

Z3~s!5Ls1R5 j vL1R, ~1!

where Z1 is the impedance of the first system,Z2 and Z3

express impedances of the secondary system. The total im-
pedance of the equivalent circuit can be written as

Z5Z11
Z2Z3

Z21Z3
. ~2!

Also, the transfer function can be defined as the ratio of
the velocity output to the applied force of the mechanical
system. In other words, the transfer function,Tr , can be
expressed in terms of electrical admittance of piezoelectric
structure including shunt circuit,

Tr5UvFU5U i

VU5 1

uZu
5uYu, ~3!

where v is the velocity,F the force, i the current,V the
voltage, andY the admittance. To use the electrical imped-
ance model, coefficients of Van Dyke’s model should be de-
termined. To determine the parameters, the electrical imped-
ance at the piezoelectric patch bonded on the structure is
measured by using the impedance analyzer~HP4192A!, and

FIG. 1. Schematic diagram of piezoelectric smart panels.

FIG. 2. Van Dyke’s circuit model of piezoelectric materials.

FIG. 3. Equivalent electrical circuit of piezoelectric structure.
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the equivalent parameters are extracted from the impedance
data by PRAP~Piezoelectric Resonance Analysis Program!.9

B. Parameter tuning

It is essential to maximize the performance of piezoelec-
tric shunt damping by adjusting parameters of the shunt cir-
cuit. The shunt circuit is composed of an inductor and a
resistor for single-mode shunt damping. Therefore, values of
each parameter should be optimized to achieve effective
noise reduction, which is called the optimal parameter tun-
ing. Instead of tuning the transfer function geometrically as
used in the conventional tuning method for dynamic
absorber,4 a new parameter tuning method based on the
maximum dissipated power at the shunt circuit is adopted.5

From the equivalent impedance model shown in Fig. 2, the
induced electrical power of the system associated with exter-
nal excitation is

PIN5 1
2uV• i * u5 1

2u~Z• i !• i * u5 1
2uZu•u i u2, ~4!

where i * is the complex conjugate of the currenti. This
power can be referred to as input power for the shunt circuit.
In Fig. 3, the current through the load resistor is

i 35
Z2

Z21Z3
i , ~5!

wherei is the input current generated by the excitation. The
dissipated power at the shunt circuit can be described in
terms of impedance and the current of the equivalent circuit,

PD5 1
2uVR• i 3* u5 1

2u~Re~Z3!• i 3!• i 3* u

5 1
2 Re~Z3!•US Z2

Z21Z3
D U2

•u i u2. ~6!

Also, the ratio of the dissipated power to the input power is

J5
PD

PIN
5

Re~Z3!•US Z2

Z21Z3
D U2

uZu
. ~7!

This ratio is given at a specific frequency near the resonance
frequency. In the tuning process, however, this should be
maximized by optimally changing the shunt circuit param-
eters. Thus, the objective function in the optimization is
taken as the averagedJ at a certain frequency band near the
targeted resonance frequency. The optimal design variables,
L* , R* , are found by maximizing the objective function:

@L* ,R* #5Max
L
R

F1

n (
k51

n

uJkuG , ~8!

wheren is the number of single frequency points in the fre-
quency band. Optimization is performed with optimization
toolbox in MATLAB ®.

III. MULTIMODE SHUNT DAMPING

In general, piezoelectric shunt damping includes a single
piezoelectric patch and a shunt circuit for one target fre-
quency. In order to deal with several strong-radiation modes
of the panel, several piezoelectric patches should be attached
on the structure as many as the number of modes. However,

increasing the number of piezoelectric patches increases the
weight of the system. Thus, the multimode shunt damping
with single piezoelectric patch is very useful for lightweight
structures. When multimode shunt circuit is connected to a
piezoelectric element, the circuit can resonate at multiple fre-
quencies. In this study, a blocking circuit is adopted to con-
struct a multimode shunt circuit.8 Figure 4 represents the
concept of the multimode shunt circuit for two resonance
modes.R1* andL1* are shunt circuit parameters for the first
mode. A blocking circuit is connected to the second shunt
circuit such that the blocking circuit blocks the current flow
passing through the branch at the first mode. In other words,
at the first mode the currenti v1 flows through the first shunt
circuit only since the blocking circuit protects the current at
the first mode, and at the second mode the currenti v2 flows
through the second shunt circuit. Of course some current
flows through the first shunt circuit at the second mode also.

The tuning process for multimode shunt circuit has three
steps. At first, optimal shunt parameters are found for a reso-
nance mode by using the new tuning method based on the
maximum dissipated power. Second, a blocking circuit is
designed, which will block the current flow at the resonance
mode. Third, other shunt circuit parameters are determined
for an additional mode in the presence of the first shunt cir-
cuit and the blocking circuit.

As shown in Fig. 4, two resonance modes are investi-
gated in this study. Before determining parameters for mul-
timode shunt circuit, shunt parameters for a single mode are
employed from the previous tuning process. Next the block-
ing circuit is designed for the first mode by satisfying the
resonance equation,

v1
25

1

L1
blockC1

block
. ~9!

While tuned parameters for the first mode and the block-
ing circuit are kept in the tuning process, optimal parameters
for the next resonance mode are found according to the
maximum dissipated power. According to Ref. 8, the reac-
tance of the entire circuit can be calculated and the modified
inductance,L̃2* , can be given as

L̃2* 5
L1* L2* 1L2* L1

block2L1* L1
block2v2

2L1* L2* L1
blockC1

block

~L1* 2L2* !~12v2
2L1

blockC1
block!

.

~10!

FIG. 4. Schematic of shunt circuit for multimode.
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Also, the modified resistance,R̃2* , can be written in the same
manner as

R̃2* 5
R1* R2*

R1* 2R2*
. ~11!

When the excitation frequency is near the first resonance
frequency, the current only flows into the first branch such
that two parameters,L1* andR1* , only work due to the op-
eration of the blocking circuit. On the other hand, near the
next resonance frequency, whole parameters of the circuit are
related with the shunt damping at the frequency since the
blocking circuit passes the current flow at this frequency.

When multimode shunt circuit is used, however, as the
number of target modes~n! increases, the complexity of the
circuit increases. This is due to the fact that (n21) blocking
circuits are needed at each branch. Also the expression for
optimal inductance and resistance becomes complicated.
Fortunately, a single piezoelectric patch does not exhibit
many modes of the host structure in dominant noise fre-
quency band. Thus, two or three modes on a single piezo-
electric patch are practical. In real applications, a couple of
piezoelectric patches should be optimally located to take into
account several modes that will radiate noise dominantly.

IV. EXPERIMENTS

A. Piezoelectric smart panel and shunt circuit

Piezoelectric smart panel is designed to reduce the trans-
mitted noise at the low frequency range. A 300330031.5
mm aluminum plate is used as host structure for the panel.
To implement the shunt damping, a piezoceramic patch
~PZT-5H, 10035030.5 mm! is bonded on the plate with
epoxy adhesives. Figure 1 is a schematic diagram of the
piezoelectric smart panel. The location of piezoceramic patch
is important for multimode shunt damping. Generally, strong
radiation modes of rectangular plate are odd modes such as
~1,1! and ~1,3!, which are the first and second symmetric
modes. By locating the piezoceramic patch at the center of
the panel, the first and second symmetric modes can be taken
into account.

In order to build the shunt circuit, an inductor that has
large inductance is necessary. So far, a synthetic inductor has
been used to accomplish such a large inductance. However,
the use of a synthetic inductor requires an external power to
drive OP amps of the circuit, which is an obstacle for prac-
tical application. Furthermore, synthetic inductor circuits can
interfere with each other. Thus, a coil inductor is used instead
of the synthetic inductor. The use of coil inductor has many
advantages—cheap, less interference with other components,
no external power requirement, and easy to install. Also to
implement an independent system of piezoelectric smart
panel, the coil inductor can be integrated into the panel with-
out any external power. However, when high inductance
value is needed to suppress low modes of realistic large
structure, the use of a synthetic inductor or the use of capaci-
tance in conjunction with the piezoelectric patch can be re-
quired.

B. Acoustic test setup for piezoelectric smart panel

To test the noise reduction performance of piezoelectric
smart panel, the transmission measurement from low to high
frequencies should be available. For most panel materials the
transmission loss has been measured under strict control.10

Since this test facility is too expensive, a simple acoustic
tunnel has been innovated~Fig. 5!.6 Figure 5 shows the dia-
gram of the experimental apparatus for the acoustic panel
test. The tunnel is a square tube of 300 mm3 300 mm and
4 m long. It is divided into two sections—upper and lower
sections in equal length. A loudspeaker is set up at the end of
the upper section and an anechoic terminator made with
wedge is installed at the other end of the lower section. A
specially designed flange is provided where two sections
meet such that smart panels can be mounted in both. Four
edges of the smart panel are clamped using bolts and two
sections are tightly connected so as to secure pressure leak.
The function generator~Wavetek178! generates a sine sweep
signal and the signal is fed to the loudspeaker through the
power amplifier. The loudspeaker produces an incident sound
and when it excites the panel, the transmitted and reflected
sounds occur. Sound pressure levels of the transmitted signal
through the panel are measured using microphones and they
are analyzed and displayed at the dynamic signal analyzer
~HP35665A!. Through the measurement of sound pressure
level, plane wave is guaranteed below 800 Hz.6

Before conducting smart panel tests, modal analysis of
the panel structure was performed numerically by using a
finite element program,NASTRAN. Figure 6 shows the mode
shapes of the panel structure. With these results, target
modes are determined to be the first mode~133 Hz! and the
fifth mode~513 Hz!, and the location of piezoceramic patch
is chosen at the center of panel. After bonding the piezocer-
amic patch at the center of the panel, the admittance at the
patch was measured to tune the shunt circuit.

FIG. 5. A schematic diagram of experimental apparatus.
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V. RESULTS AND DISCUSSION

Two experiments were accomplished for the transmitted
noise reduction: first and fifth modes were tuned separately,
and two modes were tuned simultaneously. Figure 7 shows
the measured admittance of piezoelectric smart panel in
terms of conductance~real part! and susceptance~imaginary
part!. From the measured admittance, the first and fifth reso-
nance frequencies are found to be 127 and 518 Hz, respec-
tively, which are somewhat different from the modal analysis
results. This is due to the effect of bonded piezoelectric
patch. From the measured admittance curves, the parameters
for the equivalent impedance model~Van Dyke! were ex-

tracted using the piezoelectric resonance analysis program
~PRAP!, for the first and fifth modes, respectively. The sec-
ond column in Table I shows these values.

At first, the piezoelectric shunt damping was tested for
the first and fifth modes individually. The third column in
Table I exhibits the shunt circuit parameters found by the
optimization for each mode. The optimally searched values
~Simul! are found according to Eq.~8!. However, due to the
presence of uncertainties in the system, the optimally found

FIG. 6. Modal analysis for piezoelectric panel.

FIG. 7. Measured admittance of piezoelectric panel.

TABLE I. Van Dyke’s coefficients (C0 ,C1 ,L1 ,R1) are founded by analyzing the measured admittance, and the
optimal parameters (L1* ,R1* ,L1

block ,C1
block) for multimode shunt damping are determined in order to dissipate

the maximum power through the load resistor.

Freq.

Parameters Single Mode Multimode

Coeff Values Simul Expt. Simul Expt.

First mode
~127.3 Hz!

C0(F) 3.3161E27 L1* 54.42 L1* 53.98 L1* 54.42 L1* 53.98
C1(F) 9.413E29
L1(H) 162.9 R1* 5511.02 R1* 5600 R1* 5511.02 R1* 5150
R1 (V) 9097

Fifth mode
~518.1 Hz!

C0 3.160E27 L2* 50.30 L2* 50.30 L̃2* 50.458 L̃2* 50.446
C1 1.161E28
L1 8.421 R2* 5125.25 R2* 5100 R̃2* 5165.9 R̃2* 5120
R1 644

Blocking freq Parameters

First mode~127 Hz! L1
block51.07 C1

block51.647E26
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parameters are necessarily adjusted in the experiment. Thus,
the inductance (L1) and resistance (R1) are adjusted from
the optimal simulation results. The experimental values are
also shown in Table I. The simulation and experimental val-
ues show a closer comparison. Figure 8 shows the sound
pressure levels near the first resonance.R5600V is the op-
timal resistance experimentally found for the resonant shunt.
WhenR50 V was plotted for a comparison, 7 dB reduction
of the transmitted sound pressure level was obtained near the
first resonance frequency. Figure 9 shows the sound pressure
levels near the fifth resonance frequency. At the fifth mode,
much more reduction is obtained by 20 dB down since there
is much strain at the center of panel, which results in larger
electrical energy generation from the piezoelectric patch.

Second, the experiment for multimode shunt damping
was performed. By keeping the shunt circuit parameters for
the first modeL1* , R1* , those for the fifth mode were tuned.
During the tuning process, the impedance analyzer was em-
ployed to measure the inductance and resistance of the cir-
cuit directly. The last two columns in Table I show the simu-
lation and experimental values. All values of the experiment
parameters are almost identical with the simulation param-
eters, exceptR1* . This is due to the presence of internal
resistance of coil inductors in the shunt circuits as well as the

blocking circuit. Figure 10 shows the transmitted sound pres-
sure levels when two modes were reduced simultaneously.
The sound pressure levels in two resonance modes were re-
duced by 6 and 20 dB, respectively. The reduction level at
the first mode is 1 dB less than the individual tuning result.
This is due to a slight leakage of the current flowing into the
blocking branch.

When this multimode shunt technology is combined
with the use of several piezoelectric patches, the application
for large-scale structures will be possible for broadband
noise reduction. Also, the use of coil inductor for the circuit
may be attractive for real application since coil inductor is
compact and does not require any external power.

VI. CONCLUSIONS

Multimode shunt damping of piezoelectric smart panel
was studied for the noise reduction of the panel. Single pi-
ezoceramic patch was bonded on a host panel and shunt cir-
cuit was connected to the patch to accomplish multimode
shunt damping. As tuning method, the maximum dissipated
energy method in conjunction with the electrical impedance
model was adopted. In implementing the shunt circuit, a coil
inductor was used instead of a synthetic inductor, which does
not require external power to drive the circuit. The optimal
values of shunt parameters were verified by measuring these
values of the shunt circuit.

Before testing the multimode shunt damping of the
panel, single mode tests were individually performed, and 7
and 20 dB noise reduction obtained at the first and fifth reso-
nance modes of the panel, respectively. By implementing the
multimode shunt damping, 6 and 20 dB noise reductions
were obtained simultaneously for each mode, which are al-
most same as the single-mode test results.

When this multimode shunt technology is combined
with the use of several piezoelectric patches, the application
for large-scale structures will be possible for broadband
noise reduction.

FIG. 8. Shunt damping for first mode.

FIG. 9. Shunt damping for fifth mode.

FIG. 10. Experimental result for multimodes shunt damping.
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Relationships between exposure to noise@metric: day-night level~DNL! or day-evening-night level
~DENL!# from a single source~aircraft, road traffic, or railways! and annoyance based on a large
international dataset have been published earlier. Also for stationary sources relationships have been
assessed. Here the annoyance equivalents model concerning noise annoyance from combined
sources and the underlying assumptions are presented. The model first translates the noise from the
individual sources into the equally annoying sound levels of a reference source, road traffic, and
then sums these levels giving total levelL. The annoyance from the combined sources is found by
substituting exposureL in the road traffic exposure-annoyance relationship. The most important
assumption, independence of the contributions of the sources, is discussed. It appears that
independence will be violated substantially only due to the effect of the presence or absence of a
quiet side of a building, which is not incorporated in the model. For use in practice, the application
of the model is broken down in five steps. The step by step procedure can be used for the assessment
of the total noise level and the associated total annoyance on the basis of the DNL or DENL values
of the individual sources. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1766305#
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I. INTRODUCTION

Relationships between exposure to noise@metric: day-
night level~DNL! or day-evening-night level~DENL!# from
a single source~aircraft, road traffic, or railways! and annoy-
ance based on a large international dataset have been pub-
lished earlier. Also for stationary sources relationships have
been assessed. However, it is not sufficient to have relation-
ships for individual sources only, because in many cases
people are not exposed to either aircraft, road traffic, railway
noise, or noise from stationary sources, but to a combination
of these types of noises. As a consequence, there is also a
need for a model that predicts the annoyance caused by com-
binations of different types of noise sources. This article pre-
sents a method for quantifying the total annoyance caused by
exposure of a dwelling to noise from multiple noise sources.

An overview of procedures that have been proposed for
rating the total annoyance caused by multiple noise sources
can be found in Schulte-Fortkampet al. ~1996!. In Sec. III,
we discuss the simplest approach~energy summation model!,
and the model that often has been found to give a better
description of empirical data than other models~dominance
model!. Two elements can be distinguished in models for
combined exposures: the definition of a noise metric for the
combined exposure~L!, which is often but not always de-
fined in terms of the noise metrics for the individual sources
(L j ), and the relationship betweenL and the total noise an-
noyance ~A!. The discussions of the energy summation
model and the dominance model in Sec. III consist of the
presentation of these two elements, and an evaluation of the
model. The evaluations conclude that the energy summation

and the dominance model are not consistent with empirical
data in important respects.

Section IV takes a new, systematic approach to formu-
lating a model of annoyance caused by multiple sources.
Simple qualitative assumptions expressing what is thought to
be known about the relationship between multiple exposures
and annoyance are explicitly formulated. Then the model
that predicts the annoyance caused by combinations of noise
sources~annoyance equivalents model! follows from these
assumptions. The theorem which implies that the annoyance
equivalents model follows from the assumptions, is proven
in the Appendix.

The assumptions on which the annoyance equivalents
model is based, are in principle testable on the basis of com-
parisons of~combined! exposures with respect to the annoy-
ance they cause. No measurement of the~absolute level of!
total annoyance, which appears to have limited validity, is
needed. Section V discusses the critical assumption of the
annoyance equivalents model~independence!, and possible
violations are identified.

Section VI uses earlier published exposure-annoyance
relationships for single transportation sources~aircraft, road
traffic, railways! to estimate ‘‘parameters’’ of the annoyance
equivalents model. Using the parameter estimates, a step by
step procedure is presented that can be used for the assess-
ment of the total noise level and the associated total annoy-
ance on the basis of the DNL or DENL values of the indi-
vidual sources.

In principle, industrial sources without substantial im-
pulsive or tonal components can be included in the procedure
for DENL using relationships that have been recently estab-
lished for such sources. However, complications arise be-
cause a relatively high variance of the annoyance scores was
found for stationary sources, and because it appears that de-a!Electronic mail: hme.miedema@inro.tno.nl
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viant relationships apply to certain specific sources~e.g.,
shunting yards and seasonal industry!. This is discussed in
Sec. VII.

In the final section, conclusions are formulated and fur-
ther work needed is described. Preceding the earlier men-
tioned sections, the next section gives a description of noise
metrics and annoyance measures used in this article.

II. NOISE METRICS AND ANNOYANCE MEASURES

The day-night level, DNL, is defined in terms of the
LAeq’s ~‘‘average’’ noise levels! during daytime and night-
time, and applies a 10 dB penalty to noise in the night

DNL510 lg@~15/24!310LD/101~9/24!310~LN110!/10#.

Here LD and LN are theLAeq as defined in ISO 1996-2
~2002! for the day~7–22 h! and the night~22–7 h!, respec-
tively.

A noise metric related to DNL is the DENL. It is defined
in terms of the ‘‘average’’ levels during daytime, evening,
and night-time, and applies a 5 dBpenalty to noise in the
evening and a 10 dB penalty to noise in the night. The defi-
nition is as follows:

DENL510 lg@~12/24!310LD/101~4/24!310~LE15!/10

1~8/24!310~LN110!/10#.

Here LD, LE, and LN are theA-weighted long termLAeq as
defined in ISO 1996-2~2002! for the day~7–19 h!, evening
~19–23 h!, and night~23–7 h! determined over the year at
the most exposed facade. DENL is the new uniform noise
metric for the European Union~EC/DG Environment
2002a!. For noise from one type of source, DNL and DENL
are highly correlated.

The distribution of the annoyance scores at a given noise
exposure level can be summarized in various ways, after
transformation to a 0–100 scale. Often a cutoff point is cho-
sen on the scale from 0 to 100 and the percentage of the
responses exceeding the cutoff is reported. If the cutoff is 72
on a scale from 0 to 100, then the result is called the per-
centage ‘‘highly annoyed’’ persons~%HA!, with a cutoff at
50 it is called the percentage ‘‘annoyed’’ (%A) and with a
cutoff at 28 the percentage ‘‘~at least! a little annoyed’’
~%LA! ~cf. Schultz, 1978; EC/DG Environment, 2002b!. An
alternative to the percentage measures is the mean or ex-
pected annoyance score~EA!.

III. ENERGY SUMMATION AND DOMINANCE MODEL

The energy summation model~see, e.g., Taylor, 1982!
simply applies the same metric used for individual sources
~e.g., DNL or DENL! to the total noise exposure. According
to the energy summation model, the DNL or DENL of the
total exposure gives a consistent indication of the annoyance
caused by this exposure. It can be calculated from the expo-
sures to the individual sources by ‘‘energetic summation’’

L510 lgS j100.13L j .

The noise annoyanceA then is given by an exposure-
annoyance relationship~not specified by the energy summa-
tion model!

A5h~L !.

In a single source situation, the above total noise metricL is
equal to the noise levelL j of the single source. Since the
model assumes that there is one single relationh betweenL
and annoyance, this means that the energy summation model
predicts that exposures to aircraft noise, to road traffic noise,
and to railway noise cause equal annoyance if their DNLs or
DENLs are equal. This, however, is not consistent with em-
pirical findings@see, e.g., the early meta-analysis by Kryter
~1982!, and the later meta-analyses by Miedema and Vos
~1998!, and Miedema and Oudshoorn~2001!#, which show
that the DNLs or DENLs of two transportation sources that
cause equal annoyance can differ 10 dB. Thus, the energy
summation model does not describe empirical findings with
sufficient accuracy because it does not take into account the
differences among transportation noise sources in their po-
tency to cause annoyance.

According to the dominance model~see, e.g., Rice and
Izumi, 1986!, the total annoyance is equal to the maximum
of the single source annoyances

A5maxj@hj~L j !#.

Herehj is the exposure-annoyance function for sourcej. The
source causing the highest annoyance is called the dominant
source. A total noise metric can be defined by translating the
annoyance of the dominant source into the equally annoying
exposure level of an arbitrary reference source

L5h21+ maxj@hj~L j !#.

Here h21 is the inverse of an exposure-annoyance function
~not specified by the model!.

It has been frequently observed that the total annoyance
rating is equal orlower than the highest single source annoy-
ance~see, e.g., Rice and Izumi, 1986!. The dominance model
implies that the total annoyance is alwaysequal to the high-
est single source annoyance while alternative models, such
as the above energy summation model, imply that the total
annoyance is~equal or! higher than the highest single source
annoyance. Consequently, the dominance model fits the data
on total annoyance ratings better than the alternative models.
Therefore, it has been regarded as the proper model for the
prediction of annoyance caused by combined sources. How-
ever, as described earlier, there is a systematic discrepancy
between the dominance model and the data showing lower
total annoyance. This discrepancy may be related to difficul-
ties people have with evaluating the total annoyance from
various sources at once in a single judgment. This is dis-
cussed, e.g., by Job and Hatfield~2000!, and a model for the
underlying cognitive process has been recently proposed by
Botteldooren and Verkeyn~2003!.

Empirical findings also contradict the following implica-
tion of the dominance model. According to the dominance
model, the total annoyanceA is constant when the level of
nondominant source changes, as long as it does not become
the dominant source. This means that such situations with
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different levels of the nondominant source are predicted to
cause equal annoyance. However, it has been found~see
Miedema, 1987! that the total annoyance increases if the
annoyance level of the nondominant source approaches the
annoyance level of the dominant source. Thus, the domi-
nance model does not describe the empirical data correctly
for the important cases where the difference in annoyance
between dominant and nondominant sources is limited.

IV. ANNOYANCE EQUIVALENTS MODEL

The annoyance equivalents model~cf. Vos, 1992;
Miedema, 1996! resembles the toxic equivalents models
used in toxicology to describe the toxicity of certain mix-
tures, e.g., mixtures of dioxins. Using so-called toxic equiva-
lence factors, the concentrations of compounds are translated
into the equally toxic concentrations of a reference com-
pound which then are summed. The annoyance equivalents
model can be seen as an elaboration of the energy summation
model. Instead of summing the sound energy from the indi-
vidual sources directly, it first translates the noise from the
individual sources into the equally annoying sound energy
levels of a reference source and then sums these levels. Fig-
ure 1 illustrates this for two different noise sources A and B.
The noise levels from these sources areLA andLB , respec-
tively. Source A is selected as the reference. In order to cal-
culate the total noise annoyance,LB is transformed into the
equally annoying level of A,LB8 , as shown in the figure.
ThenLA andLB8 are added on an energy basis, givingL. The
corresponding annoyance from the two combined sources is
found by using the exposure-annoyance relationship of A,
with exposureL.

The above description of the annoyance equivalents
model means that the total noise levelL is defined as fol-
lows:

L510 lg(
j

100.13href
21

+hj ~L j !.

Herehj is the exposure-annoyance function for sourcej, and
href

21 is the inverse of that function for the reference source.
Thus, the composite functionhref

21+hj transforms the noise
level of sourcej into the equally annoying level of the ref-
erence source, as illustrated in Fig. 1. Furthermore, the total
annoyance is the value of the exposure-annoyance function
of the reference source atL:

A5href~L !.

There is a theorem~see Appendix; also see: Krantzet al.,
1971; Miedema, 1996: theorem 6.1! which implies that the
annoyance equivalents model is correct for combinations of
aircraft, road traffic, railway noise, and noise from stationary
sources, provided that the following five conditions hold. We
call this application of the theorem to annoyance from mul-
tiple sources the total annoyance theorem. In the following
description of the conditions,x, y, andz are each a combina-
tion of four noise levels from the four different types of
sources~levels may be nihil so that the variables may also
represent a quiet situation or an exposure to only a single
source!:

~1! Transitivity: If x is at least as annoying asy, andy is at
least as annoying asz, thenx is at least as annoying asz;

~2! Restricted solvability: If x is at least as annoying asy,
then the exposure of any source in the combinationy can
be changed so that the combination becomes equally an-
noying asx.

~3! Independence: If x andy both are combinations of expo-
sures such that~1! sourcej ~say, aircraft! has in combi-
nation x a noise level that is at least equal as its noise
level in combinationy, and~2! the exposure levels of the
other sources~e.g., road traffic, railway, and stationary
sources! are equal inx andy, thenx is at least as annoy-
ing asy.

~4! Connected: eitherx is at least as annoying asy or y is at
least as annoying asx, or both, i.e., the annoyance level
of a combination relative to another combination always
is defined.

~5! Representation of source specific annoyance: for one
type of sourcej, if noise levelxj is as least as high as
noise levelyj , thenxj is as least as annoying asyj .

V. EMPIRICAL BASIS AND LIMITATIONS

The earlier mentioned theorem isnot an empirical
theory, but a theorem that has been mathematically proven to
be correct~see Appendix!. The theorem means that the an-
noyance equivalents model is correct, if the five specified
properties of annoyance hold. In principle, verification of the
properties of noise annoyance requires empirical testing. The
properties also may be accepted without testing if they are
considered to be very plausible, or acceptable simplifications
or useful idealizations. An important aspect of the properties
is that only comparisons of the annoyance caused by~com-
bined! exposures are needed for their testing and not total
annoyance rating of which the validity is questionable~see
the earlier discussion of the dominance model!.

The critical property is independence. The following ex-
ample illustrates one type of violation of independence. The
ordering of~combined! exposures with respect to the noise
annoyance they cause is called the annoyance ordering. Con-
sider:

• the annoyance ordering of all situations with only road
traffic noise; and

• the annoyance ordering of the situations obtained from
the ‘‘only road traffic noise’’ situations by adding to each the
same tonal sound~e.g., squeeling railway noise!.

FIG. 1. Illustration of the annoyance equivalents model.
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Then independence is violated if a tonal sound with little
or no road traffic noise is more annoying than the same tonal
sound with a higher level of road traffic noise. This may
actually occur if the tonal sound is masked in the latter case.
A similar phenomenon may be found with very low fre-
quency noise, or impulsive noise instead of tonal noise. In
these cases the annoyance reduction caused by the masking
of the very irritating sound may outweigh the annoyance
increase caused by the higher road traffic noise.

Although such situations do exist, they will be rather
scarce because of the following reasons:

• The earlier-mentioned types of very irritating sounds
are rather scarce compared to the widespread prevalence of
noise without these specific aspects; and

• In general, if the earlier-mentioned types of very irri-
tating sounds occur, it is unlikely that masking will occur to
an extent that affects the reaction to this sound. The reason
for this is that important binaural masking requires, in addi-
tion to a sufficiently high level of the masker, overlap in
time, overlap in frequency spectrum, and spatial proximity of
the source of the irritating sound and the masking noise.

Findings of Fields~1998! demonstrate that the influence
of a second noise source on the evaluation of another source
in general is not important. He found that ‘‘residents’ reac-
tions to an audible environmental noise~...! are only slightly
or not at all reduced by the presence of another noise source
~...! in residential environments.’’ This supports that in gen-
eral the earlier discussed violations of independence are not
important.

A more important violation of independence is related to
variation in the spatial pattern of the exposures. The com-
bined sources may all affect the same side of a dwelling but
they may also affect different sides. This is likely to have
consequences for the level of annoyance, which would mean
a violation of independence. This is not discussed further
here, because already for single sources the effect of having
a quiet side or not, has been neglected. As will also be sug-
gested in the conclusion and discussion, the effect of the
number of exposed sides needs further attention both for the
single and multiple source situations.

VI. TOTAL ANNOYANCE ASSESSMENT FOR
TRANSPORTATION NOISE

For use of the annoyance equivalents model, the indi-
vidual exposure-annoyance relationshipshj need to be
known, and a reference source must be chosen~see the ear-
lier equations for the model!.

Except for relationships between DNL and the expected
annoyance score~EA! and the choice of the reference source,
all the information needed regarding relationships of annoy-
ance with DNL or DENL is specified in Miedema and Oud-
shoorn~2001! and Miedema and Vos~2004!. Because rela-
tionships with DNL as the noise metric are not available for
the EA, it is not possible to assess total EA on the basis of
DNL.

In principle, the choice of the reference source is not
arbitrary. However, the choice of the reference source is not
important when it can be assumed that one of the transpor-
tation sources can be taken as reference, because the relation-

ships given in the earlier-mentioned references are linear and
have nearly equal slopes for the transportation sources. The
equally annoying level of the reference source can be ap-
proximated by adding a source dependent bonus~or penalty!
to the level of the source considered. With the possible ref-
erence sources having linear relationships with equal slopes,
the annoyance predicted by the annoyance equivalents model
is independent of the choice of the reference source. Road
traffic is chosen as the reference source, as has been done
previously.

Then, using the individual exposure-annoyance relation-
ships from the references, the assessment of the total noise
level and the corresponding percentage annoyed can be bro-
ken down in the following steps when using DNL:

~1! Assess DNL for aircraft, road traffic, and railways (Lair ,
L road, andL rail);

~2! Calculate the annoyance level for aircraft and for
railways1

• Aair52.16 Lair289.7,

• Arail52.06 L rail2107.5;
~3! Calculate the equally annoying road traffic levels for air-

craft and for railways

• Lair8 5~Aair1105.7!/2.21,

• L rail8 5~Arail1105.7!/2.21;
~4! Calculate the total noise level

L510 lg~100.13Lair8 1100.13Lroad1100.13Lrail8 !;
~5! Calculate the percentage a little annoyed, annoyed, or

highly annoyed for the combined, multiple sources

• %LA526.18831024~L232!315.379

31022~L232!210.723~L232!;

• %A51.73231024~L237!312.079

31022~L237!210.566~L237!; and

• %HA59.99431024~L242!321.523

31022~L242!210.538~L242!.

When using DENL, the steps are:

~1! Assess DENL for aircraft, road traffic, and railways
(Lair , L road, andL rail);

~2! Calculate the annoyance level for aircraft, and for
railways1

• Aair52.17 Lair291.4,

• Arail52.10 L rail2110.1;
~3! Calculate the equally annoying road traffic levels for air-

craft, and for railways

• Lair8 5~Aair1107.0!/2.22,

• L rail8 5~Arail1107.0!/2.22;
~4! Calculate the total noise level

L510 lg~100.13Lair8 1100.13Lroad1100.13Lair8 !; and
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~5! Calculate the percentage a little annoyed, annoyed,
highly annoyed, or the expected annoyance score for the
combined, multiple sources
• %LA526.23531024~L232!315.509

31022~L232!210.6693~L232!,

• %A51.79531024~L237!312.110

31022~L237!210.5353~L237!,

• %HA59.86831024~L242!321.436

31022~L242!210.5118~L242!; and

• EA529.15431025~L232!312.307

31022~L232!210.537~L232!.

VII. STATIONARY SOURCES

In principle, industrial sources without substantial im-
pulsive or tonal components can be included in the procedure
for DENL described earlier by usingAind52.49L ind2126.5
in step 2 ~based on: Miedema and Vos, 2004! and L ind8
5(Aind1107.0)/2.22 in step 3, and by adding 100.13L ind in
the addition in the argument of lg in step 4. In case of sub-
stantial impulsive or tonal components, corrections proposed
for the extra annoying character of these aspects may be
applied to DENL~see, e.g: ISO-1996-2, 2002; Delta Acous-
tics, 1997!. However, complications arise because a rela-
tively high variance of the annoyance scores was found for
stationary sources. Moreover, it appears necessary to apply
for shunting yards and seasonal industry in step 2 relations
that are different from the earlier mentioned relation for
other industry.

A. High variance of annoyance scores for stationary
sources

The models used to assess the exposure-annoyance rela-
tionships for individual sources assume a constant variance
of the ~latent! annoyance scores at different exposures levels,
but do not assume that this variance is the same for different
types of sources. Nonetheless, for the transportation sources
~aircraft, road traffic, and railway! nearly equal variances are
found. With scores in the range 0–100, the variance of the
normal distribution of the scores comes in the ranges 1100–
1300. This means that for these types of sources the percent-
age of persons above a certain cutoff, such as the cutoff 72
which is used to determine %HA, is nearly equal if the mean
annoyance is equal. In the preceding section, the mean an-
noyance score has been used to find the equally annoying
road traffic level for the other transportation sources~in steps
2 and 3!. Consequently, ‘‘equally annoying’’ means ‘‘having
equal mean annoyance.’’ Because the variances are almost
equal, for the three types of transportation sources the %HA
~or the %A, the %LA, etc.! of the transportation sources are
also equal if they have equal mean annoyance. This implies
that for a single source, calculating the percentages directly
with the source specific annoyance relationship, gives about
the same result as calculation of the percentages with the
procedure for combined sources from preceding section ap-
plied to that single source.

For stationary sources complications arise because a
higher variance of the normally distributed annoyance~2054!
has been found. A consequence of this higher variance is that
for a single stationary source, calculating an annoyance per-
centage directly with the source specific annoyance relation-
ship, gives a result that is somewhat different from the per-
centage calculated with the procedure for combined sources
applied to that single source. Comparison of the %LA, of the
%A and of the %HA obtained in the two different ways
~directly and with the procedure for multiple sources!, shows
that the latter procedure underestimates the %A and the
%HA especially at lower exposure levels. Until more re-
search is done to clarify the cause of the higher variance in
annoyance found for stationary sources, it is suggested that
the following ad hoc step is added to the procedure from the
previous section: the maximum is taken of the %HA~or %A
or %LA or EA! resulting from step 5 and the %HA~or %A
or %LA or EA! for the individual sources. If an industrial
source is involved, the extra step prevents that the procedure
underestimates the annoyance in situations dominated by the
industrial source. The relationships needed to calculate
%LA, %A, %HA or EA from DENL or DNL of the indi-
vidual sources, can be found in Miedema and Oudshoorn
~2001!, and Miedema and Vos~2004!.

B. Shunting yards and seasonal industry

Stationary sources are more heterogeneous than trans-
portation sources of a single kind. In principle, different
exposure-annoyance relationships could be established for
different types of stationary sources, but the limited amount
of data regarding stationary sources restricts the possibilities
to do so. Miedema and Vos~2004! found that the relation-
ships for shunting yards and for seasonal industry were sig-
nificantly different from the single relationship that fitted the
data for nine other, very different types of industry. The latter
relationship is used in the introduction of Sec. VII A. On the
basis of the best estimate for shunting yards, for this type of
stationary source the constant2126.5 in step 2 must be re-
placed by285.8. On the basis of the best estimate for a
seasonal industry, with most of the activities concentrated in
circa 3 months, the constant2126.5 must be replaced by
2156.5.

VIII. CONCLUSION AND DISCUSSION

The annoyance equivalents model has been presented
which describes the total annoyance caused by aircraft, road
traffic, railway noise, and, in principle, stationary sources.
This model has not been tested directly, but follows from five
assumptions regarding noise annoyance, using a~mathemati-
cal! theorem. The theorem means that the annoyance equiva-
lents model is correct, if the five specified properties hold.
The properties may be accepted without testing if they are
considered to be very plausible, or acceptable simplifications
or useful idealizations. The critical property is independence.
The violation of independence is discussed, and it is con-
cluded that, apart from complications related to the number
of exposed sides of a dwelling, important violations are ex-
pected only in a limited number of practical situations. The
unspecified exposure-annoyance relationships of the indi-
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vidual source types in the annoyance equivalents model are
substituted on the basis of results for individual source types
published earlier. For use in practice, the application of the
model is broken down in five steps. This step by step proce-
dure can be used for the assessment of the total noise level
and the associated total annoyance.

At present, we consider the annoyance equivalents
model to be the best available model for the prediction of
total annoyance in practice, e.g., for monitoring, impact as-
sessment, or policy making. As a model of the experience of
annoyance it needs further evaluation in order to learn to
what extent it is a simplification, or what may be limitations
in addition to those discussed. One aspect which needs fur-
ther attention, it the choice of the reference source, to which
the noise levels of all other sources are translated.

Further insight in possible limitations of the annoyance
equivalents model may be obtained when examples of viola-
tions of its underlying assumptions, in particularly indepen-
dence, are put forward. For example, it may be possible to
formulate examples based on specific temporal patterns of
the individual sources. Also, there is a need for empirical
studies testing either the tenability of the underlying assump-
tions ~independence!, or directly the adequacy of the annoy-
ance equivalents model for predicting total annoyance from
multiple noise sources. In these studies, the annoyance
equivalents model can de evaluated on the basis of compari-
sons between multiple exposures; no absolute total annoy-
ance judgments, of which the validity is questionable, are
needed.

According to the present insight, the elaboration of the
earlier approach that is most needed concerns the spatial dis-
tribution of the noise exposure of a dwelling. It is likely that
there is a difference in total annoyance between the situation
with two sources affecting the same side of a dwelling, and
the situation with the same two sources affecting different
sides of the dwelling. Taking this into account would require
further elaboration of the exposure-annoyance relationships
of the individual source types by including more~exposure!
variables as predictors of annoyance, in addition to DNL or
DENL ~at the most exposed side of a dwelling!, especially
the presence of a relatively quiet side of the dwelling.
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APPENDIX

A. Introduction

A theorem, from which the total annoyance theorem di-
rectly follows, is presented and proven in this Appendix. The
theorem is phrased abstractly in terms of a binary relation
~5annoyance ordering! on a ~product! set ~5possible mul-
tiple exposures!. First some definitions are given, thereafter

the theorem and its proof, and finally the correspondence
with the total annoyance theorem is pointed out. In the total
annoyance theorem there are more than two components in
the domain, namely combined exposures to aircraft, road
traffic, railways, and stationary sources, i.e., four compo-
nents~each of them may be nihil!. The theorem presented
here is stated for any finite number of components. Because
independence is a weaker property when there are two com-
ponents instead of more than 2, for that case an additional
property, the Thomsen condition, must be assumed.

The proof is adapted from Miedema~1996: Lemma A in
the proof of theorem 6.1!. The method of proof used is from
Holman ~1971!, and has been used by Krantzet al. ~1971:
theorem 6.2! and Narens~1985: theorem 3.3! to proof similar
theorems. The present proof is self-contained, except for the
use of a result from functional equation theory~Aczél, 1987!.
Interpreted in terms of the annoyance ordering and noise
exposures, the method of proof is closely related to the way
in which the total annoyance theorem is introduced~see Fig.
1!. First functions are defined that translate the noise levels
of the individual sources in a combination into the equally
annoying levels of a reference source. Then it is shown that
combining these equally annoying levels in the same way as
levels of the reference source usually are combined, gives
consistent indications of the total annoyance of multiple ex-
posures.

B. Definitions

The generalizations of the definitions of induced order-
ing, independence, and restricted solvability, given here for a
domain with two components, to multiple components are
straightforward, and can be found in Miedema~1996: Ap-
pendix B!.

A binary relationR is transitive on X iff xRy and yRz
implies xRz for all x, y, andz in X. A binary relationR is
connectedon X iff xRy or yRx ~or both! for any x andy in
X. A binary relation is aweak orderingiff it is transitive and
connected. When ‘‘f’’ is used as the sign for a weak order-
ing, then ‘‘;’’ is used as the sign for the corresponding
equivalence relation, i.e.,x;y iff xfy and yfx, ande is
used to denote a minimal element, i.e., an element such that
xfe for all x in the domain off.

A nonminimal elementu with respect to the orderingf
is an element for which there is an elementv such thatu
fv while not vfu. Whenf is a weak ordering onX3P,
thenf1 , defined as follows, is called theordering induced
on X by f: for all x andy in X, xf1 y iff there is a nonmini-
mal zp in X3P such thatxpfyp. Similarly, f2 , defined as
follows, is said to be the ordering induced onP by f: for all
p and q in P, pf2 q iff there is a nonminimalxr in X3P
such thatxpfxq.

A relational structure S5^V,R& consists of relationR
and its nonempty domainV. When V is the product of a
finite number of sets, thenS is called aconjoint structure.
When S5^3 j PJVj ,f& is a conjoint structure withf a
weak ordering, then the relational structure^Vj ,f j&, where
f j is the ordering induced byf on Vj , is called asubstruc-
ture of S. WhenS5^V,f& is a relational structure withf a
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weak ordering, then a functionw that mapsV onto @0,̀ ! so
that for all u andv in V, ufv iff w(u)>w(v), is called a
quantificationof S.

A weak orderingf on X3P is independentiff: ~1! for
all x andy in X andp in P, xf1 y implies thatxpfyp; and
~2! for all x in X and p and q in P, pf2 q implies thatxp
fxq. A weak orderingf on X3P is said to berestrictedly
solvableiff, for all x and y in X and p and q in P, xpfyq
implies that there isr in P such thatxp;yr, andz in X such
that xp;zq. A weak orderingf on X3P satisfies the
Thomsen conditioniff, for all x,y,z in X and p,q,r in P,
xp;yq andyr;zp implies thatxr;zq.

Let S5^3 j PJVj ,f& be a conjoint structure. ThenS is
said to be arestrictedly solvable structureiff:

~i! f is a weak ordering on3 j PJVj ;
~ii ! f is independent and restrictedly solvable;
~iii ! if n(J)52, thenf satisfies the Thomsen condition;

and
~iv! each substructurêVj ,f j& of S has a quantification.

C. Theorem

Let S5^3 j PJVj ,f& be a restrictedly solvable structure
with substructureŝVj ,f j& having quantificationsw j . Then
there are strictly increasing functionsf j from @0,̀ ! onto it-
self such thatS j PJf jw j is a quantification ofS, i.e., for all
(...,uj ,...), (...,v j ,...) in 3 j PJVj :

~ ...,uj ,...!f~ ...,v j ,...! iff

S j PJf jw j (uj )>S j PJf jw j (v j ).

D. Proof

We adopt the two following conventions. Letf be a
function andy an element from its range. Thenf 21(y) de-
notes a particular choice from the set$xuy5 f (x)%. Further-
more, minimal coordinatesej are omitted, and, e.g.,uj;v i is
written instead of (e1 ,...,ej 21 ,uj ,ej 11 ,...,en(J))
;(e1 ,...,ei 21 ,v i ,ei 11 ,...,en(J)).

The organization of this proof is as follows. First we
define functionsp j on the componentsVj , and show them to
be quantifications of the substructures^Vj ,f j&. With these
substructure quantifications, an operation% is defined and
shown to have the properties which imply that its form isx
% y5g21@g(x)1g(y)#, and it is shown that% can be used
to combine the substructure quantificationsw j into a quanti-
fication of the entire structureS.

The functionsp j are defined to be real-valued functions
on the substructure domainsVj such that for alluj in Vj and
v1 in V1 :

p j~uj !5w1~v1! iff uj;v1 . ~1!

They are shown to be quantifications of substructures^Vj ,
f j&. Note thatp15w1 .

p j is a function, because, ifp j (uj )5x andp j (uj )5y,
then, by definition@1#, uj;w1

21(x) anduj;w1
21(y). Conse-

quently, w1
21(x);w1

21(y), and, by independence,w1
21(x)

;1 w1
21(y), which implies, sincew1 is an~order preserving!

quantification, thatx5y. p j is defined on eachuj in Vj ,

because there is a minimal elementej5w j
21(0) and for all

uj , ujfej , so that, by restricted solvability, there is av1

such thatuj;v1 and, by definition@1#, p j (uj )5w1(v1). p j

is onto @0,̀ !, because for eachxP@0,̀ ) there is av1 such
that w1(v1)5x, and by restricted solvability, there is auj in
Vj such thatuj;v1 so that by definition@1# p j (uj )5x.

Finally, we show with respect top j that it preserves the
orderingf j . To simplify the notation we definec j5p j

21.
Note that it directly follows from definition@1# that c1(x)
;c j (y) iff x5y, which implies that, more generally

c i~x!;c j~y! iff x5y. ~2!

Using first c15w1
21, second independence, third

c1(z);c j (z), and finally again independence, we find that

x>y iff c1~x!f1 c1~y!,

iff c1~x!fc1~y!,

iff c j~x!fc j~y!,

iff c j~x!f j c j~y!.

Becausec j5p j
21 this result means thatp j translates

orderingf j into >.
Thus,p j is a function fromVj onto @0,̀ ! which trans-

lates orderingf j into >, which means that it is a quantifi-
cation of substructurêVj ,f j&.

The ~partial! binary operation% on @0,̀ !, defined with
the functionsc j by

c1~x!c2~y!;c1~x% y!, ~3!

is shown to be closed, associative, cancellative, and continu-
ous. % is a function, because ifx% y5u andx% y5v, then
c1(x)c2(y);c1(u) and c1(x)c2(y);c1(v), so that
c1(u);c1(v). Sincec15w1

21, this means thatu5v.
Becausep j is a function onto@0,̀ !, c j5p j

21 is defined
for each element in@0,̀ !, and, by restricted solvability, for
all x,yP@0,̀ ) there is av1 in V such thatc1(x)c2(y)
;v1 . Thus, there iszP@0,̀ ) such thatc1(z);v1 and, by
definition @3#, x% y5z. So % is closed on@0,̀ !.

Commutativity andassociativityare first shown for the
casen(J)52. Let w,x,y,zP@0,̀ ). Since, by@2#, for each
w c1(w);c2(w), the following demonstrates that commu-
tativity of % is implied by a true condition. In the first step
the Thomsen condition is used and definition@3# is used in
the second step

c1~x!;c2~x! and c2~y!;c1~y!

⇒c1~x!c2~y!;c1~y!c2~x!,

⇒c1~x% y!;c1~y% x!,

⇒x% y5y% x.

Using commutativity, and again the Thomsen condition
and definition@3#:

c1~y!c2~x!;c1~y% x!;c1~x% y! and

c1~y% z!;c1~y!c2~z!,

⇒c1~y% z!c2~x!;c1~x% y!c2~z!,
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⇒c1~@y% z# % x!;c1~@x% y# % z!,

⇒~y% z! % x5~x% y! % z,

⇒x% ~y% z!5~x% y! % z,

which demonstrates that associativity of% is implied by a
true condition.

Next consider the casen(J).2. Let i , j ,kPJ be such
that iÞ j , iÞk, and j Þk. Then, since by@2#, e.g., c j (y)
;ck(y) and by independence

c i~x!c j~y!;c i~x!ck~y!;c j~x!ck~y!;c i~y!c j~x!.

That is, the argumentsx and y may be interchanged in
c i(x)c j (y). By independence, these arguments may also be
interchanged if the coordinates of the components other than
i and j are not minimal. Because the arguments are inter-
changeable

c1~x% y!;c1~x!c2~y!;c1~y!c2~x!;c1~y% x!,

so that% is commutative. Using in the fourth step the pos-
sibility to interchange arguments twice

c1~@x% y# % z!;c1~x% y!c2~z!,

;c1~x% y!c3~z!,

;c1~x!c2~y!c3~z!,

;c1~y!c2~z!c3~x!,

;c1~y% z!c3~x!,

;c1~y% z!c2~x!,

;c1~@y% z# % x!,

;c1~x% @y% z# !,

so that% is associative.
Because, using independence

y>z iff c2~y!f2 c2~z!,

iff c2~y!fc2~z!,

iff c1~x!c2~y!fc1~x!c2~z!,

iff c1~x% y!fc1~x% z!,

iff x% y>x% z,

and because it could be similarly shown thatx>z iff x% y
>z% y, % is strictly increasing in both arguments. Conse-
quently, % is cancellative, i.e., for all x,y,zP@0,̀ ):

~x% y5x% z!∨~y% x5z% x!→y5z.

Because% is closed, strictly increasing in both arguments,
and x% 05x, with the left argument fixed at arbitrarya
P@0,̀ ), % is a strictly increasing function from@0,̀ ! onto
@a,`). Similarly, with the right argument fixed at arbitrary
bP@0,̀ ), % is a strictly increasing function from@0,̀ ! onto
@b,`). Hence,% is continuous.

Because% is a closed, associative, cancellative, and
continuous operation on@0,̀ !, by Aczél @~1987!: p. 107#, a
continuous, strictly monotone functiong, mapping @0,̀ !
onto interval I exists such that

x% y5g21@g~x!1g~y!#. ~4!

I is one of the intervals (2`,a#, @b,`) or R, with b>0
>a. Becausex% 05x andg is a continuous, strictly mono-
tone function, it follows from@4# that g(0)50 and thatg is
onto@0,̀ ! and strictly increasing, or onto~2`,0# and strictly
decreasing. Leth5g if g is positive valued, and leth52g if
g is negative valued. Clearly, in both casesh21@h(x)
1h(y)#5g21@g(x)1g(y)#. Thus, a strictly increasing
function h from @0,̀ ! onto itself exists such that

x% y5h21@h~x!1h~y!#. ~5!

To arrive at a quantification ofS which is defined in
terms of%, it is shown that

~ ...,c j~uj !,...!f~ ...,c j~v j !,...! iff % j PJuj> % j PJv j .
~6!

First the casen(J)52 is considered. For eachu,v,x,y
P@0,̀ ):

x% y>u% v iff c1~x% y!fc1~u% v !,

iff c1~x!c2~y!fc1~u!c2~v !.

Next the casen(J)53 is considered. For eachu,v,w,x,y,z
P@0,̀ ):

x% y% z>u% v % w

iff c1~x% y!c2~z!fc1~u% v !c2~w!,

iff c1~x% y!c3~z!fc1~u% v !c3~w!,

iff c1~x!c2~y!c3~z!fc1~u!c2~v !c3~w!.

The recursive argument for highern is omitted since, apart
from the recursion, nothing new is involved.

The theorem is shown by combining the results obtained
earlier.

Because bothw j andp j are quantifications of̂Vj ,f j&
onto @0,̀ !, there is a strictly increasing functiongj from
@0,̀ ! onto itself such thatp j5gjw j . By definition c j

5p j
21, so thatc j5w j

21gj
21. Using this, it follows from@6#

that

~ ...,w j
21~uj !,...f~ ...,w j

21~v j !,...!

iff % j PJgj~uj !> % j PJgj~v j !. ~7!

From @5# and @7# it follows that there is a strictly increasing
function h from @0,̀ ! onto itself such that

~ ...,w j
21~uj !,...!f~ ...,w j

21~v j !,...!

iff h21@S j PJhgj~uj !#>h21@S j PJhgj~v j !#.

Hence, f j5hgj is a strictly increasing function from@0,̀ !
onto itself such thatS j PJf jw j is a quantification ofS onto
@0,̀ !.

E. Total annoyance theorem

The general theorem in Sec. C directly implies the more
specifically phrased total annoyance theorem. With the five
assumptions presented in Sec. IV, structureS5^Rn,f&, with
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f the total annoyance ordering onn tuples of noise levels
from different sources, is a restrictedly solvable structure.
With L j the noise level of sourcej:

w j~L j !5100.13L j ,

with 05w j (2`), is a quantification of substructurêR,
f j&, where f j is the induced annoyance ordering on the
noise levels of sourcej. By the general theorem, there are
strictly increasing functionsf j from @0,̀ ! onto itself such
that S j PJf jw j is a quantification ofS.

With functionshj* defined as follows:

hj* ~L j !510 lg f j~100.13L j !,

the quantification ofS can be written as follows:

(
j

100.13hj* ~L j !.

Since the functionshj* assign the same number to equally
annoying noise levels of different individual noise sources,
hj* is interpreted as being a composite function,hj*
5href

21hj , with hj the exposure-annoyance function for
source j, and href

21 the inverse of the exposure-annoyance
function for a reference source. Then

L510 lg(
j

100.13href
21

+hj ~L j !

is the noise level of the reference source that is equally an-
noying as the combined levelsL j , andhref(L) is the annoy-
ance level corresponding toL.

1Note that the linear relationships do not have the observed annoyance score
as the dependent variable, but the corresponding~latent! variable with a
normal distribution~see references in text regarding exposure-annoyance
relationships!. While the range of the observed annoyance score is 0–100
so that negative values do not occur, the corresponding normally distributed
~latent! annoyance variableA may be negative.
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Statistical-acoustics models of energy decay in systems of
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An improved statistical-acoustics model of high-frequency sound fields in coupled rooms is
developed by incorporating into prior models geometrical-acoustics corrections for both energy
decay within subrooms and energy transfer between subrooms. The conditions under which
statistical-acoustics models of coupled rooms are valid approximations to geometrical acoustics are
examined by comparison of computational geometrical-acoustics predictions of decay curves in
two- and three-room systems with those of both improved and prior statistical-acoustics models. The
accuracy of the decay model used within subrooms is found to have a primary influence on the
accuracy of predictions in coupled systems. Likewise, nondiffuse transfer of energy is shown to
significantly affect decay of energy in systems of coupled rooms. The decrease in energy density of
the reverberant field with distance from the source, which is predicted by geometrical acoustics, is
found to result in spatial dependence of decay-curve shape for certain coupling geometries.
Geometrical effects are shown to contribute to the failure of statistical-acoustics models in the case
of strong coupling between subrooms; thus, previously proposed statistical-acoustics criteria cannot
predict the point at which the models break down with consistent accuracy. ©2004 Acoustical
Society of America.@DOI: 10.1121/1.1763974#

PACS numbers: 43.55.Br, 43.55.Ka@MK # Pages: 958–969

I. INTRODUCTION

The high-frequency modeling techniques of statistical
acoustics~SA! and geometrical acoustics~GA! are increas-
ingly being applied to systems of large, coupled rooms as the
use of auxiliary coupled volumes in the design of perfor-
mance spaces becomes more frequent. SA models offer the
advantages of speed and simplicity, but their accuracy in
predicting the sound fields in systems of large, coupled
rooms has not been established. The interrelationship of
these two modeling techniques has been theoretically
characterized1–3 and studied in single-volume rooms both
computationally4–6 and experimentally.7 Based on GA con-
cepts, semiempirical refinements of Sabine’s original SA
model8 have been developed.9–12 In systems of coupled
rooms SA models involve additional assumptions that further
limit their agreement with GA models. Thus, the relation-
ships established between SA and GA for single-volume
rooms must be reevaluated for systems of coupled rooms.
Many of the semiempirical corrections developed for SA
models of single-volume rooms have not been applied to SA
models of coupled rooms. Moreover, new corrections can be
developed to address the additional assumptions required to
model coupled rooms. This paper describes an improved SA
model of coupled rooms, which comprises prior models
while incorporating additional corrections, and examines the
relationship of SA models to GA.

An SA model of two coupled rooms was first developed
by Davis13 based on a system of coupled ordinary differential
equations~ODEs!. Detailed expositions of this model have
been given by Cremer and Mu¨ller14 and Lyle.15,16 Kuttruff17

has generalized this model to systems of an arbitrary number
of coupled rooms by expressing it in matrix formalism
~though Peutz18 earlier used an analog computer to solve the
same system of ODEs!. Eyring19 modified Davis’s derivation
to incorporate an alternative decay model.9

II. STATISTICAL-ACOUSTICS MODEL

A. Models of single-volume rooms

The Sabine model8 is a limiting case of GA in enclo-
sures that are ergodic, sufficiently mixing, and weakly
absorbing.1,3 In conditions for which the assumptions of the
Sabine model are not valid, additional information is re-
quired in order to yield a true first-order correction to the
Sabine model.20 Other decay models9–11 can often, but not
always, yield predictions that are more accurate than those of
the Sabine model.2 The Eyring model9 considers only the
first moment of the free-path distribution, and thus assumes
energy is lost every time a phonon travels a distance of one

mean-free patĥ ,̄&. Defining h as the ratio of the Eyring
absorption exponenta8 to the geometrically averaged ab-
sorption coefficientā

h5
a8

ā
, ~1!

allows the Eyring decay constantd8 to be expressed in terms
of the Sabine decay constant

a!Portions of this work have been presented at the 143rd meeting of the
Acoustical Society of America@J. Acoust. Soc. Am.111, 2390~A! ~2002!#.

b!Electronic mail: summers@abyss.nrl.navy.mil
c!Current address: Naval Research Laboratory, Washington, D.C. 20375-
5350.

d!Current address: Yamaha Corporation, 10-1 Nakazawa-cho, Hamamatsu
430-8650 Japan.
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d85
cSa8

8V
5hd, ~2!

wherec is the speed of sound,S is the total surface area, and
V is the volume of the room. Regardless of its merit in
single-volume rooms, the similar Millington–Sette model10

is not suitable for use in coupled rooms because it predicts
that any surface witha51, such as a coupling aperture,
causes decay rate to become infinite.17

Kuttruff11 showed that accounting for the second mo-
ment of the free-path distribution leads to the absorption ex-
ponent

a952 ln~12ā !F11
g2

2
ln~12ā !G , ~3!

whereg2 is the normalized variance (^,2&2^,̄&2)/^,̄&2. The
decay constantd9 can be expressed by definingh as before.

In the presence of strong nonuniform absorption the
Sabine model fails. But, under these conditions, a room that
is sufficiently mixing can decay exponentially.7,21,22The de-
cay rate, however, may not be well predicted by SA
models.17 Embleton12 has presented a Markov-process
implementation of the radiosity method that specifically ac-
counts for this effect. The model reduces to a simple form in
the practical case of a room having only two distinct types of
surface. Given an absorbent floor or aperture areaS1 with
absorption coefficienta1 and the remaining areaS0 having a
uniform absorption coefficienta0 , the absorption exponent
a- is given by

a-52 ln@12~ ā1Dā!#, ~4!

where

Dā5
~a12a2!2

12ā S S1

S D 2

. ~5!

As previously developed, this model only accounts for the
mean of the free-path distribution. If the variance in the free-
path distribution is addressed the absorption exponent is
given by

a+52 ln@12~ ā1Dā!#H 11
g2

2
ln@12~ ā1Dā!#J .

~6!

The resulting new decay model is here termed the Kuttruff–
Embleton model. The correction termDā is positive; thus
these models predict larger decay constants than the unmodi-
fied Eyring or Kuttruff expressions, respectively. This is cor-
rect only for some enclosure geometries. For example, pre-
dictions agree with GA in rectangular parallelepipeds with
one absorptive surface only if the absorptive surface is one of
the larger surfaces.17 Further, if more than two types of sur-
face exist in a room, applying the simplified form of these
models can lead to substantial error.12

Propagation loss can be accounted for in any of the
models discussed above by adding a factor of 4mV to the
total absorption power, wherem is the energy dissipation
coefficient of air expressed in units of Nepers per meter.23

In coupled rooms the shapes of decay curves are func-
tions of both decay constants and steady-state energy densi-

ties. For this reason, it is especially important that a SA
model predict both behaviors accurately. The expression for
steady-state energy density«0 in a single-volume room con-
taining a source of powerP,

«05
4P exp~2A/S!

cA
, ~7!

proposed by Vorla¨nder,24 was found most accurate when
compared to GA predictions. The total absorption powerA is
defined as the product of the surface area and the average
absorption coefficient or absorption exponent. The Sabine
form, A5Sā, has been adopted for this work. While this
model predicts a uniform level of the reverberant field, it is
known25,26 that the steady-state level of the reverberant
sound decreases with distance from the source. If it is as-
sumed that the energy density due to the reverberant field
decays exponentially and the instantaneous level of the re-
verberant field is uniform throughout the space,«0 will be
given by the sum of the energy density contributed by the
direct sound and the integration of the reverberant field en-
ergy density arriving after the direct sound. Assuming spheri-
cal propagation from the source and a receiver located at a
distancer from the source, the expression for energy density
is26

«0~r !5
P

4pr 2c
1«0 expS 22d

r

cD . ~8!

B. Prior models of coupled rooms

When two or more rooms are joined together in such a
way that energy can be transmitted between them, the rooms
constitute a coupled system. The reverberant field in a sys-
tem of coupled rooms is not described by SA models that
have been developed for single-volume rooms.

Knudsen23 has suggested that, for a uniform distribution
of absorption between the subrooms, single-slope decay
curves will result that can be described by the Eyring model

using the mean-free path of the total system^,̄&

«~ t !5«0 expS 2c

^,̄&
a8D . ~9!

This expression can be refined by replacinga8 with another
absorption exponent@e.g., Eqs.~3!, ~4!, or ~6!#. In rooms of
disparate size the conjecture is incorrect because the bimo-
dality of the free-path distribution is pronounced and double-
slope decay curves result.27 But, even if the decay curves in
the subrooms are dominated by a single rate, it may be inac-
curate to treat the subrooms as a single room.16

To treat a more general case, an enclosure consisting of
coupled rooms must be modeled as a system of indepen-
dently decaying subrooms that interact through the exchange
of energy between their diffuse fields. The expression of this
by Kuttruff17 is formally equivalent to all prior models of
coupled rooms based on the Sabine model of energy decay
within subrooms.

Such dynamic energy-balance approaches assume that
~1! each subroom has a unique diffuse sound field and that at
coupling aperture~s! there is an abrupt transition between

959J. Acoust. Soc. Am., Vol. 116, No. 2, August 2004 Summers et al.: Models of decay in coupled rooms



sound fields,~2! the subrooms of the system interact only by
an exchange of diffuse energy, and~3! the decay properties
of the subrooms are unaltered by the coupling other than the
small shift in the decay constant of each room predicted by
the SA model~see, e.g., Ref. 14!. The validity of these as-
sumptions is examined in Sec. II D 2.

C. Improved model of coupled rooms

Under the Sabine assumptions irradiation strengthB
5«c/4. However, Eyring19 observed that assuming any de-
cay model other than Sabine’s is tantamount to multiplyingB
by the factorh. Eyring applied this observation only to the
case of two coupled rooms with the decay rates in the sub-
rooms predicted by the Eyring decay model. In the improved
model presented here, Eyring’s observation is used to modify
Kuttruff’s matrix formulation. Thus, the new model de-
scribed below can use any of the decay models discussed in
Sec. II A—including the newly introduced Kuttruff–
Embleton model—to solve for the decay rates in the sub-
rooms of a coupled system containing an arbitrary number of
subrooms. If the Sabine model is used within the subrooms
h51 and the improved model~excluding the additional cor-
rections discussed further below! is identical to Kuttruff’s.

The energy density in theith room is described by

d« i~ t !

dt
522h iz i« i~ t !5

h iBi~ t !Ai0

Vi
, ~10!

wherez i is the Sabine decay constant of theith room when
uncoupled,Bi(t) is the irradiation strength in theith room,
andAi0 is the absorption power of theith room exclusive of
the coupling area. For a system ofN rooms with apertures of
areaSi j that allow energy to be transferred between theith
and jth rooms, the system ofN coupled ODEs representing
the dynamic energy balance is, following Kuttruff’s
derivation17

d« i~ t !

dt
52h iS 2z i1

c( j 51
j Þ i

N
Si j

4Vi

D « i~ t !

1(
j 51
j Þ i

N

h j

cSi j

4Vi
« j~ t ! ~ i 51...N!. ~11!

The valuesBi(t), rather than the decay rates themselves,
must be adjusted using the factorsh i to account for different
decay models if Eq.~11! is to be self-consistent. Separating
the decay terms in theith room @the first term of the right-
hand side of Eq.~11!# into decay due to absorption and decay
due to transfer of energy through the aperture~s! essentially
separatesAi0 of Eq. ~10! into two terms so that changing the
decay rate of the subroom cannot be effected by alteringA,
since the terms would not add, but rather by altering their
common multiplying factor.

Defining a set of constant coefficientsc i j in the manner
of Ref. 17 allows the system to be written in matrix notation

«̇5C« ~12!

and solved using conventional procedures for such systems
of ODEs. TheN eigenfunctions of this system are of the
form

«~ i !5«0
~ i ! exp~22d i t ! ~ i 51...N!, ~13!

with eigenvectors«0
( i ) and eigenvaluesd i . The general solu-

tion in the ith room is expressed as a linear combination of
the eigenfunctions

« i~ t !5C1« i0
~ I! exp~22d1t !1...1CN« i0

~N! exp~22dNt !

~ i 51...N!, ~14!

where« i0
( j ) is the ith component of thejth eigenvector. By

considering the steady-state solution of Eq.~11! the coeffi-
cientsCi are solved for in terms of the steady-state energy-
density values. These are determined by solving the system
of coupled energy-balance equations

P i

Vi
52(

j 51

N

c i j « j~0! ~ i 51...N!, ~15!

whereP i is the power of the source located in theith room.
There is some ambiguity concerning which form ofC
should be used to solve for steady-state values. Eyring19 held
that his formulation was not appropriate for the steady-state
case and should only be used to determine decay rates; in-
stead, the Sabine model should be used for steady-state pro-
cesses. While use of either can be validated by formal
derivation,17 the Sabine form ofC is adopted in this paper.
Further, Vorländer’s correction is applied to the resulting val-
ues of« j (0).

Unlike prior models, this improved model can treat mul-
tiple sources distributed throughout the subrooms or sources
that simultaneously radiate into more than one subroom. The
latter case is accommodated by findingDV i j , the fraction of
the total solid angle subtended bySi j as viewed from the
source~see the appendix A of Ref. 25!. For example, given a
source of powerP located in theith room of a two-room
system two sources are modeled. In thejth room P j

5PDV i j /4p and in theith roomP i5P2P j . For complex
aperture configurations, a computational approach must be
used. In many cases the ratioDV i j /4p can be estimated as
the ratio of aperture area to total surface area of the room.

Barron and Lee’s revised theory for steady-state energy
density26 explicitly assumes that the reverberant field in a
room will decay at a single exponential rate. In a system ofN
coupled rooms, the reverberant field will, in general, decay
as the linear combination ofN exponential decays. In this
case, the energy contained in the impulse response integrated
from the arrival time of the direct sound to infinity summed
with the energy density due to the direct sound is given in the
ith room by the new expression

«0~r !5
P

4pr 2c
1(

j 51

N

Cj« i0
~ j ! expS 22d j

r

c D , ~16!

where r is the distance from the source to the receiver. It
should be noted thatr /c is typically much smaller than the
reverberation time of theith roomTi corresponding tod i of
the subrooms. Therefore, it is the ability of the decay model
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to accurately predict the early portion of the decay that is
most critical to the accuracy of Eq.~16!. Moreover, variation
in energy level with position is governed almost entirely by
d j for which Cj« i0

( j ) is largest, unless the knee of the decay
curve occurs rather early. If the source and receiver are in the
same room,P andr in Eq. ~16! have the conventional inter-
pretations, but if they are in separate rooms both the source,
if it is visible, and the coupling aperture behave as sources of
the reverberant field in the room not containing the source.
To address this requires greater revision of Eq.~8! than that
given in Eq.~16!.

D. Limitations of and corrections to the improved
model

1. Strength of coupling

SA models of coupled rooms are most accurate when
applied to systems that are not strongly coupled.13–18

Strongly coupled systems are defined by equipartition of en-
ergy whereas weakly coupled systems are defined by sub-
systems that behave as though isolated.28 The intermediate
case is that of loosely coupled rooms. In such systems, the
steady-state levels and decay processes can only be described
by a theory that accounts for the exchange of energy between
the spaces. Based on these definitions, Smith28 has given the
criterion for strong coupling in a two-room system ask.1,
where

k5
Si j

Ai0
1

Sji

Aj 0
, ~17!

~whereSi j 5Sji for the two-room case!. Cremer and Mu¨ller14

presented a similar criterion for two-room systems described
by the coupling factor

kj5
Sji

Aj 01Sji
. ~18!

For a source in theith room, strong coupling is defined by
kj;1 and weak coupling is defined bykj;0. Note that, by
Smith’s definition, two rooms are strongly coupled if either
ki or kj.0.5. This is a stricter formulation of Kuttruff’s
guideline that the SA model of coupled rooms is applicable
to those cases where the energy lost via coupling is not sub-
stantially larger than the energy lost via absorption.17

Lyle15 has proposed an empirically derived upper limit
for the accurate application of the SA model based on the
idea of coupling strength

maxSi j 5min M ~0.42ā i !Si for ; i , j , ~19!

where M<1 is the ‘‘mixing constant.’’ In ideally diffuse
roomsM51 and, for apertures above the limit, the system
can be treated as a single room. In rooms that are not ideally
diffuse M,1 and no model can be certain to work for the
strong-coupling condition. In such cases, equipartition of en-
ergy between the now unified subrooms may not occur even
though the system is, geometrically, a single space.15

Each of these criteria is fallible. In comparisons with
GA, Eq.~17!, often predicts that the model should fail before
it does. In contrast, Eqs.~18! and ~19! often fail to predict
that single-volume rooms should be treated as such.

2. Failure of statistical assumptions

Progressive discrepancy between predictions of GA and
SA as rooms become more strongly coupled is partly due to
violations of the additional assumptions made by the SA
model of coupled rooms, as given in Sec. II B.

Coupling apertures on the boundaries of subrooms vio-
late the assumption that decay properties of individual rooms
are unaltered by coupling. Geometrical averaging of absorp-
tion coefficients can be understood to originate in the multi-
nomial distribution describing the number of reflections that
occur from each surface of an enclosure in the case of inde-
pendent reflections.17 Though this assumption is never fully
correct,2 especially for specular reflection,6 it is further
flawed if any portion of the surface, such as a coupling ap-
erture, is perfectly absorptive. If a phonon travels out of an
aperture, the next reflection will not occur in the original
room and the two successive reflections are dependent. This
leads to flaws in the averaging of the absorption coefficients
because an aperture diminishes the probability that all room
surfaces will be uniformly sampled, as Eyring first
observed.19

Large apertures, because they act initially as perfect ab-
sorbers, cause anisotropy in the sound field due to the estab-
lishment of a net flow of energy~i.e., there are fewer
phonons moving away from the aperture than toward it2!. If
the aperture area is not too large, SA models can still de-
scribe the behavior.1,6 However, if the area is too large, SA
models will fail as the preferential selection of trajectories by
the aperture slows the mixing process.6

Locations and sizes of the apertures also affect free-path
distribution. Unless conditions are such that the Sabine
model is valid, the decay associated with the room will vary
as a function of the location of apertures. Even if free-path
distribution as modified by the apertures is known for each
of the subrooms, distributions will differ when the rooms are
coupled due to interaction of the subrooms. Certain free
paths that are not available in either of the subrooms are
made possible in the coupled system. Therefore, the eigen-
value decay rates will not be exactly those derived from the
uncoupled decay rates because coupling the two rooms will
shift the natural decay rates of the rooms by changing the
shapes of the free-path distributions.

3. Nondiffuse transfer of energy

The first assumption of the SA model, that there is an
abrupt transition at the coupling aperture between unique
diffuse sound fields, is also not accurate. Sound radiates from
the coupling aperture with energy density that is distinct
from the energy density of the reverberant field of the room
into which it radiates. Therefore, it behaves, initially, as a
direct-sound component. Only after it has undergone reflec-
tion is it part of the reverberant field. This phenomenon has
been observed for rooms coupled by partially transondent
partitions13 and for rooms coupled by apertures.19 Assuming
a diffuse field in the source room at a large distancer from
the aperture the finite dimensions of the aperture can be ne-
glected and the aperture is approximated by a Lambert
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source17 of powerBiSi j . If the locally planar assumption is
met, the energy density in roomj due to the direct contribu-
tions from an aperture,« j , is

« j~r ,t !5
cos~u!Si j « i~ t !

4pr 2
~20!

for an aperture coupling thejth room to theith room, where
r is the position vector of the receiver in thejth room ~with
magnituder!, u is the angle from the normal to the wall
containing the aperture, and« i(t) is the energy density of the
ith room. This implies that, in regions near coupling aper-
tures, direct radiation from adjacent rooms can dominate the
sound fields of rooms with lower energy density than those
adjacent rooms.

Because energy transmitted through coupling apertures
is first radiated as a quasidirect component, reverberant en-
ergy can be transferred between rooms that are not adjacent.
This is illustrated by considering the system of three coupled
rooms shown in Fig. 1 that was first studied by Kuttruff.17

Traditional analysis assumesS135S3150. However, a cer-
tain portion of the sound radiated fromS12 will pass through
S23 before undergoing a reflection in room 2. Likewise, a
portion of the sound radiated fromS32 passes directly
throughS21. If the radiation from the aperture has an angular
distribution given by Eq.~20!, the fraction of the sound
power radiated byS12 that passes directly throughS23 ~or
vice versa!, is given by the radiation shape factor between
the two apertures

F135F315
1

pS12
E

S12

E
S23

cosf12cosf23

r 2
dS12dS23,

~21!

wherer the magnitude of the vector between points on the
aperture surfaces andf i j are the angles between the vector
connecting the points and the normals ofSi j . Having deter-
mined the fraction of energy transmitted directly between the
apertures, the corrected coupling areas are given by

S128 5~12F13!S12,

S328 5~12F13!S32,
~22!

S138 5F13S12,

S318 5F13S32.

This approach can be extended to more complex geometries.
For example, a room with multiple apertures, which is not
convex in the region containing the apertures, may haveFii

that is nonzero. Given simple configurations and aperture
shapes, the radiation shape factors can be calculated directly
~see the appendix A of Ref. 25!. In more complex geom-
etries, they must be determined computationally. In such
cases it is possible to form rough estimates of the factors
from ratios of surface areas of the apertures to the total sur-
face areas of the rooms.

4. Spatial variation

Equation~16! suggests a correction to the basic theory
as the level of the reverberant energy density at the coupling
aperture may differ from the value used in Eq.~11!. ThusB
in the prior derivation should be modified ifB is the irradia-
tion strength in a room containing a source. Even in rooms
that do not contain a source, the aperture itself acts as a
source so that spatial variation may result. The spatial varia-
tion in the level of the reverberant energy suggests that spa-
tial variation in decay shape may occur under certain condi-
tions because the multiplier terms in Eq.~14! will be
functions of position.

III. GEOMETRICAL-ACOUSTICS MODEL

The exact GA solution for the energy decay can be ob-
tained through the solution of an integral equation.4,17,29 In
practice, GA solutions are obtained computationally using
ray tracing or its variants, which can be viewed as Monte
Carlo approximations to the exact solution.30

In this study, the geometrical-acoustics software CATT-
Acoustic V. 8.0 is used.31,32 Nonspecular reflection is mod-
eled as Lambert diffuse reflection,17 for which scattering co-
efficientss are defined as the fraction of energy that is not
specularly reflected. While angular dependence of absorption
coefficients is not accounted for, it can be safely neglected
for large, reverberant enclosures having sufficiently large
scattering coefficients.33,34 The original algorithm assumes a
constant, quadratic rate of growth of the reflection density,
which is not true in certain coupled rooms.35 To address this,
a new version of the algorithm35 ~introduced in commercial
versions 8.0b and above! is used.

FIG. 1. Three-room coupled system first studied by Kuttruff. Transverse
section~a! and plan~b! views are shown. VolumesV and areasS are the
same for each subroom:V56270 m3 and S52066 m2 15 m319 m
322 m); areas include coupling areas. Crosses~1! indicate receiver posi-
tions: 1–4 in Room 1, 11–14 in Room 2, and 21–24 in Room 3. The single
source position in Room 1, A0, is indicated by an X.
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IV. COMPARISON OF STATISTICAL AND
GEOMETRICAL ACOUSTICS

In order to characterize the relationship between SA
models and GA models of coupled-room systems, two- and
three-room coupled systems are studied. In the two-room
geometry, the volumes of the subrooms are based on aver-
ages of performance spaces which employ either a coupled
stage house or an auxiliary coupled chamber. The predictions
of decay curves and steady-state energy densities given by
SA and GA are compared for each of the rooms under a
series of different conditions of the room surfaces. The pur-
pose of these simulations is to determine how the additional
assumptions implicit in SA models of coupled rooms affect
the relationship of their predictions with those of GA. By
comparing predictions of energy decay and steady-state en-
ergy density, conditions for which the GA model is approxi-
mated by SA models are assessed in terms of degree of cou-
pling and absorption and scattering coefficients of the
surfaces of the subrooms. The three-room geometry is taken
from previous work conducted by Kuttruff17 and serves to
evaluate elements of the new model that improve the accu-
racy of predictions in systems having more than two rooms.
In both two- and three-room geometries the subrooms are
modeled as rectangular parallelepipeds, which, though not
ergodic given specular reflection,3,29 are both ergodic and
mixing for s.0.

A. Methodology

The GA computer model is used to generate energy
echograms for each source-receiver combination. Time-
ensemble-average decay curves^s(t)& for fixed source-
receiver pairs are derived by Schroeder integration of energy
echograms and steady-state energy-density values are taken
from maxima of these integrated echograms. Steady-state
energy-density values are plotted as a function of the dis-
tance of the receiver from the source, a so-called sound-
propagation curve, and compared with predictions of the SA
model. For comparison with SA predictions of decay rate,
spatial averaging is used to more accurately describe global
characteristics of the sound field within each subroom.
Space-ensemble-average decay curves$^s(t)&% are calcu-
lated by synchronous averaging of^s(t)& over receiver
and/or source positions.36 The number of source and receiver
positions is chosen in accordance with the recommendations
given in Ref. 37.

The mean-free patĥ,̄&, averaged both over the time
history of each cone/ray and over the ensemble average of all
the cones/rays, is calculated from the trajectories of all the
cones/rays emitted from a given source position according to

^,̄&5
1

M (
i

^,& i5
1

MN (
i j

, i j , ~23!

where, i j is the length of thejth path taken by theith cone/
ray, M is the total number of cones/rays, andN is the total
number of paths traced per cone/ray.

Fitting sums of decaying exponentials to decay curves
by a least-square method is ill conditioned. Therefore, speci-
fying the difference between two models in terms of rms

error is not generally meaningful. Instead, decay curves are
compared visually. In some cases, the decay parameters pre-
dicted by SA are compared with those extracted from the
decay curve predicted by GA using Bayesian parameter
estimation.38

B. Uncertainty analysis

In comparing SA predictions with GA predictions, there
are two sources of uncertainty~1! ua , uncertainty of the
model outputs due fluctuations in the algorithm, which ap-
plies to the computational GA model only, and~2! ui , un-
certainty of the model outputs due to uncertainty in the in-
puts, which applies both to GA and SA models. Onlyua

directly concerns the comparisons made here, because the
input parameters for the models are known exactly. How-
ever, in practice both models will be evaluated on their abil-
ity to predict reality. In that case, the relative sensitivity of
the GA and SA models to uncertainty in the input parameters
determines whether one model is more accurate than the
other.

1. Algorithmic uncertainty

As discussed in Sec. III, CATT-Acoustic yields Monte
Carlo approximations to the exact GA solution which display
stochastic run-to-run fluctuations. For simple algorithms,
analytic estimates ofua exist.38 For CATT-Acoustic, no un-
certainty estimate has been developed; thereforeua in each
case is estimated from the standard deviation of ten predic-
tions. This uncertainty is larger at later times and smaller for
larger numbers of cones/rays. Many cone/rays were used for
the simulations such that, for$^s(t)&%, ua!1 dB. Because of
this, ua is not plotted along with results and can be assumed
negligible.

2. Input uncertainty

Real input parameters, including room geometry and
surface parameters, are known to finite precision. Compara-
tive merit of the modeling approaches can be practically as-
sessed only in terms ofui , uncertainties of predictions due to
uncertainties of input parameters. Consideration here is lim-
ited to input parameters whose uncertainty is of most signifi-
cance: absorption and scattering coefficients, which may
have uncertainties of 10% or more.

For small numbers of subrooms, it is tractable to solve
the SA model algebraically and therefore possible to develop
analytical expressions forui .39 In general, Eqs.~11! and~15!
are solved numerically. Uncertainty in the final predictions is
estimated~up to first-order terms in a Taylor-series expan-
sion! by computing influence coefficients for each input pa-
rameter at the limits of its region of confidence.39 While this
is in error if the predictions are a nonlinear function of the
input parameters,40 this linear approximation, which also ne-
glects interactions between the input parameters, is reason-
able for small uncertainties.

A similar procedure is applied to estimateui in the GA
model. Though the additional input parameters makes the
assumption of noninteraction less plausible, the alternative—
Monte Carlo estimation of the distribution of the output
data—is too time consuming. Variations ins for s.0.5 typi-
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cally have little influence on decay curves.7,21 Therefore, in
many cases~and most of the cases of interest here! keeping
only the linear term of the Taylor series is a reasonable ap-
proximation.

C. Two-room system

A simplified representation of a concert hall with an aux-
iliary coupled room is constructed by positioning the auxil-
iary volume, Room 1, along the short side of the audience
chamber, Room 2, as shown in Fig. 2. Source positions in
Room 1, A0-A1, and Room 2, B0-B3, are considered. A total
of 11 receiver positions are simulated for each of the seven
source positions. As shown in Fig. 2, nine of the receivers,
labeled 1–9, are distributed within Room 2 and the remain-
ing two receivers, labeled 11, 12, are located in Room 1. The
rooms are coupled by a single aperture centered in the wall
separating them. Four aperture sizes, 25, 50, 100, and 200 m2

are used. The aspect ratio of each is one. For each geometri-
cal condition three different absorption conditions are mod-
eled: ~1! uniform absorption~a50.10! for all wall surfaces,
~2! uniform a for wall surfaces within each subroom (a1

50.10,a250.20), such that the absorption power in Room 2
is equivalent to that presented by an audience, and~3! a
similar condition in which the increase in the absorption of
Room 2 is affected by increasing the absorption coefficient
of the floor surface to 0.80 in order to simulate the nonuni-
form absorption presented by an audience and all other sur-
faces are assigneda50.10. For each absorption condition
there are three scattering conditions for which Lambert scat-
tering coefficientss50.10, 0.60 and 0.99 are applied to all
surfaces uniformly.

Coupling strengths are calculated according to the crite-
ria described in Sec. II D 1. Equation~17! predicts that the
coupling is strong in all cases for whichS12>100 m2. By
contrast, Eqs.~18! and ~19! predict that the system is never
strongly coupled, even when configured as a single room.

For Condition 1, much of the relationship between SA
and GA predictions is known from previous studies of
single-volume rooms. Thus, comparison is made only be-
tween the improved SA model using the Kuttruff decay
model (h5a9/ā) within the subrooms and GA. Predictions
of Knudsen’s conjecture using Eyring and Kuttruff models
are then similarly compared with GA predictions. For Con-
ditions 2 and 3, the improved-SA-model decay-curve predic-
tions using Sabine~h51!, Eyring (h5a8/ā), and Kuttruff
(h5a9/ā) decay models within the subrooms are compared
with GA predictions. Condition 3 also allows for the
Kuttruff–Embleton decay model (h5a+/ā) to be used in
Room 2. For each condition, the predictions of Eq.~16! are
compared with sound-propagation curves calculated by GA.
In the case of Conditions 2 and 3 the influence of this on the
spatial variation of decay-curve shape is shown.

1. Condition 1: Uniform absorption

Given uniform absorption, Room 1 is less reverberant
than Room 2 and, thus, single-slope decay curves result in
Room 2 if the source is located in that room, while in Room
1 the initial slope of the decay is zero and over time ap-
proaches the slope of the decay curve in Room 2, as shown
in Fig. 3. Also shown in Fig. 3, as the size of the coupling
aperture increases, initial levels of decay curves approach
each other and the initial transition period of the decay in
Room 1 becomes shorter. It is this condition of sources in
Room 2 that is analyzed below.

As expected, the improved model using the Kuttruff de-
cay model within the subrooms accurately predicts decay
curves, as illustrated in Fig. 3 forS12525 and 200 m2. In
comparison~though, for clarity, not shown in Fig. 3!, the
Sabine decay model slightly underpredicts the decay rates
and the Eyring decay model slightly overpredicts the decay
rates. ForS12<100 m2 there is little variation in the accuracy
of the predictions of the SA model with aperture size. As
shown in Fig. 3, the error increases markedly forS12

5200 m2. The reasons for this have been discussed in Sec.

II D 2. As shown in Fig. 4,̂ ,̄& of the uncoupled subrooms
decrease from 4V/S ~Room 1:12.1 m, Room 2:16.4 m! as the
size of the aperture is increased due to an increase in the
relative frequency of short paths. Increasing the size of the
aperture also allows increased access to long-length paths
associated with the coupled system as a whole. The longest
free path available in Room 2 is 51.08 m. Figure 4 shows
that as the aperture size increases the relative frequency of
path lengths in the coupled system greater than 51.08 m also
increases. The net effect of these phenomena is an increase in
g2 of the subrooms. Because increasedg2 decreases the de-
cay rate of a room, overprediction of the decay rates in the
subrooms is made more severe as aperture size increases.
Increase ing2 depends on the geometry of room. However,
there is not a known relationship betweeng2 and aperture
size for a fixed geometry or between geometry and rate in-

FIG. 2. Two-room coupled system. Transverse section~a! and plan ~b!
views are shown. The volumesV and areasS of the subrooms areV1

56270 m3, S152066 m2 ~15 m319 m322 m! and V2517 556 m3, S2

54280 m2 ~42 m319 m322 m! and; areas include coupling areas. Crosses
~1! indicate receiver positions: 1–9 in Room 2, 11–14 in Room 1. Sources
are indicated by X’s: A0-A1 in Room 1 and B0-B3 in Room 2.
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crease ing2 with aperture size. Instead increase can be ac-
counted for heuristically by multiplyingg2 by a correction
factor. Factors;1–2 have been found to work well for this
particular coupled system. These observations and correc-
tions hold generally for this coupled system because absorp-
tion configurations witha,1 do not alter the free-path dis-
tribution.

Bayesian analysis gives additional insight into phenom-
ena observed. ForS12<100 m2 the two rates extracted from
the decay curves computed by the GA computer model ap-
proximately agree with the decay rates predicted by the SA
model. The differences between the rates predicted by the
models increase as the aperture size increases. In the case of
S125200 m2, with the source in Room 1, Bayesian analysis
supports three decay rates. The first rate is associated with
Room 1 and is similar to the SA prediction. The other two
rates, which correspond to reverberation times of 6.10 and
6.40 s, may correspond, respectively, to the decay rate asso-
ciated with Room 2 or the decay rate associated with the
entire coupled system. The rate associated with Room 2 has
a platykurtic posterior probability distribution and is only
weakly supported by the data. As the decay curves shown in
Fig. 3 suggest, the system is at the point of transition be-
tween one- and two-room behaviors.

GA predictions are also compared with Knudsen’s con-

jecture@Eq. ~9!#. As determined by GA,̂ ,̄& of the coupled

system differs little from 4V/S (S12525 m2: ^,̄&515.5,

4V/S515.1; S125200 m2: ^ ,̄&516.0, 4V/S516.0). Differ-
ences increase for small coupling apertures due, most likely,

to increase in mixing time of the geometry such that^ ,̄&
54V/S is not satisfied within the truncation time of the com-

putation. Using the Eyring decay model, Knudsen’s approach
overpredicts the decay rate. But, by accounting forg2, the
Kuttruff form of Knudsen’s conjecture becomes rather accu-
rate, as shown in Fig. 3. The remaining error is primarily the
incorrect prediction of equipartition of energy. Therefore,
Knudsen’s conjecture becomes more accurate asS12 in-
creases.

For sources and receivers both in Room 2, the steady-
state energy density is well predicted by the modified form of
Barron and Lee’s revised theory usingh5a9/ā ~errors,1
dB!, as shown in Fig. 5 for Source B3. As expected, errors
increase for highers due to backscattering. Equation~16!
suggests that the level of the reverberant field should de-
crease linearly with distance at a single rate determined by
the dominant decay rate in Room 2. But, due to backscatter-
ing, there are two distinct rates; one associated with the re-
ceivers near the source~1–5! and a second associated with
the receivers far from the source~6–9!.

2. Condition 2: Uniform absorption within each
subroom

When loosely coupled, the system displays for these ab-
sorption conditions the strongly nonlinear decay curves typi-
cally associated with coupled rooms.

The GA model predicts that the decay rate of the late
portions of the decay curves decreases with time fors
50.10. This is especially notable forS12>100 m2. In cases
for which the late decay is not dominated by long-lived paths
(s50.60,0.99), using the Kuttruff decay model (h5a9/ā)
in the improved SA model most accurately predicts the decay
curves, as shown in Fig. 6, while Sabine~h51! and Eyring
(h5a8/ā) decay models used in the improved SA model
underpredict or overpredict the decay rates, respectively. The
Kuttruff decay model tends toward overprediction of these
decay rates, which is greater for largerS12 and can be attrib-

FIG. 3. For the two-room coupled system~Fig. 2! in Condition 1, spatial
averages of GA-model predictions (s50.99) for receivers in Room 1
~dashed line! and Room 2~solid line! are compared with improved-SA-
model predictions using Kuttruff’s decay model within the subrooms@Eq.
~11!, h5a9/ā] for Room 1 ~circles!, Room 2~squares!, and the Kuttruff
form of Knudsen’s conjecture@Eq. ~9! usinga9] ~triangles!. Ensemble av-
erages of all source positions in Room 2 withS12525 m2 ~a! and 200 m2 ~b!
and in Room 1 withS12525 m2 ~c! and 200 m2 ~d! are shown.

FIG. 4. For the two-room coupled system~Fig. 2!, free-path distributions of
cones/rays emitted~a! from source B2 in isolated Room 2 withS12

525 m2 ~black bars! and 200 m2 ~white bars! simulated by absorbing
patches,~b! from source A0 in isolated Room 1 withS12525 m2 ~black
bars! and 200 m2 ~white bars! simulated by absorbing patches, and~c! from
source B2 in the coupled system withS12525 m2 ~black bars! and 200 m2

~white bars! are shown. Mean-free paths are indicated by vertical lines for
S12525 m2 ~solid lines! and 200 m2 ~dashed lines!.
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uted to increased variance of the free-path distribution, as
observed in Sec. IV C 1. Multiplyingg2 by a correction fac-
tor can address this error. As shown in Fig. 6, the GA model
is typically less sensitive to input uncertainty. For uncertainty
in a ands of 610%, the confidence limits of the predictions
are such that all of the models can be considered equally
accurate.

Section II D 4 suggests that spatial variation in the shape
of the decay curve may occur as a result of spatial variation
in the energy density associated with each eigenfunction.
Such variation should be most significant for Source B3, for
which the difference in the distance between the source and a
given receiver and the aperture and a given receiver is great-
est. Instead, the GA model predicts little spatial variation.
The level and rate of the late decay vary somewhat with
position~as shown in Fig. 5!, but the decay curve maintains
the same basic shape, as shown in Fig. 7. As before, the level
of the reverberant field decreases with distance from the
source, as shown in Fig. 5. Becaused1 is larger, the rate of
decrease is greater, as Eq.~16! predicts. However, the in-
crease in level near the source for larges, which is not pre-
dicted by the model, is also larger and steeper in slope. This
variation is not due to the nonlinearity of the decay curve
predicted by the SA model, because over the time range rel-
evant here~<150 ms! the decay curve is essentially single
sloped. Instead, it can be attributed to the additional absorp-
tion in Room 2.25

3. Condition 3: Simulated audience absorption

Because of nonuniform distribution of absorption in
Room 2, fors,0.40 reasonable accuracy of SA models can-
not be assured.21 In Room 2 there is a balance between long-
lived paths and anisotropy of the sound field.35 For smalls,
long-lived paths and two-dimensional reverberation domi-
nate, resulting in a nonlinear decay curve of the room when
uncoupled. For higher scattering coefficients, the enclosure is
more mixing, so the effects of anisotropy dominate.

Because of this, the improved SA model using Sabine
model of decay in the subrooms~h51! underpredicts the
decay rate in Room 2 for all aperture conditions. The Emb-
leton model suggests that the Eyring model should also un-
derpredict the decay rate in Room 2. The combination of an
increase in the decay constant due to anisotropy and a de-
crease in the decay constant due to variance in the free-path
distribution tend to negate one another in this particular case,
producing a decay curve in the primary room that agrees
with the prediction of the improved SA model using the Ey-
ring model of decay in the subrooms (h5a8/ā). This is
confirmed by employing the Kuttruff–Embleton decay
model (h5a+/ā), which predicts the decay rate well in
Room 2. Figure 8 illustrates the comparisons made above. In
Room 1 the behavior is the same as in the previous cases and
the Kuttruff model (h5a9/ā) gives the most accurate pre-
diction of the decay rate. The GA model is seen in Fig. 8 to
be less sensitive to input uncertainty, as observed for Condi-
tion 2. However, overall errors are greater than Condition 2
and the different decay models cannot be considered equally
accurate for input uncertainties of610%.

As in Condition 2, Eq.~16! predicts the propagation
curves well, with larger errors for higher values ofs, as
shown in Fig. 5. While the energy propagation curve is simi-
lar to the previous case, the spatial variation of the decay
curve shape is greater. As shown in Fig. 7, Receivers 1–5
start at lower levels than Receivers 6–9, because they are
further from the source, but end at higher levels, because

FIG. 5. Sound propagation curves~with direct sound subtracted! in Room 2
for Source B3 andS12525 m2 in Conditions 1~a!, 2 ~b!, and 3~c! computed
by the GA model fors50.10 ~squares!, 0.60 ~circles!, and 0.99~triangles!
are compared with the predictions of Eq.~16! ~solid line!.

FIG. 6. For the two-room coupled system~Fig. 2! in Condition 2, ensemble
averages of GA-model predictions (s50.99) for all sources and receivers in
Room 2~solid line! are compared with improved-SA-model predictions us-
ing Sabine@Eq. ~11!, h51# ~squares!, Eyring @Eq. ~11!, h5a8/ā] ~circles!
decay models within the subrooms forS12525 m2 ~a! and 200 m2 ~c!. Dif-
ferences between GA and SA predictions (10 log10 GA210 log10 SA) @using
Sabine~solid line!, Eyring ~dashed line!, and Kuttruff ~dotted line! decay
models# are plotted forS12525 m2 ~b! and 200 m2 ~d!. The regions of
confidence defined byui are plotted as error bars for SA predictions and as
fainter lines lying on either side of the primary lines for GA predictions.
Confidence limit predictions assumea and s are known to610% at the
same level of confidence.
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they are nearer to the coupling aperture. In an actual room
the effect may be more marked due to grazing-incidence at-
tenuation, which is not accounted for by the GA model.

D. Three-room system

SA calculations of the decay curves in a system of three
coupled rooms have been discussed previously by Kuttruff.17

Because the three-room model studied by Kuttruff was com-
puted only by SA, all of the room parameters were not given
explicitly. Taking the three rooms of equal volume to be
geometrically identical, Kuttruff’s specifications area2

5a1/10, a35a1/2, S125Sa1/20, andS235Sa1/10, whereS
is the area of each room, inclusive of the aperture area. As
shown in Fig. 1, the rooms are chosen to be of the size and
shape of Room 1 of the previous geometry and are coupled
through their largest wall with a square aperture centered in
each interior dividing wall. The absorption coefficients are
determined by specifying thata150.50, which results in a
reverberation time of approximately one second in Room 1.
Kuttruff’s conceptual model of three rooms did not specify
the distribution of absorption within the subrooms; thus, the
absorption is uniformly distributed.

Four receivers are modeled in each room, as shown in
Fig. 1. The decay curves computed for the four receivers in
each room are ensemble averaged to give$^s(t)&% for that
room. A single source position, located in Room 1, is mod-
eled. The solid angle subtended byS12 as viewed from the
source is computed in order to evaluate the initial power
distribution.

The configuration shape factor of the two aperturesS12

and S23 is determined according to Eq.~21!. An adaptive
Gaussian-quadrature routine is used to evaluate the four-
dimensional integral. Note that Receivers 11 and 12 are in
the direct path of the transmission between Room 1 and
Room 3. Therefore, they are affected by the transmitted en-
ergy as it passes them. While this may appear problematic,
removing the receivers from the ensemble average in Room
2 alters the decay-curve level only a small amount~;0.2
dB!.

Comparing the predictions of the improved SA model
@Eq. ~11!, h5a9/ā, with additional corrections discussed
above# and Kuttruff’s original model@Eq. ~11!, h51, without

additional corrections# with those of GA indicate that the
improved model yields significantly more accurate predic-
tions, as shown in Fig. 9. Conservative uncertainty estimates
of 610% for eacha yield only slight overlap between the
two SA models suggesting that their prediction will be sig-
nificantly different in actual circumstances. The sensitivity of
the GA model to input uncertainty is somewhat lower than
the SA models, for this geometry. As a result, the predictions
of the improved SA model and GA are identical given the
10% uncertainty in all the input parameters~a ands!.

The improvement over the prior model can be attributed
to multiple factors. First, the improved model incorporates
more accurate decay models. In this system the decay curves
in all of the rooms are dominated by the rates associated with
Rooms 1 and 2. Bayesian analysis of the decay curves com-
puted by the GA model does not support the extraction of a
decay rate associated with Room 3. Nevertheless, comparing
the predictions of the statistical models with the extracted
decay rates for various scattering coefficients indicates that
using the Kuttruff decay model (h5a9/ā) within the im-
proved SA model is most consistently accurate. Second, the
improved model incorporates the Vorla¨nder model of steady-
state energy density@Eq. ~7!#, which is less prone to overes-
timation than the Sabine model used in prior work. Finally,
the improved model accounts for the nondiffuse transfer of
energy between Rooms 1 and 3. The impact of this correc-
tion is most notable in an improvement in the accuracy of the
decay curve predicted in Room 3. Without this correction,

FIG. 7. For the two-room coupled system~Fig. 2! with S12525 m2 and
Source B3, spatial variation in decay shape is shown between ensemble-
averaged decay curves of receivers 1–5~dashed lines!, far from the source,
and 6–9~solid lines!, near the source, given absorption Condition 2, with
s50.99 ~a!, and absorption Condition 3, withs50.99 ~b!. The predictions
of the improved SA model@Eq. ~11! with h5a9/ā, for Condition 2, and
with h5a+/ā for Condition 3# are shown for reference~circles!.

FIG. 8. For the two-room coupled system~Fig. 2! in Condition 3, ensemble
averages of GA-model predictions (s50.99) for all sources and receivers in
Room 2~solid line! are compared with improved-SA-model predictions us-
ing Sabine@Eq. ~11!, h51# ~squares!, Eyring @Eq. ~11!, h5a8/ā] ~tri-
angles!, and Kuttruff@Eq. ~11!, h5a9/ā] ~circles! decay models within the
subrooms forS12525 m2 ~a! and 200 m2 ~c!. Differences between GA and
SA predictions (10 log10 GA210 log10 SA) @using Sabine~solid line!, Ey-
ring ~dashed line!, and Kuttruff ~dotted line! decay models# are plotted for
S12525 m2 ~b! and 200 m2 ~d!. The regions of confidence defined byui are
plotted as error bars for SA predictions and as fainter lines lying on either
side of the primary lines for GA predictions. Confidence limit predictions
assumea ands are known to610% at the same level of confidence.
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the improved model cannot accurately predict the early part
of this decay curve.

In contrast with these findings, the solid-angle correction
for the initial power distribution does not give a consistent
improvement. While it does improve the fit of the SA model
to the GA prediction in Room 1~by decreasing the level of
the decay associated with Room 1 and increasing the level of
the decay associated with Room 2!, it results in overpredic-
tion of the levels in Rooms 2 and 3.

A significant factor in this system of rooms is that the
receivers are near the apertures. As such, the considerations
described in Sec. II D 3 can be made for each receiver.

Finally, it should be noted that this geometry violates
Eq. ~19!, becausea1.0.40. However, repeating the previous
work with a150.30 does not notably alter the conclusions
drawn.

V. CONCLUDING REMARKS

A. Observations

The accuracy of SA models of coupled rooms is greatly
influenced by the accuracy of the SA model used to estimate
decay rates in the subrooms of the coupled system. Criteria
required for SA models to be approximately correct in
single-volume rooms must be met in each of the subrooms if
SA models of coupled rooms are to be used. Surface scatter-
ing is neither necessary nor sufficient to ensure the agree-
ment of SA predictions with those of GA. Increasing the
amount of surface scattering in a room that does not other-
wise satisfy the conditions of diffuse-field models tends to
improve agreement with the predicted decay rate but, once a
linear decay curve has been achieved, increases in surface
scattering will not necessarily improve the agreement with a
given statistical model.

Stronger coupling increases the disagreement between
SA and GA. Previously introduced guidelines for the condi-
tions under which SA models can be used conflict with one
another and with comparisons to GA. The possible causes for
the failure of SA models are sufficiently interconnected and
diverse that a single criterion cannot predict the conditions
for failure. Particularly, previous guidelines have been based
purely on SA and therefore neglect causes of failure that are
rooted in GA, as discussed in Sec. II D.

In systems of coupled rooms, the decrease in level of the
reverberant field with distance can be predicted by a modi-
fied form of Barron and Lee’s revised model. For such sys-
tems, this variation in the level of the reverberant field can
result in spatial dependence in the shape of the decay curve.
This effect is most significant when the coupling aperture
and the source are in disparate locations. In contrast, decay
curves vary spatially in level but not in shape if the source is
located near the coupling aperture.

Unlike prior work, the improved SA model introduced
here accounts for the nondiffuse transfer of energy due to~1!
radiation of the source into adjacent subrooms and~2! radia-
tion from apertures into adjacent apertures. Study of a previ-
ously investigated three-room geometry indicates that this
phenomenon can notably affect the shape of decay curves in
subrooms.

Uncertainty in the values of input parameters to the
models~a ands! has a greater effect on predictions of the SA
model than those of the GA model, such that GA and SA
predictions can often be considered equivalent. For the
610% input uncertainty used here, the resulting uncertain-
ties in the predictions are large enough to obscure differences
between different SA decay models. They are also large
enough to be audibly significant, indicating the particular
importance of accurate input parameters for modeling
coupled rooms.35

B. Recommendations

Though developing a SA model that is consistently ac-
curate in all circumstances is difficult, for many cases, the
model presented here should prove applicable at high fre-
quencies. Geometrical acoustics is an intrinsically high-
frequency model and therefore can only assess the accuracy
of the SA model in the limit of vanishing wavelength. How-
ever, in practice, the frequency range of validity can extend
into the 1000 Hz octave band or below.35 At lower frequen-
cies, other methods, such as those described in Ref. 35,
should be used.

FIG. 9. For the three-room coupled system~Fig. 1!, the GA model~en-
semble averages of all receiver positions within each of the subrooms! ~GA!
is compared with the improved SA model@Eq. ~11!, h5a9/ā] ~SA! and
Kuttruff’s original SA model@Eq. ~11!, h51# ~Ref! for two different scat-
tering coefficientss50.40 ~a! and 0.99~b!. In the improved model the
correction for nondiffuse transmission between the subrooms is used but the
solid-angle correction for the initial power distribution is not. For each GA
curve the lines on either side of the central curve represent the region of
confidence defined byui , assuminga ands are known to610% at the same
level of confidence. Error bars represent the regions of confidence for SA
and reference curves assuminga is known to610% at the same level of
confidence.

968 J. Acoust. Soc. Am., Vol. 116, No. 2, August 2004 Summers et al.: Models of decay in coupled rooms



ACKNOWLEDGMENTS

This work was supported by the Bass Foundation and
the Rensselaer Polytechnic Institute School of Architecture.
J.E.S. gratefully acknowledges B.-I. L. Dalenba¨ck, for devel-
opment of a new algorithm in CATT-Acoustic, and N. Xiang,
for discussions concerning Bayesian parameter estimation.

1W. B. Joyce, ‘‘Sabine’s reverberation time and ergodic auditoriums,’’ J.
Acoust. Soc. Am.58, 643–655~1975!.

2E. N. Gilbert, ‘‘Ray statistics in reverberation,’’ J. Acoust. Soc. Am.83,
1804–1808~1988!.

3J. D. Polack, ‘‘Modifying chambers to play billiards: the foundations of
reverberation theory,’’ Acustica76, 257–272~1992!.

4H. Kuttruff, ‘‘Simulierte Nachhallkurven in rechteckra¨umen mit diffuseen
schallfeld,’’ ~‘‘Simulated decay curves in rectangular rooms with diffuse
sound fields’’! Acustica25, 333–342~1971!.

5O. Legrand and D. Sornette, ‘‘Test of Sabine’s reverberation time in er-
godic auditoriums within geometrical acoustics,’’ J. Acoust. Soc. Am.88,
865–870~1990!.

6F. Mortessange, O. Legrand, and D. Sornette, ‘‘Role of the absorption
distribution and generalization of exponential reverberation law in chaotic
rooms,’’ J. Acoust. Soc. Am.94, 154–161~1993!.

7M. Hodgson, ‘‘Evidence of diffuse surface reflection in rooms,’’ J. Acoust.
Soc. Am.89, 765–771~1991!.

8W. C. Sabine,Collected Papers on Acoustics~Dover, New York, 1964!;
see also W. S. Franklin, ‘‘Derivation of equation of decaying sound in a
room and definition of open window equivalent of absorption power,’’
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I. INTRODUCTION

Room acousticians have been attempting to understand
and predict the behavior of sound in rooms for hundreds of
years. The prediction of sound fields in enclosures is needed
for design purposes, such as the optimization of classrooms
and lecture halls for intelligibility, of concert halls, recording
studios, and theatres for sound quality, of workrooms for
minimized noise levels, of offices for privacy, and so on.
Moreover, as computer simulations become increasingly
popular for entertainment and training purposes, fast and ac-
curate room-acoustical modeling techniques are required.

One approach to room acoustics is through geometrical-
acoustics models, in which sound waves are replaced by
sound rays.1,2 As many important perceptual effects mainly
involve middle to high frequencies~where geometrical-
acoustics models are accurate! such models have been used
extensively in room acoustics over the past 40 years. This
paper explores a geometrical-acoustics method known as
acoustical radiosity~AR!. The method assumes perfectly
lambertian-diffuse reflection from all surfaces of the enclo-
sure. AR has been called various names, including the inte-
gral equation method,2 radiant exchange,3 and an intensity-
based boundary element method.4 The name ‘‘acoustical
radiosity’’ is taken from a similar~time-independent! tech-
nique used in computer graphics, where it is simply called
radiosity.5–7

Kuttruff derived the governing integral equation for AR
in the early 1970s.2,8,9 Analytical solutions for the integral
equation exist for spheres10–13 and for infinitely long, flat
enclosures2,14 ~in which side walls are neglected!. In general,
however, the equation must be solved numerically.

Several papers outline and/or make use of a numerical
solution to the integral equation. In 1984, Miles15 gave a
detailed account of his iterative solution for both steady-state
and time-varying sources in rectangular enclosures. In 1993,
Lewers3 used AR to model the diffuse reverberant tail of the
impulse response in a hybrid model. Shi, Zhang, Encarnac¸ão,
and Göbel,16 outlined an algorithm for AR, but few details or
results were given. More recently, Le Bot and Bocquillet,17

compared steady-state sound-level predictions from AR to
predictions from ray tracing, and Kang18 used AR to inves-
tigate the propagation of sound in long enclosures with dif-
fusely reflecting boundaries.

Despite these developments and the potential of AR,
relatively little attention has been given to the technique.
Reasons for this likely include the limiting assumption of
diffuse reflection and high computational costs. As discussed
in this paper, neither assumption is unreasonably
restrictive—AR deserves further attention. In particular,
there is a need for a clear, complete exposition of the theory
and assumptions behind the method. Moreover, algorithms
and methods nonrectangular rooms need to be further devel-
oped for and incorporated into AR. These should include
improvements for efficiency, and the numerical solution
should be validated. These aspects are the objectives of the
present paper.

a!Author to whom correspondence should be addressed. Current affiliation:
School of Ocean and Earth Sciences and Technology, Department of Ge-
ology and Geophysics, University of Hawaii at Manoa, 1680 East-West
Road POST 813, Honolulu, HI, 96822; Electronic mail: nosal@hawaii.edu
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II. ASSUMPTIONS, DISADVANTAGES, AND BENEFITS
OF ACOUSTICAL RADIOSITY

Since AR is an energy-based method, phase relation-
ships between propagating waves are assumed incoherent.13

This assumption is usually sufficient, and may be justified
when the wavelengths are small compared to the dimensions
of the room.19 Further simplifications made in this work in-
clude reflection coefficients independent of their angle of in-
cidence, empty convex enclosures, and omni-directional
point sources.

The main assumption of AR is that all boundaries are
diffusely reflecting—that is, reflection is governed by Lam-
bert’s law,

I ~u,R!5I ~0,R!cosu, ~1!

whereI (u,R) is the intensity of the sound which is scattered
by a surface element in directionu ~0<u<p/2! from the
surface normal measured at distanceR from the element~this
formulation is different from in other fields, such as com-
puter graphics, because of the differences in definition of
intensity!. This assumption allows for major simplifications
in the development of the model because diffuse reflection is
memoryless. In particular, the way that a ray is reflected is
not dependent on the direction from whence it came.

It has been suggested13,20 that the assumption of diffuse
reflection is less restrictive than the commonly made as-
sumption of specular reflection, and it is certainly less re-
strictive than the assumption of a diffuse field that is still
popular among room acousticians. Further, some character-
istics of the field may not be sensitive to a change from
specular to diffuse reflection.21,22 AR may be an effective
predictor of such characteristics.

Certainly, it is likely that AR is highly effective in pre-
dicting the late part of a decay curve. It has been shown that
the conversion of specular energy into diffuse energy is irre-
versible and that all walls produce some diffuse reflection.23

Hence, though the initial reflections in a room may be more
specular than diffuse, most of the energy in the sound decay
of a room will involve higher-order, diffuse reflections. In-
deed, after several reflections, nearly all energy becomes dif-
fusely reflecting.20

The effectiveness of AR in predicting the late part of
decay curves has been shown for spherical12 and
rectangular23 enclosures by comparison of decay curves for
rooms with and without diffusely reflecting walls. Thus, hy-
brid methods that account for the specular component by
another method~such as ray-tracing or the method of im-
ages! and for the diffuse component by AR may be highly
successful in predicting room sound fields. Such a model
was suggested by Lewers3 and, for rectangular enclosures,
by Baines.24

It may be possible to extend AR methods to nondiffuse
reflection. Such extensions have been made in computer
graphics for time-independent cases25–27and for a few time-
dependent cases.28,29

Time dependence in AR is one of its limitations, because
of the high computational costs involved~in other fields,
such as computer graphics, radiosity is time independent!.
Nevertheless, the method is promising, since the costs are

incurred only in the initial rendering of a room. In particular,
once a room has been rendered for a given source, the re-
maining computational costs are low enough to enable real-
time sound-field simulation for moving receivers. This view
independence is particularly advantageous for interactive
simulations. Furthermore, there are methods to accelerate the
initial rendering.28,29

III. ANALYTICAL EQUATIONS

Define radiation density as the rate at which energy
leaves a unit area of surface.~This definition is after
Kuttruff2—other authors use different terms to mean the
same thing. In computer graphics, the term would be exi-
tance.! To find the radiation density of an infinitesimal wall
element,dS, the individual contributions from all other wall
elements of the enclosure are added up~integrated!. Consider
one such element,dS8. Characterize the locations ofdS and
dS8 by the position vectorsr andr 8. Let R be the length of
the line joiningdS anddS8, and letu andu8 be the angles
between the line and the normals ofdS and dS8, respec-
tively ~R, u andu8 are functions ofr andr 8). Refer to Fig. 1
for the relevant geometry. Denote the radiation density atdS
at time t by B(r ,t). Similarly defineB(r 8,t).

The first step is to findI (u8,R,t), the intensity at timet
of the sound scattered bydS8 in the directionu8 from the
normal todS8 measured at distanceR from dS8. Consider a
hemisphere,H, of radiusR centered overdS8. If no energy is
lost in propagation, the rate of energy incident on this hemi-
sphere at timet from dS8 must equalB(r 8,t2R/c), wherec
is the speed of sound. Thus

B~r 8,t2R/c!dS85E
H

I ~u8,R,t !dS

5I ~0,R,t !E
H

cosu8 dS, ~2!

where the surface integral is overH and the second equality
follows from Eq.~1!. Evaluation of Eq.~2! yields

FIG. 1. Geometry relevant to the integral equation.
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B~r 8,t2R/c!dS85I ~0,R,t !

3E
0

2pE
0

p/2

R2 sinu8 cosu8 du8 df

5pI ~0,R,t !R2. ~3!

It follows that

I ~u8,R,t !5B~r 8,t2R/c!
cosu8

pR2
e2mRdS8, ~4!

where the terme2mR accounts for air absorption andm is the
air-absorption exponent. IfdS has reflection coefficient
r(r ), it follows that the radiation density ofdS due to
B(r 8,t2R/c) is

BdS8~r ,t2R/c!5r~r !I ~u8,R,t !cosu

5r~r !B~r 8,t2R/c!
cosu cosu8

pR2

3e2mRdS8. ~5!

To get B(r ,t), Eq. ~5! is integrated over all wall elements
dS8 and the direct contribution from the source,Bd(r ,t) is
added. This gives

B~r ,t !5
r~r !

p E
S
B~r 8,t2R/c!e2mR

cosu cosu8

R2
dS8

1Bd~r ,t !, ~6!

where S is the surface of the enclosure. For an omni-
directional source with powerW(t), Bd(r ,t) is given by

Bd~r ,t1Rs /c!5
W~ t !cosus

4pRs
2

r~r !e~2mRs!. ~7!

Here,Rs is the distance between the source and wall element
r, and the line between the source anddS makes angleus

with the normal todS ~refer once again to Fig. 1 for the
geometry!.

Equation~6! is the governing equation of AR. The inte-
gral equation is usually expressed for irradiation density—
the rate at which energy is incident on a unit area of
surface—instead of for radiation density. The difference lies
in the incorporation of the surface-absorption term; when
irradiation density is used, it lies inside the integral, and
when radiation density is used, it lies outside the integral.
The latter results in fewer operations in the final AR algo-
rithm.

OnceB(r ,t) is known for allr andt>0, the intensity at
the receiver is found by2,15

I ~r r ,t !5
1

p E
S

B~r ,t2Rr /c!cosu r

Rr
2

e~2mRr ! dS

1I d~r r ,t ! ~8!

with the direct contribution

I d~r r ,t !5
W~ t2Rsr /c!

4pRsr
2

e~2mRsr!, ~9!

where r r is the position of the receiver,Rsr is the distance
between the source and the receiver,Rr is the distance be-
tweenr andr r , andu r is the angle between the line joining
r and r r , and the normal todS. The relevant geometry is
shown in Fig. 2.

Assuming an impulsive sound source simplifies the
above equations by allowing air absorption to be neglected
until the end. First, intensity is found at the receiver without
air absorption,I 0(r r ,t), wheret50 is the time of generation
of the signal impulse. Then the intensity with air absorption,
I m(r r ,t), is given by

I m~r r ,t !5e2mtcI 0~r r ,t !. ~10!

The terme2mct factors out because all energy in the system
is introduced at timet50, so it has traveledtc meters
through the air at timet. A further simplification for impul-
sive sources is thatBd(r ,t) is zero except at a unique value
of t for each wall element. This value oft is simply the
distance between the source and the wall element, divided by
the speed of sound. Finding the impulse response is of fun-
damental interest, since it can be convolved with the source
signal to give the response for any source2 ~here, ‘‘impulse
response’’ means the pressure-squared response to an
impulse—as opposed to the usual pressure response—since
radiosity traces energy!.

Given I (r r ,t), the energy densityE(r r ,t) and the
square of the average sound pressurep2(r r ,t) are found as:15

E~r r ,t !5I ~r r ,t !/c and p2~r r ,t !5I ~r r ,t !r0c, ~11!

wherer0 is the medium density. For air under usual room
conditions,r0c5414 kg m22 s21.

From the equations above, it is clear why AR is view
independent;B(r ,t) is defined by the enclosure and the
source, and is independent of the receiver. OnceB(r ,t) is
known, the intensity at any receiver position is found rela-
tively easily. This feature gives AR an advantage over more
traditional room-acoustical models, such as ray tracing or the
method of images in which the entire process must be re-
peated for different receiver positions. It is especially useful
in walk-through simulations, where the environment is con-
stant, and only the receiver position changes.

FIG. 2. Geometry relevant to the calculation of intensity at the receiver.
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IV. NUMERICAL SOLUTION

Analytical solutions to the integral equation exist for
spherical10–13 and long, flat2,14 enclosures. In general, how-
ever, the inhomogeneous, time-dependent integral equation,
Eq. ~6!, must be solved numerically.

In the numerical solution, the room interior is discretized
into small planar patches,Si . If the room has curved sur-
faces, then this discretization will be an approximation of the
true surface. From Eq.~6! the average radiation density of
the ith patch is given by15

Bi~ t !5r i (
j 51

N

Bj~ t2Ri j /c!e2mRi j Fi j 1Bdi~ t !. ~12!

In the above,N is the number of patches, the reflection co-
efficient is assumed constant over each patch, withr i the
reflection coefficient of patchi, Ri j is the distance between
some central points on patchesSi and Sj . The form factor,
Fi j , between patchi and patchj is given by

Fi j 5
1

Ai
E

Si

E
Sj

F~r ,r 8!dS8 dS

5
1

Ai
E

Si

E
Sj

cosu cosu8

pR2
dS8 dS, ~13!

where the integrals are taken over the patch areasSi andSj ,
Ai is the area of theith patch,R is the distance between the
points of integration onSi and Sj , and u and u8 are the
angles between the line joining the points of integration and
the normals toSi andSj , respectively. Physically,Fi j is the
fraction of energy leaving patchi that is incident on patchj.
See Fig. 3 for the relevant geometry. Form factors are dis-
cussed in Sec. V.

The discrete form for the direct contribution, Eq.~7!, is
given by15

Bdi~ t !5
W~ t2Rsi /c!r i

4pAi
e2mRsiE

Si

dVs , ~14!

whereRsi is the distance between the source and the central
point onSi and

E
Si

dVs5E
Si

cosus

Rs
2

dS ~15!

is the integral over the solid angle subtended bySi at the
source. Here,Rs is the distance between the source and the
point of integration onSi , andus is the angle between the
line joining the source and the point of integration and the
normal toSi . Solid angles, and the evaluation of the integral
over them, are discussed in Sec. VI.

Similarly, Eq. ~8! can be discretized, to obtain15

I ~r r ,t !5
1

p (
i 51

N E
Si

Bi~ t2Rri /c!cosu r

Rr
2

e2mRri dS1I d~r r ,t !

5
1

p (
i 51

N

Bi~ t2Rri /c!e2mRri E
Si

dV r1I d~r r ,t !, ~16!

where I d(r r ,t) is as in Eq.~9!, Rri is the distance between
the receiver andr, and

E
Si

dV r5E
Si

cosu r

Rr
2

dS ~17!

is the integral over the solid angle subtended bySi and the
receiver. Here,Rr is the distance between the source and the
point of integration onSi , andu r is the angle between the
line joining the source and the point of integration and the
normal toSi . As with Eq.~15!, Eq. ~17! is dealt with in Sec.
VI.

V. FORM FACTORS

The evaluation of form factors, as in Eq.~13!, is difficult
since for most pairs of surfacesSi andSj there is no analyti-
cal solution to the form-factor equation. Form factors have
been well researched in other fields where radiosity is
used—in particular, in illumination engineering, thermal ra-
diation heat transfer and, most notably, in computer
graphics.5,6 Form factors in acoustics are the same as form
factors in these other fields; the many methods developed in
these fields, applicable to. Howell’s30 catalog of radiation
configuration factors~point-to-patch form factors!, gives
some useful references, although most of the configurations
that are dealt with are not applicable to room acoustics~for
example, that between a differential element and a cow!.

A few properties of form factors of interest for reducing
computation times are outlined here. Many other properties
can be found in the thermal-engineering literature, in which
the topic is called form-factor algebra.6 Perhaps the most
important property is that of reciprocity. Notice thatF ji can
be found by simply reversing the patch subscripts,i andj, of
Fi j . This gives the reciprocity relation

AiFi j 5AjF ji . ~18!

Furthermore, a planar patch cannot irradiate itself, thus

Fii 50. ~19!

Moreover, for a closed environment withN patches, no en-
ergy can escape the environment, so all energy leaving one
patch must be received by the patches in the environment

FIG. 3. Form-factor geometry.
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~conservation of energy!. This gives the summation relation

(
j 51

N

Fi j 51. ~20!

Researchers in AR have applied various approaches in
the evaluation of form factors. For rectangular, perpendicu-
lar, and parallel patches, Miles15 reduced the equation inte-
grals to ones that may be calculated numerically by standard
methods. Lewers3 applied a discrete approximation. More
recently, Tsingos29 estimated form factors by point-to-
polygon form factors~called configuration factors—see later
in this section!, which are estimated over a sampling of the
receiver patch. The sampling method is very popular in the
computer graphics community, and can be extended6 to find
area-to-area form factors using a technique known as Monte
Carlo integration. This method can be highly effective, par-
ticularly in the case of occlusions, and has been extensively
researched in computer graphics. In the present research,
however, other methods were employed.

When only rectangular patches in rectangular rooms are
being considered, form factors are found using the analytical
formulas from Grosset al.31 These formulas allow for very
simple and fast computation of form factors for rectangular
patches. Because of their lengths, the formulas are not repro-
duced here.

To generalize the algorithms to nonrectangular rooms
discretized by nonrectangular patches,HeliosFF—software
modified for this research from the commercial graphics ra-
diosity rendererHelios3232—was used to find form factors.
Given a room and the reflection coefficients of its surfaces,
HeliosFF meshes the room, and outputs form factors along
with other pertinent data, such as patch vertices, centers, ar-
eas, normals, and reflection coefficients. An ordered listing
of the vertices for each of its surfaces specifies the room, and
the user has basic control over the number of patches and
elements~see the following paragraph! into which each room
surface is meshed.HeliosFF uses a two-level hierarchical,
cubic-tetrahedral algorithm to compute form factors. These
methods are briefly discussed below.

In radiosity, the patches in a room have two functions:
~1! receivers of energy from the source and from other
patches; and~2! sources emitting towards other patches. The
main idea behind a two-level hierarchy is that when the
patches are behaving as sources, it is sufficient to have a
coarser meshing than when the patches are behaving as
receivers.6 In a two-level hierarchy, theN patches are subdi-
vided into M smaller elements (N,M ), with each patch
composed of the union of a subset of the elements. The
patches act as sources and the elements act as receivers. The
radiation density of a patch is then the weighted average of
the radiation densities of the elements forming the patch.

To account for two-level hierarchy, Eq.~12! is modified
to

BEi
~ t !5rEi(j 51

N

BPj
~ t2REi Pj

/c!e2mREi PjFEi Pj
1BdEi

~21!

with

BPj
~ t !5

1

APj

(
i PE

AEi
BEi

~ t !, ~22!

whereEi and Pj denote elementi and patchj, respectively,
and E is the set of alli such that elementi is contained in
patchj—i.e., E5$ i 51,2,...,M uEi#Pj%.

The reason for a two-level hierarchy in computer graph-
ics is intuitive.6 When the patches are emitting energy to a
distant receiver, the assumption of diffuse reflection effec-
tively averages the energy arriving over a solid angle. Hence,
the details of the energy leaving the patch are lost, and a
coarser meshing is sufficient. When an image is rendered,
however, the details of its surface are crucial, so a finer
meshing is needed. Since the number of patches required is
less than the number of elements, a two-level hierarchy may
considerably improve computational efficiency. More on
two-level hierarchies~as well as extended hierarchical repre-
sentations! may be found in books dealing with radiosity in
computer graphics.5,6

In acoustics, the benefit of a two-level hierarchy is ques-
tionable and remains to be explored. The goal is to reproduce
the impulse response at some point in the room, so the de-
tails of the sound field at the surfaces are not as crucial. In
particular, since the sound field may not depend significantly
on the exact details of the surface, further subdivision of the
patches into elements may not improve the model to the
same extent as it does in graphics. SinceHeliosFF uses a
two-level hierarchy, since the approach can only make pre-
dictions more accurate, and since computing efficiency is not
the main objective of this research, a two-level hierarchy was
used.

The cubic-tetrahedral method is a Gaussian-quadrature
method popular in computer science for its computational
efficiency and accuracy. It is important to understand that the
cubic-tetrahedral algorithm makes one underlying assump-
tion that may affect predictions by the AR algorithm. This
main assumption is that the form factor,Fi j , from patchi to
j can be approximated by the configuration factor5 between
one point on patchi and patchj. Equation~13! becomes

Fi j 'E
Sj

cosu cosu8

pR2
dS ~23!

at some sample pointxi on Si . Fundamental to this approxi-
mation is an assumption that the integral overSj is ~nearly!
constant over patchi. That assumption is reasonable if the
distances between the patches are much greater than the size
of patch i, but is questionable for large or near patches—
what makes a patch large or near remains to be investigated.
In illumination engineering, a five-times rule is used, which
states that a patch can be modeled as a point source only
when the distance to the receiver is at least five times the
maximum projected dimension of the patch.5 Researchers in
illumination engineering and in computer graphics have in-
vestigated the errors introduced by the approximation. For
sound sources, Rathe33 has shown that, for a receiver located
on the vertical line of symmetry of a rectangular source, the
source can be modeled as a point source if the distance to the
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receiver is at least the maximum dimension of the receiver
divided byp.

For patches that are too large or too close, it is possible
to reduce the error of this assumption by subdividing the
patch areas~a two-level hierarchy may also be beneficial in
this case!. Criteria governing when to stop subdividing~i.e.,
when further subdivision has insignificant effect on the ren-
dered image! are available in the literature on computer
graphics.6 Because details of the field are not as crucial in
acoustics as they are in graphics, such criteria will likely be
less stringent in acoustics than in graphics.

To find configuration factors, the cubic-tetrahedral
method involves centering a tetrahedron over a differential
element on patchi, meshing the tetrahedron into cells, and
finding the configuration factors between the differential el-
ement and the cells. The configuration factors are stored in a
look-up table. Patchj is then projected onto one or more of
the cells of the tetrahedron. The sum of the configuration
factors of the cells covered by the patch is approximately
Fi j . For further details, the reader is referred to the computer
graphics literature, where the method is well
documented.5,6,34,35

Several tests were carried out to compare the form fac-
tors given byHeliosFF to analytical form factors for rectan-
gular rooms and rectangular patches.31 For all cases consid-
ered, the maximum difference between the analytical form
factors and those predicted byHeliosFF was 15%. For ex-
ample, for an 83432 room with 160 patches, the maximum
difference between corresponding form factors was 14%;
Helios gave a form factor of 0.073 when, analytically, it
should have been 0.064. In general, finer subdivisions re-
sulted in less error in the form factors predicted byHeliosFF.

VI. INTEGRALS OVER SOLID ANGLES—THE
SPHERICAL-TRIANGLE METHOD

The problem of finding the integral over the solid angles
subtended by a pointr and a surfaceSi appeared twice@Eqs.
~15! and~17!# in the numerical form of the integral equation.
The point was either the source or the receiver, and the pla-
nar surface was one of the patches used to mesh the enclo-
sure. The following integral must be evaluated:

E
Si

dV5E
Si

cosu

R2
dS, ~24!

whereu is the angle between the surface normal and the line
joining a point r and the surface elementSi , and R is the
distance betweenr and the surface element.

Miles15 gave simple, closed-form expressions for the
evaluation of Eq.~24! for rectangular surfaces. To be able to
work with nonrectangular patches, however, a more general
approach to the evaluation of the integral must be found. To
do so, the assumption of planar, convex surfaces with
straight edges~convex polygons! is retained.

One obvious approach is to approximate the integral by
the value ofAi(cosu0 /R0

2), whereAi is the area ofSi , andu0

and R0 are defined for some central point on the surface.
Unfortunately, this is an unacceptable approximation, par-
ticularly for points that are close to the surface. Another ap-

proach that has been suggested36,37 is to convert the integral
to a contour integral using Stoke’s theorem, but this is un-
necessarily complicated.

The approach developed and taken here, which we call
the spherical-triangle method, was not found elsewhere in
the literature. It was developed to quickly and accurately
determine integrals over solid angles subtended by polygonal
planar patches. The idea is to recognize that the integral is
simply the area of the unit-spherical polygon subtended by
the planar polygon andr ~the unit sphere is centered atr!
@see Fig. 4~a!#. To understand this, consider an infinitesimally
small differential element ofS with areadS, at distanceR
from r. To find the area,dv, that it subtends on the unit
sphere, consider the conical solidS with vertex atr and the
differential element as its base@see Fig. 4~b!#. The area of the
cross section ofS at distanceR from r is the area that the
differential element projects in the directionu—i.e., cosu dS.
Keeping the ratio of distance fromr to cross-sectional area
constant, the area of the cross section ofS at unit distance
from r must be cosu dS/R2 ~since the cross-sectional area is
proportional to the square of the distance from the vertex!.
Since dS is a differential area,dv is precisely this cross-
sectional area at unit distance fromr—i.e.,

dv5
cosu

R2
dS. ~25!

Thus *Si
dV is just the integral overSi of infinitesimally

small areas on the unit sphere, so is itself the area of the
unit-spherical polygon subtended bySi and r, as required.

It follows that finding*Si
dV reduces to finding the sur-

face area of a spherical polygon. To do this, the generaliza-

FIG. 4. Illustrations relevant to the spherical-triangle method.
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tion ~to arbitrary spherical polygons! of Girard’s theorem
~for spherical triangles! can be applied. This theorem states
that the surface area of anN-sided spherical convex polygon
with anglesf1 , f2 ,...,fN ~measured in radians! is

A5a2S (
i 51

N

f i1~22N!p D , ~26!

wherea is the radius of the sphere. See Fig. 5 for an illus-
tration of a spherical triangle with anglesf1 , f2 , andf3 . A
simple and elegant proof can be found in Weeks.38

By this theorem, finding the surface area of a spherical
polygon reduces to finding the sum of all angles between
adjacent edges of the polygon and the center~source/
receiver!. Call this sumF. Then, by Eq.~26! ~with a51):

E
Si

dV5F1~22N!p, ~27!

whereN is the number of edges of the polygon.F is easily
found, given the vertices of the polygon and the central
point, by taking cross products and using the cosine law, as
follows. Let v1 , v2 ,...,vN be the vertices of the polygon
listed in clockwise~or counter-clockwise! order around the
polygon and letp be the central point. DefinevN115v1 .
Then, for i 51,2,...,N, the normal to the planePi passing
throughv i , v i 11 , andp is

ni5~v i 112p!3~v i2p!. ~28!

Let f i be the angle betweenPi and Pi 11 where PN11

5P1 . Then, by the cosine law

cosf i5
2ni 11•ni

ini 11iini i
, ~29!

where2ni 11 is taken to get the interior angle. Then

F5(
i 51

N

f i . ~30!

VII. TIME DISCRETIZATION

The final step in the numerical solution of the integral
equation is to discretize time. The idea of discretizing time
has been previously applied to AR by several authors,12,16

although the present approach differs slightly in several re-
spects. Time is split into equal steps,

t050, t15Dt, t252Dt,..., tn5nDt5tmax, ~31!

wheren5tmax/Dt is the number of time steps, and is depen-
dent on the length of the time interval,Dt, and on the maxi-
mum time,tmax, for which predictions are to be performed.
The choice ofDt and tmax are affected by various consider-
ations, such as the room dimensions, frequency of the sound
source, absorption coefficients, desired accuracy and speed
of predictions, and so forth. For notational purposes, note the
following property:

ta1tb5aDt1bDt5~a1b!Dt5ta1b . ~32!

Energy is followed as it propagates through the room
from one time step to the next. The sound is generated at
t050 and is propagated through the room according to Eq.
~12!. Now, however, any energy that arrives at a patch be-
tween time steps is pushed forward and added to the later
time step. In this way, the radiation densities of the patches,
Bi , become discrete functions, with their domain being the
set of all time steps. In a similar way, sound pressure at the
receiver becomes a discrete function.

VIII. ALGORITHMS

Based on the numerical solutions, algorithms were de-
veloped to implement the numerical solution. The algorithm
involves three steps. First, an outline is given for finding the
numerical solution without further approximation. Second,
an approximating~averaging! technique is introduced to find
the later part of the decay more efficiently. Finally, the ele-
ment radiation densities found using the first two algorithms
are used to find the pressure-squared response at a receiver.

A. Basic algorithm

Define

TEi Pj
5FREi Pj

cDt
G ~33!

as the number of time steps~rounded up to the nearest inte-
ger! between elementEi and patchPj , whereDt is the time
interval between time steps, as in Sec. VII~recall thatREi Pj

is the distance between some central points on elementEi

and patchPj ). The time, rounded to the nearest step, taken
for sound to travel from elementi to patch j is simply
tTEi Pj

5TEi Pj
Dt. Similarly define time steps for source-to-

element, receiver-to-element, and source-to-receiver separa-
tions, TsEi

, TrEi
, andTsr , respectively. To reduce the num-

ber of operations, also define

KEi Pj
5rEi

FEi Pj
. ~34!

Now, consider an omni-directional, impulsive sound
source of powerW that emits energy at timet0 . Using the

FIG. 5. Spherical triangle with anglesf1 , f2 , andf3 .
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simplification suggested in Sec. III for impulsive sources, air
attenuation can be neglected until the end of the calculations,
and added according to Eq.~10!. By Eq. ~14!, the direct
contribution to elementEi is given by

BdEi
~ tTrEi

!5
rEi

W

AEi
4p E

Ei

dVs , ~35!

whereAEi
is the area of elementi. The integral is as in Eq.

~15! and is evaluated by the spherical-triangle method~Sec.
VI !.

Algorithm 1 in Fig. 6 implements this time-discretized
approach to AR. In the algorithm,n is the number of time
steps,M is the number of elements, andN is the number of
patches.

B. Averaging algorithm

Because the above process is very costly in the case of
many time steps~i.e., largen!, it may be desirable to estimate
the late radiation densities rather than calculate them explic-
itly. A method for doing this, given by Rougeronet al.28 for
electromagnetic waves, is as follows.

Algorithm 1 traces element radiation densities beyond
the maximum time-step,tn . Indeed,q1TEi Pj

, the subscript
in the last ‘‘for’’ loop, may be greater thann ~for q5n, for
example!. Let n8 be the maximum such subscript. Then, for
n,q<n8, BEi

(tq) is the unshot instantaneous radiation den-
sity of elementEi at timetq ~where unshot means that it has
not yet propagated to other elements!. Define

Bavg~ tq!5
( i 51

M AEi
BEi

~ tq!

( i 51
M AEi

for n,q<n8 ~36!

as the average unshot radiation density at timetq . Bavg for
other time steps is zero. Also define

ravg5
( i 51

M AEi
rEi

( i 51
M AEi

~37!

as the average reflection coefficient. The mean free path
length of sound in the room is

Ravg5
4V

( i 51
M AEi

, ~38!

whereV is the volume of the enclosure~since 4V/S is the
mean free path length in a room of arbitrary shape, with
diffusely reflecting boundaries, whereS is the surface area2!.
Note that Rougeronet al.28 use the average distance between
patches and elements rather than mean free path length. For
sufficiently small patches, these methods should be equiva-
lent. Then define

qavg5 dRavg

cDt e ~39!

FIG. 7. Algorithm 2: Averaging to estimate late element radiation densities.

FIG. 8. Algorithm 3: Pressure-squared response at a receiver.

FIG. 6. Algorithm 1: Calculation of element radiation densities.
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as ~an approximation to! the average number of time steps
between elements. From this, the estimated irradiation den-
sity at timetq , for n111qavg,q<n81qavg, is

Mest~ tq!5Bavg~ tq2tqavg
!1ravgBavg~ tq22tqavg

!

1ravg
2 Bavg~ tq23tqavg

!1¯

5(
i 51

ravg
i 21Bavg~ tq2 iqavg

!, ~40!

whereBavg(tq)50 for q.n8 and the summation is taken to
the maximumi such thatq2 iqavg.n. Expressed recursively

Mest~ tq!5Bavg~ tq2qavg
!1ravgMest~ tq2qavg

!, ~41!

whereMest(tq)50 for q such thatn11<q<n1qavg.
Now, let nmax be the maximum time step for which the

predictions are to be made.Mest(tq) for n81qavg,q<nmax

can be found by Eq.~41! but, sinceBavg(tq)50 for q.n8, it
is simpler to use

Mest~ tn81 i 1 jqavg
!5ravg

j Mest~ tn81 i ! ~42!

for i 51,2,...,qavg and j >1 such thatn81 i 1 jqavg<nmax.
Once all irradiation densities,Mest(tq), have been found,

the estimated radiation densities are simplyrEi
Mest(tq).

They are added to the exact radiation densities to get the
updated radiation densities

BEi
8 ~ tq!5BEi

~ tq!1rEi
Mest~ tq! ~43!

for n11<q<nmax @whereBEi
(tq) for q.n8 are zero#. Al-

gorithm 2 in Fig. 7 implements this averaging technique.

C. Sound pressure at the receiver

Having found allBEi
(tq) ~where primes in the updated

radiation densities are dropped for ease in notation!, the
sound intensity at the receiver~characterized by positionr r)
is found using Eq.~16!. It remains to account for air absorp-
tion, which is done according to Eq.~10!. The squared pres-
sure at the receiver is found using Eq.~11!. These steps are
implemented in Algorithm 3 in Fig. 8.

IX. NONIMPULSIVE SIGNAL RESPONSES

Once the~pressure-squared! impulse response at the re-
ceiver is known, convolving it with any signal will give the
~pressure-squared! signal response.2 For walk-through simu-
lations, however, convolution increases the computational re-
quirements for the final simulation. To reduce time lag in the
walk-through, it is desirable to perform the convolution in
the rendering phase of the algorithm rather than during walk-

through. This can be done simply by convolving the signal
with the ~impulse! radiation densities of each of the patches.
The impulse radiation densities are those found in Algorithm
2 multiplied bye2mct to include air absorption. The resulting
signal radiation densities can then be used in the first ‘‘for’’
loop of Algorithm 3 to find intensity responses, hence
pressure-squared responses, with changing receiver posi-
tions. In doing so, the last part of the third algorithm must be
modified slightly to include air absorption in the propagation
of sound from the elements to the receiver. Also, the direct
contribution must be modified to incorporate the time depen-
dence of the signal and to include air absorption. These
simple modifications are left to the reader.

X. VALIDATION

Algorithms 1–3 were realized in code written in
MATLAB.39 Validation of the numerical solution, the algo-
rithm and methods, and the corresponding code was done by
comparison of predictions made by the program with known
analytical solutions. Analytical solutions for a spherical en-
closure with a continuous sound source10–13 are used in the
present validation; they are compared to predictions by the
MATLAB program run for a spherical enclosure with the
curved walls approximated by a sufficiently fine mesh.

Data for a meshed sphere, ready for input intoHeliosFF,
was determined. The meshing consisted of 288 patches and
408 elements. Predictions were made for three spheres of
varying sizes and absorption coefficients. In all cases, the
source was an omni-directional point source with a continu-
ous power of 0.005 W located at the center of the sphere.
The sphere’s surfaces had constant absorption coefficient,a,
and air absorption was neglected. The results are given in
Table I. In the table,a is the radius of the sphere andr is the
distance between source and receiver, both in meters. The
subscripts ‘‘theory’’ and ‘‘rad’’ denote predictions by the ana-
lytical solution based on analytical formulas10–13 and nu-
merical predictions, respectively.RT is reverberation time in
seconds, andLp is steady-state sound-pressure level in dB.
The radiation densities listed~B in W/m2! are for a steady-
state source with power 0.005 W. For the numerical values,
radiation densities,B, are found by summing radiation den-

TABLE I. Numerical and analytical predictions for three spheres.

Case
a

~m! a
r

~m!
Btheory

~W/m2!
Brad

~W/m2!
Brad

~W/m2!
RTtheory

~s!
RTrad

~s!
Lp,theory

~dB!
Lp,rad

~dB!

1 1 0.05 1/2 0.0076 0.0076 0.0074 1.047 1.044 105.18 105.24
2 2 0.20 & 3.98e-4 4.03e-4 4.11e-4 0.483 0.488 92.68 92.66
3 3 0.50 & 4.42e-5 4.48e-5 4.52e-5 0.242 0.240 85.90 85.90

TABLE II. Time and memory requirements for predictions for three
spheres.

Case
Computer

speed~MHz!
max.

time ~s!
CPU

time ~s!
Memory

~MB!

1 1794 1.0 6.33e4 93
2 2193 0.6 4.20e2 63
3 2193 0.6 2.40e2 30
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sities for an impulsive source of power 0.005 W over all time
for each patch. This is the radiation-density signal response
of the patch—that is, the radiation-density impulse response
of the patch convolved with the signal.Brad is the average
over all patches, andBrad is the value for the patch that
differed most fromBtheory ~the worst case!.

Simulations were run on Pentium III computers, with
speeds indicated in the Table II. Run times and memory re-
quirements are also given in the table. In each case, time is
discretized at 24 000 samples per second, and the impulse
response is found up to ‘‘max. time’’ seconds. Note that the
long run times are for finding the radiation densities of the
patches. Run times for finding the impulse response at the
receiver, and making predictions, are always only a few sec-
onds. Furthermore,HeliosFF found the form factors within a
few seconds.

XI. CONCLUSIONS

The close agreement between the analytical solutions
and numerical predictions for the spherical enclosures vali-
dates two aspects of the AR work presented here:~1! the
numerical solution based on a discretization of the enclosure
as presented by Miles;15 and ~2! the algorithm and methods
incorporated and developed in this paper for nonrectangular
enclosures—in particular, the averaging technique suggested
to improve efficiency, the cubic-tetrahedral method used for
finding form factors, and the spherical-triangle method de-
veloped for solid angles.

A relatively coarse meshing of the spherical enclosure,
with 288 patches and 408 elements was sufficient for con-
vergence of the numerical solution to the analytical solution.
Time discretization of 24 000 samples per second was also
sufficient. Although the rendering of the enclosure took a
long time ~up to 1055 minutes for trials in this research!,
impulse responses at varying receiver positions were found
in a matter of seconds.

Further validation of AR might use analytical solutions
for the flat enclosure. Other future research may explore the
necessary and sufficient conditions~such as time and mesh
resolution, or times limits for exact and approximate solu-
tions! for convergence of the numerical solution to the~pos-
sibly unknown! analytical solution in various enclosures. Be-
yond this, comparisons of AR with other prediction methods
~such as ray tracing! and to measurements in real rooms
would be highly informative. Further improvements in effi-
ciency could also be made, as could the incorporation of
specular reflection into AR.
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Acoustic emission~AE! data from single point turning machining are analyzed in this paper in order
to gain a greater insight of the signal statistical properties for tool condition monitoring applications.
A statistical analysis of the time series data amplitude and root mean square~rms! value at various
tool wear levels are performed, finding that aging features can be revealed in all cases from the
observed experimental histograms. In particular, AE data amplitudes are shown to be distributed
with a power-law behavior above a crossover value. An analytic model for the rms values
probability density function is obtained resorting to the Jaynes’ maximum entropy principle; novel
technique of constraining the modeling function under few fractional moments, instead of a greater
amount of ordinary moments, leads to well-tailored functions for experimental histograms.
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I. INTRODUCTION

Due to global competition and rapidly changing cus-
tomer requirements, enterprises are required to constantly re-
design their products and continuously reconfigure their
manufacturing processes in terms of increasing flexibility
and complexity, in order to satisfy the international market’s
demands to reduce production costs and increase precision
and quality. Design and development of on-line systems for
monitoring the process parameters, parts and manufacturing
environment, is becoming more and more important, as the
actual Sixth Framework European Program FP6 efforts dem-
onstrate. In this framework, main problems in the field of
metal cutting are constituted by tool wear and tool breakage.
These phenomena limit the cutting speed and feed rate, and
consequently, the metal removal rates that can be used in
machining various workpiece materials in an economic way.
Also, this fact plays a negative role in the machine tool en-
vironment causing unexpected breakdowns, defective work-
pieces, overloads due to high cutting forces and machine tool
damages, as well as other problems that reduce the produc-
tiveness of the machine tool. Usually, these problems are
solved using a conservative limit for the tool useful life, this
leading to a less optimum use of the tool. The complexity of
such a problem has lead to an impressive amount of litera-
ture on this subject, and a variety of techniques have been
proposed. An extended review of the state of the art, techno-
logical challenges, and future developments of these systems
is described by Byrneet al.1 This paper deals in great detail
on describing the physical parameters to be analyzed for in-
dustrial control applications, together with their appropriate

sensory systems. Among these, acoustic emission~AE! sig-
nal analysis has been demonstrated to be one of the most
efficient tool condition monitoring~TCM! techniques which
can be applied to machining processes control, as the impres-
sive amount of literature on this subject shows; Li’s article2

is just an example of a brief review about AE methods for
tool wear monitoring during turning machining. Also, AE
source identification and modeling, for this particular appli-
cation, is a subject in which, during the last years, a large
number of studies have been conducted~see only as a few
important examples Refs. 3–6!; Heipleet al.7 found that the
primary source of AE from single point machining is the
sliding friction between the nose and the flank of the tool and
the machined surface. This kind of friction is related in a
complex manner with tool wear and the material being ma-
chined; therefore, depending on machining conditions, the
root mean square~rms! levels and other AE related values
may increase or decrease as the tool wears, affecting the
parameters of the experimental frequency distributions.

In this framework, our paper tackles the problem of
gaining greater insight into the basic statistical properties of
AE signals, whose better and deeper knowledge, besides
shedding light upon this fundamental aspect of AE for this
application, may greatly facilitate an appropriate implemen-
tation of AE sensor-based devices leading to efficient TCM
systems. To do this, single-point turning machining condi-
tions, that will be described in the next section, were held
fixed throughout the experiment, so as to limit the number of
varying parameters that might affect the behavior of the ob-
served quantities. The experimental probability density func-
tions (pd f) of AE time series amplitude and root mean
squared values are shown for different levels of tool wear,
both these approaches being capable of showing interesting
and not yet completely exploited features. Furthermore, the
effects of tool wear on such statistical properties are high-

a!Portions of this work were published in ‘‘A statistical analysis of acoustic
emission signals for tool condition monitoring~TCM!,’’ ARLO-Acoustic
Research Letters Online,4, January 2003.

b!Electronic mail: pontuale@idac.rm.cnr.it
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lighted, thus outlining possible further signal analysis sce-
narios.

An analytic model for the rmspd f reconstruction is
presented here, resorting to the Jaynes’ maximum entropy
principle ~MEp! principle; the technique, recently proposed
by some of the authors, of constraining the modeling func-
tion under some fractional moments instead of a greater
amount of ordinary integer moments, leads to well-tailored
functions for the experimentalpd f. These results are com-
pared with previously considered models, showing a sub-
stantial improvement in the agreement with experimental
histograms.

II. DETECTORS AND EXPERIMENTAL SETUP

To achieve the objectives of this work, simultaneous AE
data acquisition has been conducted by means of two differ-
ent AE sensors: a custom-built AE sensor, and a Bru¨el & Kjr
8312 AE sensor. The choice of using two different transduc-
ers for signal pickup not only allows a more reliable and
intensive harvest of data, but also makes it possible to per-
form a compared analysis on signals gathered at the same
time but at different locations and in different conditions. In
fact, the propagation of AE signals in the range investigated
is characterized by significant attenuation. Thus, in order to
achieve a good signal to noise ratio, the sensor should be
placed as close as possible to the machining point where the
AE signal is generated;8 as an added benefit, reduction of the
signal distortion due to the number of interfaces and me-
chanical resonances is also achieved by avoiding a long mea-
surement chain. This motivated the use of a custom-built
sensor, made of a small rectangular shaped piezoelectric ce-
ramic ~PZT-5!, 5.031.530.7 mm in size, working as a reso-
nant sensor with a resonance frequency near 370 kHz,
housed inside a small cavity bored into the cutting tool
holder so as to protect it from chip damages and liquid cool-
ant effects, and placed about 2 cm from the AE signal
sources. An electrically conductive adhesive is used to bond
the ceramic to the internal face of the cavity. The commercial
sensor is a 40 dB preamplified Bru¨el & Kjaer Type 8312 AE
transducer, placed at the extremity of the tool holder by
means of a special mounting, about 12 cm from the cutting
area.

AE measurements were performed while machining
stainless steel~AISI 303! bars on a SAG14 GRAZIANO
lathe. Cutting speeds range from 0.5 to 1 m/s, while feed
rates and cutting depths are kept constant at 0.0195 mm/turn
and 2 mm, respectively. In all measurements, cutting tool
inserts were ‘‘IMPERO’’ PCLNR with 2020/12-type tung-
sten carbide; the acquisitions were performed on inserts with
various degrees of wear. Specifically, inserts were grouped
into three different wear categories: new ones, those esti-
mated to be halfway through their life cycle~50%!, and those
completely worn through~100%!.

In the new and 100% worn cases, eight cutting edges
were analyzed per wear level, while four edges were utilized
in the 50% case. For each edge one acquisition run was
conducted, collecting 15 banks of 40 960 AE time series
point corresponding to 16.38 ms, for a total of 614 400 points

each run. Hence, a total of 12 288 000~4.9152s! AE time
series points were collected over all 20 runs.

The experimental setup is roughly sketched in Fig. 1.
The signals detected by the transducers were amplified~by
means of a 40 dB Analog Module preamplifier for the cus-
tom sensor, its own 40 dB preamplifier for the Bru¨el & Kjaer
one!, and filtered in the 200–1000 kHz range through a
Krohn-Hite 3944 filter. The signals were then captured by a
Tektronix digital oscilloscope~TDS420! using a 2.5 MHz
sampling rate, and finally stored in a PC through an IEEE488
interface. Blank measurements performed just prior to ma-
chining indicated no significant electrical noise. The data
were analyzed both directly in their time series form and
through root mean squared~rms! values.

III. EXPERIMENTAL RESULTS AND DISCUSSION

A. Time series analysis

Typical time splice series for the two sensors are shown
in Fig. 2. In both cases two rather well distinct parts can be

FIG. 2. Typical AE time splice series for the two sensors, in which two
rather well distinct parts can be identified: acontinuouspart that is charac-
terized by a relatively constant amplitude with small fluctuations, and a
burst emissionexhibiting strong intermittence and relatively high ampli-
tudes.

FIG. 1. The signals detected by the two transducers were amplified~by
means of a 40 dB Analog Module preamplifier for the custom sensor, its
own 40 dB preamplifier for the Bru¨el & Kjaer one!, and filtered in the
200–1000 kHz range through a Krohn-Hite 3944 filter. The signals were
then captured by a Tektronix digital oscilloscope~TDS420! using a 2.5 MHz
sampling rate, and finally stored in a PC through an IEEE488 interface.
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identified: acontinuous partthat is characterized by a rela-
tively constant amplitude with small fluctuations, and aburst
emissionexhibiting strong intermittence and relatively high
amplitudes. The former is associated with plastic deforma-
tion and frictional processes during the cutting operations,
the latest with chip breakage as well with microcracks and
dislocation kinetics.9,3

For the two sensors, the histograms of the absolute value
of time series amplitudes,a, taken from measurements per-
formed using inserts in three stages of wear are portrayed in
Fig. 3. All these experimental frequency distributionsp(a)
are normalized over the related number of data and grouped
into 126 classes. It is possible to observe how in all cases the
curves exhibit a power-law behaviorp(a)5Aa2a1B above
a crossover value from a nearly flat distribution, the value of
the slope being slightly dependent on the sensor used~a
523.7 anda523.9 for custom-built and Bru¨el & Kjaer
sensors, respectively!, but similar for all three stages of wear.
The corresponding exponents for the energyE are
a8522.35 anda8522.45, as they can be derived from the
amplitude exponents assumingE}a2.

For both sensors, data from tools with greater wear level
show within the power-law range a slightly smaller fre-
quency count for a given value in amplitude; this leads to the
conclusion that, in this set of trials, the newer tools are the
most active ones in terms of acoustic emission.

It is interesting to note that power-law behavior, strongly
suggestive of a critical dynamics associated with this particu-
lar AE phenomena, has been observed in many studies on
acoustic emission signals, e.g., those related to the formation
of microfractures.10–12 In general, power-law characteristics
are associated with scale invariant properties underlying the
physical phenomena under study, and in some cases this has
been explained by self-organized criticality13 models.

B. Root mean squared analysis

A substantial effort in the past has been dedicated to-
wards analyzing the relationship between signal rms and tool

wear level in various experimental situations, e.g., see Ref.
14 for identifying catastrophic tool failure conditions in car-
bide inserts. The analysis of the rms was conducted calculat-
ing values on the basis of 100 points, corresponding to 40
ms, this choice being effective in making the rms signal sen-
sitive to the different contributions from burst and continu-
ous events. In order to study the rms values’ statistical prop-
erties, also as a function of aging, their experimental
frequency distributions were analyzed by grouping the val-
ues into 60 bins, after their normalization over the largest
values of the entire rms data set. For each wear level, and for
both the sensors utilized, the average histograms are shown
in Fig. 4. For increasing levels of wear the curves show a
noticeable shift towards lower levels of the modal value of
the frequency distribution, as well as a change in the skew-
ness tending towards values compatible with a symmetrical
shape, these features being particularly evident for Bru¨el &
Kjaer sensor. In order to test the difference among these
graphs, T-Test analyses regarding the sample means were
performed, which indicate that the null hypothesis of equal
means can be rejected with a confidence level of 95%. This
approach appears to be effective in discriminating tool wear
features, and could be used as the basis for implementing
algorithms for TCM applications.

In literature, borrowing from a technique used in the
description of surfaces roughness by Whitehouse,15 various
attempts have been made at determining tool condition rely-
ing on the hypothesis that a beta distributionf (x) ~see, for
example, Refs. 14 and 16! properly describes the probability
density function (pd f) of the rms values

f ~x!5
xr 21~12x!s21

b~r ,s!
, ~1!

whereb is the complete beta function

b~r ,s!5E
0

1

xr 21~12x!s21dx. ~2!

FIG. 3. For the two sensors, the histograms of the absolute value of AE time
series amplitudes~a!, taken from measurements performed using inserts in
three stages of wear, show a power-law behavior, with a slope slightly
dependent on the sensor.

FIG. 4. For the two AE sensors, and for the three levels of wear, the average
histograms of the rms values show a noticeable shift tending towards lower
levels of the modal value of the frequency distribution, as well as a change
in the skewness tending towards values compatible with a symmetrical
shape.

983J. Acoust. Soc. Am., Vol. 116, No. 2, August 2004 Farrelly et al.: Acoustic emission statistical properties



With this assumption it is possible to characterize the mo-
ments of the distribution in terms of the two parametersr and
s, and vice versa. In particular, as far as mean~m! and vari-
ance (s2) are concerned, we have

r 5
m

s2
~m2m22s2!

~3!

s5
12m

s2
~m2m22s2!.

Thus, values forr ands can be estimated on the basis of
the mean and variance of the data set. Past studies have
shown thatr, s pairs are scattered in different ways, depend-
ing on tool conditions.16 One shortcoming of this method is
that no estimate of the errors on ther and s parameters is
directly available; this is particularly serious as real-life sig-
nals often contain outliers which can bring a noticeable shift
in the actual values of both mean and variance. One possi-
bility is to use more robust estimators~e.g., median instead
of mean! although this still does not give an error estimate
for the calculated parameters. A further choice is to perform
a nonlinear best fit on the data set using the function given in
Eq. ~1!.17

In Fig. 5 the best fit of the experimental frequency dis-

tributions from custom-built sensor data as in Fig. 4 are
shown. From these graphs it is possible to see that while
there is a good matching between the fitting function and the
data sets in the neighborhood of the peaks, some discrepan-
cies are visible in the residual for rms bin values just above
the peak where the curves level off; this indicates that in this
range, the data sets are richer in events than what Eq.~1!
would indicate, and this suggests that a better empirical fit-
ting function may exist. In Fig. 6r, s estimates from Eqs.~3!
are compared to the ones obtained by the best-fitting process.
It is evident that the two groups greatly differ and that these
discrepancies are not compatible considering the error esti-
mates given on the fitted parameters. Furthermore, the scat-
tering patterns of these two groups are entirely different;
whereas both the best-fittedr, s parameters tend to increase
with wear, the estimated ones show an essentially opposite
behavior. One possible explanation for this difference is that
while the best-fit process minimizes mean-square differences
between the fitting function and the frequency distribution
~so that heavily populated bins are weighted more!, the esti-
mate method relies onm and s2. Variance, in particular, is
highly sensitive to outliers, so values far from the mean
weigh heavily on its determination.

In this framework, a method is proposed here to recon-
struct the approximate rms’spd f by applying the ME tech-
nique, under the constraint of some fractional moments, the
latter ones being explicitly obtained in terms of given ordi-
nary moments. Such an approach allows one to obtain well-
tailored fitting functions for the experimental curves.

C. Recovering rms’s pdf from fractional moments

Jaynes’ maximum entropy principle~MEp! says that
‘‘ the best (minimally prejudiced) assignment of probabilities
is that one which minimizes the entropy subject to the satis-
faction of the constraints imposed by the available

FIG. 5. The best fit of the rms histograms, for the custom-built sensor, with
a beta function show that discrepancies are clearly visible between the fitting
function and the experimental distributions, especially for values just above
the peaks where the curves level off; this indicates that a better empirical
fitting function may exist.

FIG. 6. The beta functionr, s estimates from Eqs.~3! are compared to the
ones obtained by the best fitting process, showing great differences between
the two groups; these could be explained by the fact that while the best-fit
process minimizes mean-square differences between the fitting function and
the frequency distribution~so that heavily populated bins are weighted
more!, the estimate method relies onm and s2. Variance, in particular, is
highly sensitive to outliers, so values far from the mean weigh heavily on its
determination.
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information’’. 18 Thus, taking the Kullback-Leibler informa-
tion functional or differential entropy~KL, in the following!
as the relevant information measure, the spirit of Jaynes’
principle implies that the best probability assignmentf M(x)
is the solution of the following minimization problem:

min KL~ f , f 0!5min E
D

f ~x!ln
f ~x!

f 0~x!
dx, ~4!

subject to the satisfaction of the following requirements:
~i! f (x)>0, ;xPD;
~ii ! *Df (x)dx51;
~iii ! I k„f (x)…50, k51,2,...,M ,

where f 0(x) is the ‘‘prior distribution’’ of X and $I k„f (x)…
50, k51,2,...,M % is a set of relations representing the infor-
mation available on the distribution whosef (x) is the den-
sity. In other words Jaynes’ prescription is to take the best
probability assignementf M(x) as close as possible to the
prior distribution f 0(x) without, however, contradicting the
available physical information as summarized by the con-
straints I k and the general requirements of any legitimate
density function. Usually

I k„f ~x!…5mk2E
D

xkf ~x!dx, k51,2,...,M , ~5!

wheremk represents thekth integral moment of the popula-
tion having f (x) aspd f. If the population moments are un-
known, it is possible to replace them with their sample
counterparts.19 But, it should be clear that integral moments
are not the unique choice. In fact, when the underlying ran-
dom variable takes positive values, Novi Inverardi and
Tagliani20 proposed the use of fractional moments

m̃ak
5..E~Xak!5E

D
xakf ~x!dx, akPIR,

k50,1,2,...,M , m̃051

to represent the available information in the set of constraints
given in Eq.~5! to spend for recovering the unknownpd f.
With this setup, the solution of Eq.~4! which gives back the
Jaynes’ MEp model

f M~x;ak ,lk!5expH 2 (
k50

M

lkx
akJ . ~6!

The parameterM, unknown when the available information
consists only of a sample, represents the order of the model
given by the Jaynes’ MEp and thelk , k51,2,...,M , are the
Lagrangian multipliers associated with the physical con-
straintsI k„f (x)….

The main reason that asks for the choice of fractional
moments rests on the fact that integral moments could be a
very poor tool to extract information from a sample when the
corresponding distribution exhibits fat tails or the character-
izing moments are not integral. In the last case, giving the
fractional moments a better approximation of the character-
izing moments, the performance of the reconstruction den-
sity procedure based on them is expected to be reasonably
better than that based on integral moments.

When the only information available consists of a
sample, the Jaynes’ MEp needs to be combined with the
Akaike selection approach to obtain a complete procedure
for the reconstruction of the underlying unknownpd f: in
fact Jaynes’ MEp produces an infinite hierarchy of ME mod-
els and Akaike’s approach permits one to select the optimal
member from the hierarchy of models given by MEp.

It is clear from Eq.~6! that when constraints involve
fractional moments there is an additional problem to solve:
being the exponentsak of fractional moments new variables
to take into account, it needs to decide not onlyhow many
but alsowhat fractional moments to choose in such a way
that the estimated density reflects properly the information
contained in a given sample about the unknown probability
distribution. Both of these choices rest on the exploiting of
differential entropy contribution or in other terms choose the
M a’s exponents and theM l’s coefficients which minimize
the KL distance betweenf (x) and f M(x); it means the solu-
tion of the following optimization problem:

min
M

H min
a

H min
l

H 2
1

n (
i 51

n

ln„f M~xi ;l,a!…1
M

n J J J , ~7!

where 21/n( i 51
n ln„f M(xi ;l,a)…1M /n represents the

sample differentialM-order model entropy. The termM /n is
proportional to the model orderM, i.e., to the number of
parameters which we try to estimate using a given sample,
and inversely proportional to the sizen of the sample and can
be interpreted in the Akaike’s philosophy as a ‘‘penalty
term’’ which prevents us from establishing ‘‘too elaborate’’
models which cannot be justified by the given data. Conse-
quently, the parsimony principle becomes an important crite-
rion whereby we attempt to retain only relevant and useful
information and discard the redundant part of it. More details
on the estimation procedure can be found in Novi Inverardi
and Tagliani.20

The above technique is applied here to recover from
AE’s values the analytic form of the rms’spd f that are the
solution of Eq.~7! and that represent a well-tailored model
for experimental data distributions. Figure 7 shows, for the
three levels of tool wear previously considered, the results of
rms valuespd f recovering by the ME technique, using only
five fractional moments. Curves are compared with the ex-
perimental histograms showing a good agreement, especially
for newer tools curves, and the visual inspection of entropy
values related to the approximating functions indicates it de-
creases with increasing tool wear level, this representing a
possible further indicator for the phenomena evolution.

IV. CONCLUSIONS

Various ways of analyzing the basic statistical properties
of AE signals in a TCM application have been illustrated, in
which machining conditions were held fixed throughout the
experiment, in order to limit the number of varying param-
eters that might affect the behavior of the observed quanti-
ties. The analysis has been performed on signals gathered at
the same time using two different AE sensors, enabling a
comparative analysis in which, for both sensors, some inter-
esting features, till now not sufficiently underlined, have
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emerged. In particular, both AE time series and their associ-
ated rms values experimental frequency distributions have
been derived, allowing one to analyze how tool wear affects
such statistical features in the kind of situations investigated
in our experiment. For what concerns the rms values, the
shape of the curves indicates a noticeable shift towards lower
levels of the modal value for increasing levels of wear, this
indicating a reduced AE activity, together to with a reduction
in the signal variability and a change in the skewness to-
wards values compatible with a symmetrical shape.

A beta function model for describing the rms’spd f has
been tested, and the residuals in the best-fitted function indi-
cate that a more appropriate fitting model should be sought.
A much better agreement has been reached by resorting to a
ME technique by means of which the general Hausdorff mo-
ment problem has been tackled in an original way by using
only few sampling fractional moments, this providing a bet-
ter tailored analytic form for the rms’s experimental distribu-
tions than previously proposed models. It has also been ob-
served that the entropy of the functions monotonically
changes for increasing wear. On the other hand, the physical
meaning of the Lagrange multipliersl j obtained in this fit-

ting function reconstruction~or the equivalent fractional mo-
ments ordera j ) is not clear, and future efforts should be
done to clarify this aspect.

Particularly interesting are the statistical properties of
the time series, in which power laws in the frequency distri-
butions have been identified, in accordance with what has
been pointed out as a feature of acoustic emission phenom-
ena in numerous other fields. In particular, the evidence of
the non-Gaussianity of the process would make it reasonable
to tackle the signal blind deconvolution problem by means of
higher order statistics.21 The recovering, only from the ob-
served output, of the unknown original signal before it had
been altered by the sensor response and the measurement
chain, would be a fundamental step towards a deeper under-
standing of AE phenomena associated with TCM and more
general applications as well.
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described by a von Ka´rmán spectrum. A single monochromatic source and a line-of-sight
propagation path are assumed. The propagation distance, turbulence parameters~characteristic
length scale and index-of-refraction variance!, phase of the source, and signal-to-noise ratio are also
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I. INTRODUCTION

Acoustic sensor arrays are used for applications such as
target detection, identification, and localization. Generally,
these systems perform direction finding by determining the
wave front angles of arrival~AOAs! from the phase differ-
ences across the array. Inhomogeneities in the atmosphere or
ocean, such as turbulence and internal gravity waves, may
strongly distort propagating wave fronts, resulting in fluctua-
tions in the apparent bearing angles and intensity of the
source. The error in estimating the wave front’s AOAs will
increase as the propagation distance increases and/or the in-
tensity of the turbulence increases. Experiments have shown
that random inhomogeneities can significantly affect the abil-
ity to perform direction finding in both the atmosphere1,2 and
the ocean.3,4

The performance of a sensor array may be quantified by
calculating the error variance between the estimated param-
eter ~such as the AOA! and its actual value. The minimum
theoretically attainable error variance is the Cramer–Rao
lower bound~CRLB!, which is calculated from the Fisher
information ~FI!. The CRLBs of the AOA estimates for a
plane wave incident on a passive sensor array were investi-
gated in Ref. 5. This latter study considered propagation
through a random, inhomogeneous medium with fluctuations
described by a von Ka´rmán turbulence spectrum. Specifi-
cally, the authors addressed the case when a propagating
acoustic wave is strongly diffracted by the medium and may
be either strongly or weakly scattered by the medium. The
received signal was modeled as a complex Gaussian random
variable with a nonzero mean.6,7 The technique was based on
that of Wilson,8 which followed the general framework of
Song and Ritcey.9 The advantage of the analyses of Refs. 5,

8, and 9 is that the statistical effects of the random medium
on the propagating wave were directly incorporated into the
calculation of the CRLBs. By comparison, there are many
analyses that compute the CRLBs in the presence of noise
only ~see, e.g., Ref. 10 and references therein!.

The analyses in Refs. 8 and 9, which were based on a
zero-mean complex Gaussian signal model, with equal real
and imaginary variances, strictly apply only to strong scat-
tering and diffraction. In Ref. 5, this signal model was gen-
eralized to include anonzeromean, thereby extending the
applicability of the analysis to weak scattering but still in the
presence of strong diffraction~the so-calledRytov extension
region6!. The nonzero-mean signal model has the advantage
of tractability, since the FI for this case is a well-known
result.11,12 The main shortcoming is that it does not capture
cases where phase variations are much stronger than ampli-
tude variations~the so-calledgeometric acousticsregion!.
Data for sound propagation through the atmosphere provide
a mixed picture on the validity of the complex Gaussian,
equal variance signal model. In the data of Norriset al.,13 the
model appeared to be reasonable for some frequencies, but
other frequencies exhibited strong phase variations with
comparatively little amplitude variation.

The present paper is a logical continuation of Ref. 5, but
for an incident spherical wave. The theoretical model of Ref.
5 ~herein referred to as the plane-wave paper! is adopted,
with the appropriate changes made for a spherical wave. For
simplicity, a single, monochromatic source and a line-of-
sight propagation path are assumed. This paper investigates
the effects of scattering from atmospheric turbulence on the
ability to estimate the azimuthal and elevational angles of
arrival. Other physical phenomena, such as ground reflec-
tions and refraction by atmospheric wind and temperature
gradients, are not considered in this analysis and may have a
considerable impact on the ability to estimate the elevation.a!Electronic mail: scollier@arl.army.mil
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Due to limitations of the theoretical model, this investigation
is limited to near-normal incidence at a planar array. The
primary focus is to calculate the CRLBs of the AOAs. How-
ever, there may exist other unknown parameters that will
affect the ability to estimate the AOAs, and result in an in-
crease in the CRLBs of the AOAs. The azimuth, elevation,
phase of the source, propagation distance, signal-to-noise ra-
tio ~SNR!, and turbulence parameters are considered in the
unknown parameter set. As the estimates of the AOAs will
degrade when they are simultaneously estimated with other
parameters, the partial correlations between the estimates of
the AOAs and the estimates of the other parameters are also
calculated.

The paper is ordered as follows: The theoretical model is
developed in Sec. II and properties of the resulting FI and
CRLBs are discussed in Sec. III. The numerical results and
concluding remarks are given in Secs. IV and V. For conve-
nience, lists of all variables, symbols, and acronyms are
given in the Appendix.

II. THEORY

Before proceeding to develop the theoretical model, let
us first define notation that shall be used throughout:@•#*
denotes the complex conjugate;@•#T the transpose;@•#† the
Hermitian adjoint~complex conjugate transpose!; IN is the
identity matrix of orderN; ^•& the ensemble average or ex-
pectation value; andx;CNN(m, C) denotes that theN31
complex random vectorx is distributed as a complex Gauss-
ian random variable with theN31 mean vector~or first
moment! m and theN3N covariance matrixC.

The FI is determined from the probability likelihood
function of the received signal, as discussed in Sec. II D. We
model the total received signal as the sum of the signal of
interest, which has propagated through atmospheric turbu-
lence, and additive white Gaussian noise. For this analysis,
we consider a sensor array withN elements.

A. Signal model

The total received complex signals5@s1 , s2 , ..., sN#T

may be written as a column vector withN elements, one
corresponding to each sensor. It is given by the sum

s~f, u, t !5p~f, u, t !1n~ t !, ~1!

where t is time, n5@n1 , n2 , ..., nN#T is the noise, andp
5@p1 , p2 , ..., pN#T is the signal that has propagated from
the source and that arrives at the array center with azimuthf
and elevationu. Both contributions are time dependent. It is
assumed that the noise signals at the sensors are mutually
uncorrelated with equal variancesn

2 and that n
;CNN(0, sn

2IN). It is approximated thatp;CNN(m, Cp),
wherem andCp are calculated from the moments

m i5^pi& and @Cp# i j 5^pi pj* &2m i m j* . ~2!

The theory of wave propagation in a random medium is used
to calculate the first and second moments of the complex
sound pressure field,^pi& and ^pi pj* &, respectively, as dis-
cussed in Sec. II B. We further assume that the source signal,
p, and noise,n, are uncorrelated. Thus the total received

signal, s, is also a complex Gaussian random variable,s
;CNN(m, C5Cp1sn

2IN).
As noted in the Introduction, this signal model, in which

the real and imaginary parts are Gaussian random variables
with equal variances, is reasonable for strong scattering or
the Rytov extension region. However, it is not suited to situ-
ations where both scattering and diffraction are weak~geo-
metric acoustics!, in which case the phase variance domi-
nates the signal behavior.6,7 The signal and noise models
used here are admittedly idealized. But the FI should be af-
fected primarily by the number of degrees of freedom in the
signal and noise, rather than their detailed statistical behav-
ior. More complicated signal and noise models are left to
future study.

B. First and second moments

The statistical moments of the complex pressure field for
a spherical wave propagating in a random medium have been
derived in Refs. 7, 14, and 15. The analysis by Ostashev15

includes fluctuations in the medium velocity, which is an
extension of the works by Ishimaru7 and Rytovet al.14 In all
of these analyses, the small-angle parabolic and Markov ap-
proximations were used to obtain closed form solutions for
the moments. These approximations are valid in far field, for
small scattering angles, and forL@l.,, where l is the
wavelength, andL and , are the outer~integral! and inner
~Kolmogorov! length scales of the turbulence, respectively.

1. Normal incidence

Consider a sound wave that is propagating with wave
vectork5kêr , wherek52p/l, l is the wavelength of the
source, andêr is the unit radial vector. Let the observation
point ber i5@x, yi , zi #. For propagation in ahomogeneous
medium, the complex acoustic pressure field atr i is

pH~r i !5p0~r i !e
iFi, where

~3!

p0~r i !5
Ar 0

r i
and Fi5kri1x.

Herep0(r i) is the pressure amplitude atr i , A is the pressure
amplitude atr i5r 0 , Fi is the total phase of the signal atr i ,
andx is the phase of the source.@The quantitiesp0(r i), A,
r i , r 0 , andx are all real valued.#

Suppose thatuxu@Ri5(yi
21zi

2)1/2. The small-angle ap-
proximation~SAA! for a spherical wave propagating in free
space is the Taylor series expansion up to first order in 1/uxu
when uxu@Ri :

p̆H~r i !5 p̆0~r i ! exp ~ iF̆ i !, where
~4!

p̆0~r i !'
Ar 0

uxu
and F̆ i'kuxu1

kRi
2

2uxu
1x.

Here the breve,̆ , is used to denote quantities taken in the
SAA. Whenuxu@Ri , the componentx is usually referred to
as the longitudal component andRi5@0, yi , zi # as the trans-
verse component.

The first moment of the complex sound pressure field at
r i has been derived in Ref. 15 using the SAA for a spherical
wave. The first moment for propagation in arandom, inho-
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mogeneousmedium is given by the product of the SAA of
the complex sound field in a homogeneous medium and an
extinction term due to fluctuations in the medium:

m i5 p̆H~r i !e
2guxu, ~5!

whereg is the extinction coefficient for the first moment.
Consider now two observation pointsr i5@xi , yi , zi #

and r j5@xj , yj , zj #. Specifically, considerxi5xj5x and
uxu@Ri ,Rj . From Ref. 15, the second moment of the com-
plex pressure field in arandom, inhomogeneousmedium is

^pi pj* &5 p̆H~r i ! p̆H* ~r j !e
2a~ri j !uxu, ~6!

whereri j 5r i2r j is the sensor separation vector anda is the
extinction coefficient for the second moment which is depen-
dent upon the sensor separationr i j . Hereri j is transverse to
propagation, asxi5xj and henceri j 5@0, yi2yj , zi2zj #.
We refer to Eq.~6! as the second moment for normal inci-
dence, i.e., the second moment when the transverse compo-
nents ofr i and r j are equal. The exponential decay of the
moments represents the decay of the coherent sound field
due to scattering by the turbulent medium. The extinction
coefficients for the first and second moments are related by

2g5a~r i j 5`!. ~7!

Expressions fora andg will be given in Sec. II C.

2. Oblique incidence

We are not aware of a general closed-form solution for
the second moment at oblique incidence, i.e., when the trans-
verse components ofr i and r j are not equal,xiÞxj . There-
fore we consider an approximate formulation as follows. Let
the vector from the center of the array to the source ber
5r r̂ , so thatr is the propagation distance of the sound wave
to the array center andr̂ is the unit vector in the direction of
r . The azimuthal and elevational AOAs,f and u, respec-
tively, are measured with respect to the array center, so that
r̂5@cosf cosu, sinf cosu, sinu#. Let r i85@xi8 , yi8 , zi8# be
the vector from the center of the array to thei th sensor,r i

5r2r i8 be the vector from thei th sensor to the source, and
ri j 5r i2r j5r j82r i8 be the vector between thej th and i th
sensors. An illustration is given in Fig. 1.

For oblique incidence, we must take care in deriving
approximations for the moments. A consistent treatment of
both the phase terms and decay terms of the moments is
necessary to ensure that the covariance matrixCp is nonsin-
gular. We consider the case whenr @r i8 for every i, i.e.,
when the propagation distance to the array center is much
larger than the baseline of the array. For this case, we expand
pH(r i) about r up to first order in 1/r . In doing so, we as-
sume that the spherical spreading of the pressure amplitude
across the array is nearly constant and may be approximated
by its value at the array center. We refer to this approxima-
tion as the extended SAA, and use a tilde,;, to denote these
quantities:

p̃H~r i !5 p̃0~r i ! exp ~ iF̃ i !, where

p̃0~r i !'
Ar 0

r
[p0~r ! and ~8!

F̃ i'kF r 2 r̂ "r i81
r i8

22~ r̂ "r i8!2

2r G1x.

For the first moment at thei th sensor, we approximate that
the decay of the moment due to the random medium is also
nearly constant across the array and may be approximated by
its value at the array center. Thus for oblique incidence

m i'p0~r !e2greiF̃ i. ~9!

Similarly, the second moment for oblique incidence is ap-
proximated to be

^pi pj* &'p0
2~r !e2a~r i j !reiF̃ i j , ~10!

whereF̃ i j is the difference in the total phase

F̃ i j [F̃ i2F̃ j . ~11!

We are thereby assuming that for everyi andj, the extinction
coefficient of the second moment satisfies

a~r i j
'!'a~r i j !, ~12!

wherer i j
' is the magnitude of the component ofri j that is

transverse tor , r i j
'5uri j 3 r̂ u.

In Eqs. ~9! and ~10!, the factors ofr in the extinction
terms are necessary to ensure consistency between the mo-
ments. That is, the covariance matrix is

@Cp# i j 5^pi pj* &2m i m j* 5p0
2~r !@e2a~r i j !r2e22gr #eiF̃ i j ,

~13!

which becomes, in the limitr i j →`,

@Cp# i j →p0
2~r !@e22gr2e22gr #eiF̃ i j 50, ~14!

as it should. Because of the approximations made in deriving
the moments for oblique incidence, we limit the investigation
in this paper to near-normal incidence at a planar array. At
normal incidence to a planar array, the wave front arrives
normal to the array center~parallel to r ! and xi5xj5r for
every i and j. Therefore, at normal incidence,F̃ i5F̆ i ,
p̃0(r i)5 p̆0(r i), and the results for the moments derived by
Ostashev@Eqs. ~5! and ~6!# are exactly recovered. The ap-
proximations for the moments derived in this section are
equivalent to assuming that the largest variations in the mo-
ments from normal incidence to near-normal incidence are

FIG. 1. Coordinate system. The closed circles represent the sensors and the
open circle represents the source. The azimuthf and elevationu are defined
with respect tor̂ .
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due to the changes in phases, rather than to changes in mag-
nitudes.

For the present treatment, thei-j element of the mutual
coherence function~MCF! matrix is

Γi j 5u^pi pj* &u/p0
2~r !5e2a~r i j !r . ~15!

The minimum value of the MCF occurs whenr i j 5`, and
we denote this quantity byΓmin ,

Γmin5Γi j ~r i j 5`!5e22gr . ~16!

If we define a vector of the phases

s5@eiF̃1, eiF̃2, ..., eiF̃N#T ~17!

and the matrix

S5s^ s†, Si j 5exp~ i F̃ i j !, ~18!

where^ is the~right! Kronecker product, we may then write

m5p0~r !Γmin
1/2s, ~19!

Cp5p0
2~r !Γ(S2p0

2~r !ΓminS, ~20!

where ( is the Hadamard product16 ~element-by-element
multiplication!. This mathematical expression is useful for
computational purposes. As we are approximating that the
decay of the moments~due to both spherical spreading and
extinction by the medium! is constant across the array, we
may think of s andS as a steering vector and a steering
matrix that involve only the phases of the wave front.

C. Turbulence model

The extinction coefficients depend on the structure of
the random medium. For an incident spherical wave, the ex-
tinction coefficient for the second moment15,17,18

a~r!52pk2E
0

1

@ f ~0!2 f ~ru!#du, ~21!

where f is the two-dimensional~2D!, or projected, correla-
tion function for the sound-speed fluctuations. Sincef (r)
→0 asr→`,

a~r5`!52g52pk2f ~0!. ~22!

Note that this limit@Eq. ~22!# is the same for both an incident
spherical wave@Eq. ~21!# and an incident plane wave@Eq.
~15! of Ref. 5#. Hence the minimum value of the mutual
coherence function,Γmin @Eq. ~16!#, is the same for both a
plane wave and a spherical wave.

We use a von Ka´rmán form for the 2D correlation func-
tions. For a scalar field~such as sound-speed fluctuations
induced in air by temperature and humidity fluctuations!

f s~r,§2,l !5
2§2l

ApG~ 1
3!

S r

2l D
5/6

K5/6S r

l D ~23!

and for a vector field~such as fluctuations induced by wind
velocity fluctuations!

f v~r,§2,l !5
2§2l

ApG~ 1
3!

S r

2l D
5/6FK5/6S r

l D2
r

2l
K1/6S r

l D G ,
~24!

where l 5@G(1/3)L#/@ApG( 5
6)# is a characteristic length

scale of the turbulence,§2 is the index-of-refraction variance,
G(x) is the gamma function, andKn(x) is the modified
Bessel function of ordern.15,18

In the limit thatr→0, the 2D correlation functions for a
scalar spectrum and a vector spectrum are equal. This limit-

ing value is f s,v(r50)5@§2lG( 5
6)#/@ApG(1/3)#. Therefore

the minimum value of the mutual coherence function,Γmin ,
is the same for both a scalar and a vector von Ka´rmán spec-
trum, as well as for both plane- and spherical-wave propaga-
tion. Γmin is plotted in Fig. 3 of Ref. 5 as a function of
index-of-refraction variance,§2, and the characteristic length
scale normalized by the wavelength,l /l. Note the orienta-
tion of the axes:Γmin decreases along the axis,l /l decreases,
and§2 increases. To avoid explicit wavelength dependence,
normalized length scales are used throughout this paper.

The mutual coherence function~MCF! for an incident
spherical wave is plotted in Fig. 2 as a function of§2 and
l /l, for both a scalar and a vector von Ka´rmán spectrum.
Again note the orientation of the axes. The MCFs are calcu-
lated for r /l5500 and forr/l50.5 in Figs. 2~a! and 2~b!
and forr/l53/& in Figs. 2~c! and 2~d!. The behavior of the
MCF for a spherical wave is similar to that of the plane wave
~refer to Fig. 2 of Ref. 5!: the coherence for both spectra
decreases significantly when§2;1024 and 10, l /l,1; a
larger sensor separation leads to a more rapid decrease in the
MCFs; and for both sensor separations, the MCF for the
vector spectrum is more sensitive to the changes in the tur-
bulence parameters, and its minimum with respect to the
turbulence parameters is smaller than that for the scalar spec-
trum. Therefore, based on the results from the plane-wave
paper, we expect the behavior of the CRLBs of the AOAs for
an incident spherical wave to be similar to that of the corre-
sponding plane wave. However, as the MCF for the spherical
wave is larger, the CRLBs for spherical-wave propagation
should be smaller.

FIG. 2. Coherence for an incident spherical wave:~a! and~c! are for a scalar
von Kármán spectrum;~b! and ~d! are for a vector von Ka´rmán spectrum.
All calculations are forr /l5500.
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D. Cramer–Rao lower bound

Suppose that theN31 random vectors is parametrized
by the vector ofreal unknownsU5@U1 , U2 , ..., UN#T.
For an unbiased estimatorÛ, the Cramer-Rao theorem11,12

gives

^~Un2Ûn!2&>@J21~U!#nn , ~25!

whereJ~U! is the N3N Fisher information matrix~FIM!.
The CRLB of thenth parameter estimate is@J21(U)#nn . If
s;CNN(m, C), thel-n element of the FIM is11

Jln5M trS C21
]C

]Ul
C21

]C

]Un
D12M ReS ]m†

]Ul
C21

]m

]Un
D ,

~26!

for M independent and identically distributed data sets. Let
us use the convention thatl,nP@1, 2, ...,N# are the indices
on the parameters andi , j P@1, 2, ...,N# are the indices on
the sensors.

We definesn5A@J21#nn and refer to eithersn ~stan-
dard deviation! or sn

2 ~variance! as the CRLB ofUn , as the
meaning should be evident from the units involved. By defi-
nition, the partial correlation between thelth andn th pa-
rameter estimates is

zln[
Jln

2

JllJnn
, 0<zln<1. ~27!

When zln51, the estimates ofUl and Un are fully corre-
lated, the FIM is rank deficient, and hence neither parameter
can be estimated. WhenJln50, the partial correlation is
zero.~In some instances,Jln!Jll , Jnn so thatzln!1, and
the partial correlation may be approximated as zero.! How-
ever,Jln50 is not a sufficient condition for the estimates of
Ul andUn to decouple if there are additional unknown pa-
rameters. For example, consider

J5F J11 J12 0

J12 J22 J23

0 J23 J33

G . ~28!

For this case,

s1
25

1

J11

12z23

12z122z23
. ~29!

Therefore, even thoughJ1350, as J12Þ0 and J23Þ0, the
CRLBs of U1 andU3 are correlated.

Therefore, the CRLB ofUl will decouple from the CR-
LBs of the remaining parameters ifJln50 for every n, n
Þl. In this case the CRLB ofUl attains its minimum value
of sl0

2 51/Jnn , i.e., the CRLB whenUn is the only un-

known. As the number of unknowns increases,sn
2 will in-

crease. Ideally, we would like to determine conditions under
which Jln50 for everynÞl, so that the FIM is a diagonal
matrix. This is seldom feasible. However, in some instances
the FIM will be block diagonal, in which case only the sub-
space of interest need be calculated.

E. Fisher information of theoretical model

As discussed in Sec. II A, we are modeling the total
received signal,s, as a complex Gaussian random variable,
s;CNN(m, C). We write the elements of the mean vector,
m, as

m i5p0~r !e2greiF̃ i5p0~r !Γmin
1/2eiF̃ i ~30!

and of the total covariance matrix,C, as

Ci j 5p0
2~r !H @e2a~r i j !r2e22gr #eiF̃ i j 1

sn
2

p0
2~r !

d i j J
5p0

2~r !F ~Γi j 2Γmin!e
iF̃ i j 1

sn
2

p0
2~r !

d i j G , ~31!

where d i j is the Kronecker delta function. The FI of the
theoretical model may then be determined by substituting
Eqs.~30! and ~31! into Eq. ~26!.

The signal-to-noise variance ratio is L
5^pH(r i) pH* (r i)&/^ni ni* &. It is related to the signal-to-
noise ratio in decibels~SNR! by L510SNR/10. For our signal
model, L5p0

2(r )/sn
2. Since for a spherical wavep0(r ) is

dependent uponr, we consider L0 , the signal-to-noise vari-
ance ratio at a distancer 0 , as the unknown. Thensn

2

5(Ar 0)2/(L0r 0
2). All of the terms ofAr 0 cancel in the FI,

therefore the explicit value ofAr 0 is not needed.
The FI may be calculated from Eq.~26! for those pa-

rameters we wish to consider as unknowns: the azimuth~f!,
elevation~u!, phase of the source~x!, propagation distance
(r ), turbulence length scale (l ), index-of-refraction variance
(§2), and signal-to-noise variance ratio (L0) evaluated at the
reference pointr 0 . It was shown in the plane-wave paper
that the source phasex must be treated as an unknown pa-
rameter when a nonzero mean is considered; therefore,x
must be treated as an unknown for the spherical-wave case as
well. For brevity, the derivatives of the covariance matrix
and mean with respect to the unknown parameter set are not
presented here.

III. THEORETICAL RESULTS

Let us write the covariance matrix and mean as

C5X(S and m5m(s, ~32!

whereS and s are the steering matrix and steering vector
previously defined,X is the real symmetric matrix given by

Xi j 5Ci j /eiF̃ i j , and m is the real column vector given by

mi5m i /eiF̃ i. Physically,Xi j is the covariance amplitude be-
tween thei and j th sensors, andmi is the amplitude of the
mean at thei th sensor. Matrices and vectors that may be
decomposed into these forms may also be written as

C5SXS† and m5Sm, ~33!

where S is a diagonal matrix of the phases,S

5diag@eiF̃1, eiF̃2, ..., eiF̃N#. Note that S is unitary, S21

5S†, and that
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]S

]Ul
5 iSDl where Dl5diagF ]F̃1

]Ul
,

]F̃2

]Ul
, ...,

]F̃N

]Ul
G .

~34!

Using these properties, the commutation of diagonal matri-
ces, and the properties of the trace, it can be shown that

Jln52M tr~DlXDnX21!22M tr~DlDn!

1M trS X21
]X

]Ul
X21

]X

]Un
D12M

]mT

]Ul
X21

]m

]Un

12MmTDlX21Dnm. ~35!

There are three distinct contributions:~i! The first, second,
and fifth terms only have derivatives of the phase terms,
F̃ i ’s. ~ii ! The third term only has derivatives of the covari-
ance amplitude,X. ~iii ! The fourth term only has derivatives
of the mean amplitude,m. This observation provides insight
into the partial correlations.

The CRLBs of parameters that appear only in the phase
terms,F̃ i ’s, can only be correlated to the CRLBs of other
parameters that also appear in the phase terms~i.e., in the
steering vector!. Similarly, the CRLBs of parameters that ap-
pear only in the covariance amplitude matrix,X, can only be
correlated to the CRLBs of other parameters that also appear
in X. Likewise for parameters that only appear in the mean
amplitude vector,m. Hence, if the phase terms,F̃ i ’s, are
dependent upon parameters upon whichX and m are inde-
pendent, then the FIM is block diagonal, and only the sub-
space of interest need be calculated.

For the problem at hand,F̃ i is dependent uponf, u, x,
and r ; X is dependent uponr, ,, §2, and L0 ; and m is
dependent uponr, ,, and§2. If all of these parameters are
unknown, the FIM takes the form

J53
Jff Jfu Jfx Jfr 0 0 0

Jfu Juu Jux Jur 0 0 0

Jfx Jux Jxx Jxr 0 0 0

Jfr Jur Jxr Jrr Jr , Jr §2 JrL0

0 0 0 Jr , J,, J,§2 J,L0

0 0 0 Jr §2 J,§2 J§2§2 J§2L0

0 0 0 JrL0
J,L0

J§2L0
JL0L0

4 .

~36!

Therefore, for the spherical-wave case, the FIM is not block
diagonal, and the FIM must be calculated for the entire un-
known parameter set. However, if conditions can be deter-
mined for which the partial correlationszfr , zur , zux , and
zux are zero, or!1, then the FIM for the subspace generated
by f andu need only be calculated.

Also notice that there is no explicit dependence onF̃ i in
Eq. ~35!, only on its derivatives. Therefore, forUn5x, Dn

5IN , and henceJ has no dependence onx. This is an ex-
pected result, as the actual value of the phase of the source
should not affect our ability to estimate the other parameters.

Equation~35! is valid for any complex Gaussian process
in which the equations in~33! hold. Therefore, it is also

applicable to the previous plane-wave study of Ref. 5. Equa-
tion ~35! may also be applied to the study by Song and
Ritcey9 when considering a single source: In their analysis
the only dependence on the AOA is in the phase terms; there-
fore for a single source, the estimate of the AOA is not cor-
related to the estimate of the noise variance.

A. No turbulence

Due to the complexity of Eq.~35!, it is easiest to begin
by examining the case of no turbulence.

1. Full spherical wave

In the absence of turbulence, not considering the SAA
for the present, the mean and covariance of the total received
signals are

m5@p0~r 1!eiF1, p0~r 2!eiF2, ..., p0~r N!eiFN#T,
~37!

C5sn
2IN .

The elements of the FIM are

Jln5
MN

sn
4

]sn
2

]Ul

]sn
2

]Un
1

2M

sn
2

3(
i 51

N Fp0
2~r i !

]F i

]Ul

]F i

]Un
1

]p0~r i !

]Ul

]p0~r i !

]Un
G . ~38!

If the azimuth,f, elevation,u, and phase of the source,
x, are the unknowns, then the elements of the FIM are

Jff5
2M

sn
2 (

i 51

N S A2k2r 0
2r 2

r i
4 1

A2r 0
2r 2

r i
6 D F]~ r̂ "r i8!

]f G2

, ~39!

Juu5
2M

sn
2 (

i 51

N S A2k2r 0
2r 2

r i
4 1

A2r 0
2r 2

r i
6 D F]~ r̂ "r i8!

]u G2

, ~40!

Jxx5
2M

sn
2 (

i 51

N A2r 0
2

r i
2 , ~41!

Jfu5
2M

sn
2 (

i 51

N S A2k2r 0
2r 2

r i
4 1

A2r 0
2r 2

r i
6 D ]~ r̂ "r i8!

]f

]~ r̂ "r i8!

]u
,

~42!

Jfx52
2M

sn
2 (

i 51

N A2kr0
2r

r i
3

]~ r̂ "r i8!

]f
, ~43!

Jux52
2M

sn
2 (

i 51

N A2kr0
2r

r i
3

]~ r̂ "r i8!

]u
, ~44!

where

r̂ "r i85xi8 cosf cosu1yi8 sinf cosu1zi8 sinu, ~45!

]~ r̂ "r i8!

]f
52xi8 sinf cosu1yi8 cosf cosu, ~46!

]~ r̂ "r i8!

]u
52xi8 cosf sinu2yi8 sinf sinu1zi8 cosu.

~47!

For the estimates to decouple, the off-diagonal elements
of the FIM must be zero. Thus in order for the estimates off
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andu to decouple from the estimate ofx, for everyf andu,
we must have

(
i 51

N xi8

r i
3 5(

i 51

N yi8

r i
3 5(

i 51

N zi8

r i
3 50. ~48!

Therefore, unlike the plane-wave case, there is no simple
array geometry that will result in the decoupling of the esti-
mates of the AOAs from the estimate of the phase angle. The
conditions for the estimates off andu to decouple are also,
in general, unattainable in practice:

(
i 51

N

xi8
2S k2

r i
4 1

1

r i
6D 5(

i 51

N

yi8
2S k2

r i
4 1

1

r i
6D ~49!

and

(
i 51

N

xi8yi8S k2

r i
4 1

1

r i
6D 5(

i 51

N

xi8zi8S k2

r i
4 1

1

r i
6D

5(
i 51

N

yi8zi8S k2

r i
4 1

1

r i
6D 50. ~50!

Suppose now that the propagation distance,r, is also
unknown. Then

Jrr 5
2M

sn
2 (

i 51

N S A2k2r 0
2

r i
4 1

A2r 0
2

r i
6 D ~r 2 r̂ "r i8!2, ~51!

Jrf52
2M

sn
2 (

i 51

N S A2k2r 0
2r

r i
4 1

A2r 0
2r

r i
6 D ~r 2 r̂ "r i8!

]~ r̂ "r i8!

]f
,

~52!

Jru52
2M

sn
2 (

i 51

N S A2k2r 0
2r

r i
4 1

A2r 0
2r

r i
6 D ~r 2 r̂ "r i8!

]~ r̂ "r i8!

]u
,

~53!

Jrx5
2M

sn
2 (

i 51

N A2kr0
2

r i
3 ~r 2 r̂ "r i8!. ~54!

Because of the factorr in the second term in parentheses, we
see that the estimate ofr will always be correlated to the
estimates off, u, andx, regardless of array geometry.

2. Extended small-angle approximation

Let us now consider results for the extended SAA, i.e.,
the approximationsp̃0(r i) andF̃ i given in Eq.~8!. The ele-
ments of the FIM are now given by
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Specifically, when the unknown parameter vector isU
5@f, u, r , x#T, the elements of the FIM are
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Notice that the summations on the lowest order terms~zeroth
order in 1/r ) are the same as those for the plane-wave case
@compare to Eqs.~31!–~36! in Sec. III C of Ref. 5#. Consider
first the partial correlation between the azimuth,f, and the
phase of the source,x. From the plane-wave paper, we know
that the zeroth-order terms inJfx will be zero for every
value of f and u if the array center is located at the origin
~i.e., ( ixi85( i yi85( izi850). However, the conditions for
the first order term to be zero for every value off andu are
( i yi8

25( ixi8
250 and ( ixi8yi85( ixi8zi85( i yi8zi850. These

are the same conditions that were found for the estimates of
f andu to decouple in the plane-wave case. It was demon-
strated in that paper that, if a planar array satisfies these
conditions, then the CRLB off is infinite at normal inci-
dence. Therefore, for the consideration in this paper~a
spherical wave in the SAA arriving at near-normal incidence
to a planar array! these conditions again cannot be satisfied.
Therefore,zfx , and, analogously,zux , z rf , andz ru , cannot
be zero; however, these correlations may be minimized by
satisfying the zeroth-order conditions. In other words, we
can use the results from the plane-wave case to minimize
these partial correlations so that they decay by 1/r .
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B. Turbulence

Let us now consider propagation through atmospheric
turbulence. For multi-dimensional receiving arrays, a gen-
eral, analytical treatment of Eq.~35! is beyond the scope of
the present paper. However, we can derive an analytical so-
lution for a simple, two-element array.

1. Two-element array

Let us consider a two-element array, with sensor separa-
tion d. In the plane-wave paper, a general solution for the FI
was derived for a two-element array. That analysis is also
valid here.

Let the unknown parameter set consist of the angle of
arrival f and the phase of the sourcex. Let a5C11, b
5uC12u, andc1/25um1u5um2u, wherem i and Ci j are as de-
fined in Eqs.~30! and~31!. As ]F̃ i /]x51 for everyi, from
Eqs.~45! and ~46! of Ref. 5, we know

Jff5
2Mb2

a22b2 S ]F̃12

]f
D 2
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a22b2

3H aF S ]F̃1

]f
D 2

1S ]F̃2

]f
D 2G22b
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]f

]F̃2

]f J , ~66!

Jfx5
2Mc

a1b
S ]F̃1

]f
1

]F̃2

]f
D , ~67!

Jxx5
4Mc

a1b
. ~68!

Therefore, the CRLB of the angle of arrivalf is

sf
2 5

1

Jff2Jfx
2 /Jxx

~69!

5
a22b2

M @2b21c~a1b!#~]F̃12/]f!2
. ~70!

From Eq.~67!, we know that if]F̃1 /]f52]F̃2 /]f,
the estimates off and x will decouple for any value ofc.
Now

Jfx52
2Mkc

a1b F S 11
r̂ "r18

r D ]~ r̂ "r18!

]f

1S 11
r̂ "r28

r D ]~ r̂ "r28!
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5
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2

r
cosf sinf

1
x18y181x28y28

r
~sin2 f2cos2 f!G . ~72!

Therefore, in order forJfx to be zero for every value off
andc, the following must hold

zeroth order in 1/r : x1852x28 and y1852y28 , ~73!

first order in 1/r : x18
21x28

25y18
21y28

2 and

x18y1852x28y28 . ~74!

The zeroth order conditions are those found for the plane
wave: the origin must be at the array center. However, only
one of the two first order conditions in~74! can hold when
~73! holds. Therefore, the estimates off andx will always
be correlated, but this correlation may be minimized by sat-
isfying Eq. ~73!.

If x185x2850 andy1852y285d/2, then

Jfx52
Mkd2c cosf sinf

~a1b!r
~75!
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2 1sn

2/p0
2!r

~76!

52
Mkd2e22gr sin 2f

2@11e2a~d/2!r22e22gr1sn
2/p0

2#r
. ~77!

At normal incidence,f50, thusJfx is zero. Moreover,Jfx

decays by at leaste22gr /r ; therefore at large values ofr, Jfx

very rapidly approaches zero. And as

S ]F̃12

]f
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5k2F S 11
r̂ "r18

r D ]~ r̂ "r18!

]f

2S 11
r̂ "r28

r D ]~ r̂ "r28!

]f G2

5k2d2 cos2 f, ~78!

it follows that

sf
2 5

a22b2

Mk2d2 cos2f @2b21c~a1b!#
~79!

5
12Γ222Γmin~12Γ!12~12Γmin!sn
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4/p0
4~r !

Mk2d2 cos2f $2Γ223ΓΓmin1Γmin @11sn
2/p0

2~r !#%
.

~80!

This is the same as found for the plane wave, except thatp0

now has a 1/r dependence. Note that the first order correc-
tions in the phase term cancelled.

IV. NUMERICAL RESULTS

In this section, we consider the numerical results for a
planar array operating in turbulence. For the problem here,
we assume that the wave is propagating near thex axis, take
the array plane to be theyzplane, and take the origin to be at
the center of the array. There are some caveats to the numeri-
cal analysis.

Numerical difficulties may arise when trying to invert
the Fisher information matrixJ. There are several possible
causes. First,J may be ill-conditioned due to scale discrep-
ancies between the contributions to the FIM. As in the plane-
wave case, this may be simply handled by constructing the
diagonal matrixD, whose elements are the inverse of the
square-root of the diagonal elements of the FIM,Dln

5Jln
21/2dln . The CRLBs are then determined from

^~Un2Ûn!2&5@D~DJD!21D#nn , ~81!
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where the matrixDJD may usually be inverted by standard
numerical techniques. Second, the matrixDJD may be still
be ill-conditioned due to a high correlation between param-
eters; a singular value decomposition may then be used to
invert DJD. Third, there may be a single parameter that can-
not be estimated but whose estimate is not correlated to the
estimates of other parameters; conditional testing may be
used and the subspace of the FIM for the remaining param-
eters may be inverted. Lastly, the FIM may be ill-conditioned
because there is not enough information to determine all the
unknown parameters. These numerical issues are not difficult
to address; however, the computation time may increase con-
siderably.

Our primary interest is in determining the CRLBs of the
angles of arrivalf and u. Due to the large number of un-
known parameters, it is easiest to understand the results by
first examining some subspaces.

Consider first the unknown parameter vectorUa

5@f, u, r , x#T. Numerically, we find that: the estimates of
f, u, r, andx are all correlated; the partial correlationszfx ,
zux , zfr , and zur are always small (&1023 for the cases
considered in the following section!, and under some condi-
tions tend to zero. For example, at large values ofr /l, Jxx ,
Jfx , Jux , Jr /lx→0. HenceJ becomes rank deficient. ButJ
is also block diagonal and the subspace generated byf, u,
and r is invertible. Hence the CRLBs off, u, andr can be
determined by inverting this submatrix of the FIM. Numeri-
cally, this case is handled by using conditional testing. These
correlations will be discussed further in the remainder of this
section.

Second, consider the unknown parameter vectorUb

5@r , ,, §2, L0#T. Numerically, we find that the estimates of
all of these parameters are correlated. There are many re-
gions in which the FIM becomes ill-conditioned due to~a!
the inability to estimate one or two of the unknowns,~b!
highly correlated parameters, or~c! there is not enough in-
formation to estimate all parameters.

Consider now all seven unknown parameters:U
5@f, u, r , x, ,, §2, L0#T. Numerically, we find that the CR-
LBs of f andu are not affected by the addition of,, §2, and
L0 as unknowns. The largest percent difference on the CR-
LBs of the AOAs when consideringU versusUa is only
;1023 for the cases considered in the following section.
This is well within the error tolerance of the problem. Con-
ditional testing and singular value decomposition are almost
always needed to determine the CRLBs of the AOAs when
considering all seven unknowns.

The phase of the source,x, cannot be estimated from
this model, no matter what other parameters are considered
as unknowns. This result is expected as this model utilizes
phase differences across the array.

In the remainder of this section, we specifically calculate
the CRLBs of the AOAs for a square array~Sec. IV A!, the
CRLBs of the AOAs for a rectangular array~Sec. IV B!, and
the CRLBs of other parameters for a square array~Sec.
IV C!. As the CRLB~s, standard deviation! for M indepen-
dent and identically distributed datasets is 1/AM times the
CRLB for one dataset, all results presented in this section
considerM51.

A. CRLBs of AOAs: Square array

The array geometry considered for this analysis is a 4
34 square grid with an adjacent sensor spacing ofd. In all
calculations to followd/l50.5. The azimuth,f, elevation,
u, normalized propagation distance,r /l, and phase of the
source,x, are considered as unknowns in this section.

Due to the symmetry of the array, the CRLBs off and
u, sf and su , respectively, are the same at normal inci-
dence. Atf50, the partial correlationszfu , zfx , andzf r /l

are all zero. And atu50, the partial correlationszfu , zux ,
andzu r /l are all zero. Therefore, atf5u50, the CRLBs are
equal and attain their minimum values:sf5su5sf0

5su0
. ~Recall thatsf0

is the CRLB off whenf is the only
unknown parameter and thatsf>sf0

.) All the angular par-
tial correlations increase with increasingf andu.

In Fig. 3 the CRLB of the azimuth,sf , is plotted versus
the normalized turbulence length scale,,/l, and index-of-
refraction variance,§2. This plot is for normal incidence,
r /l5500, and SNR0510 dB at r 0 /l5500. A scalar von
Kármán spectrum is used. A peak in the CRLB occurs at
larger values of§2 and smaller values of,/l. Referring to
Fig. 2 in Sec. II C and Fig. 3 of Ref. 5, we see that this
corresponds to the region where bothΓi j and Γmin are ap-
proaching their minimum values as functions of the turbu-
lence parameters.~The location of the maximum value of the
CRLB does not exactly correspond to the locations of the
minimum values of the coherence functions due to the con-
tributions to the covariance matrix and mean from every pair
of sensors in the array.! The overall values ofsf are smaller
than for the plane-wave case~see Fig. 11 of Ref. 5!. This is
expected as the values of the MCF for a plane wave are
smaller than for a spherical wave. The ratiosf

v /sf
s , where

the superscripts refer to the type of turbulence spectrum, is
plotted in Fig. 4. As expected,sf for the vector spectrum is
larger than that for the scalar spectrum. As with the plane-
wave case, the use of a nonzero mean reduces the CRLBs of
the AOAs. The largest reduction occurs at the peak in Fig. 3.
For other values off andu, the behavior of CRLBs of the

FIG. 3. CRLB of azimuth as a function of turbulence parameters: normal
incidence, 434 square array withd/l50.5, r /l5500, SNR0510 dB
evaluated atr 0 /l5r /l, and a scalar von Ka´rmán spectrum. Due to sym-
metry,sf5su5sf0

5su0
at f5u50.

995J. Acoust. Soc. Am., Vol. 116, No. 2, August 2004 S. L. Collier and D. K. Wilson: Performance bounds for passive arrays



AOAs is similar, withsf andsu increasing with increasing
f and u. And for other values of the SNR, the behavior is
similar, provided that the SNR is not so low that the noise
dominates the performance.

In Fig. 5 the CRLB of the azimuth,sf , is plotted versus
the normalized propagation distance,r /l, for normal inci-
dence and a scalar von Ka´rmán spectrum. Two values of§2,
,/l, and SNR0 evaluated atr 0 /l5500 are considered. In
order to see the limiting behavior of the model, the graph is
extended to include smaller values ofr /l than are valid for
the propagation model. At small values ofr /l, we see that
sf is dependent upon the values of the turbulence param-
eters ~particularly §2) and is independent of the value of
SNR0 ~as it should be as SNR0 is evaluated atr 0 /l5500).
Note the difference between the outward spherical-wave
propagation and the plane-wave propagation~wherep0

2/sn
2 is

constant! depicted in Fig. 13 of Ref. 5. The behavior for
other values off andu is the same;sf increases slightly as
f andu increase.

The partial correlation betweenf andu, zfu , is plotted

in Fig. 6 as a function of the normalized propagation distance
for f5u515°. All other parameters are the same as in Fig.
5. Notice the small variation along they axis. Forr /l510,
zfu is dependent upon the values of the SNR and the turbu-
lence parameters; however, this dependence rapidly vanishes
andzfu becomes constant forr /l.100. Therefore, for val-
ues ofr /l that are consistent with the SAA,zfu is indepen-
dent of§2, ,/l, and SNR0. Figure 7 depicts the partial cor-
relation betweenf and x. For all values of§2, ,/l, and
SNR0, zfx diminishes exponentially with increasingr /l.
The partial correlation betweenf and r /l is plotted in Fig.
8. Again, for large values ofr /l, zf r /l diminishes exponen-
tially. The analogous graphs of Figs. 5–8 foru ~instead off!
have the same behavior.

The behavior ofsf and su , as well as all the partial
correlations, as a function of propagation distance is the
same for a vector von Ka´rmán spectrum. The values ofsf

FIG. 4. Ratio of CRLB of azimuth for a vector turbulence spectrum to that
for a scalar spectrum as a function of turbulence parameters. Parameters
same as Fig. 3.

FIG. 5. CRLB of azimuth as a function of normalized propagation distance:
normal incidence, 434 square array withd/l50.5, SNR0 evaluated at
r 0 /l5500, and a scalar von Ka´rmán spectrum.

FIG. 6. Partial correlation between estimates of azimuth and elevation as a
function of normalized propagation distance atf5u515°. All other pa-
rameters same as Fig. 5.

FIG. 7. Partial correlation between estimates of azimuth and source phase as
a function of normalized propagation distance atf5u515°. All other pa-
rameters same as Fig. 5.~Analogous plots forzux have same behavior and
almost same values.!
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andsu are slightly higher. Referring back to Fig. 6, the par-
tial correlationzfu for a vector spectrum has similar values
for r /l,100 and approaches the same constant forr /l
.100.

The angular dependence of the CRLBs of the AOAs is
shown in Fig. 9 for a scalar von Ka´rmán spectrum. In Figs.
9~a!–9~c!, §251024, ,/l510, r /l5500, and SNR0
510 dB atr 0 /l5r /l. We see the same symmetry insf as
in the plane-wave case, andsu is again independent of azi-
muth.~Refer to Figs. 15 and 16 in Ref. 5.! Not shown are the
partial correlationszf r /l and zu r /l , which are at most
;10212 at f5u515°. To within the numerical accuracy of
the calculation, the partial correlationszfx andzux are both
zero. In Figs. 9~d!–~f!, all the parameters are the same except
§251026. The CRLBs have decreased, as expected. Here
zf r /l , zu r /l , zfx , zux;1029 at f5u515°. The partial
correlationzfu is the same for both cases. Atf5u515°,
zfu54.831023. In fact, the partial correlation betweenf
and u is the same~less than 0.02% difference! as for the
plane-wave case for all parameters and both spectra when
r /l*100. See Fig. 16 in Ref. 5. The analogous results for a
vector spectrum have the same behavior.

B. CRLBs of AOAs: Rectangular array

The analysis of the previous section considered optimal
conditions: a square array with a sensor separation ofd/l
50.5. Obviously, these conditions cannot always be satis-
fied. In this section, we again consider a 434 array, but with
a column separation ofdy /l51.1 and a row separation of
dz /l52.1. Again, at f50, the partial correlationszfu ,
zfx , andzf r /l are all zero, and, atu50, the partial corre-
lations zfu , zux , and zu r /l are all zero. Therefore, atf
5u50, sf5sf0

and su5su0
, but sf0

Þsu0
. In Fig. 2 it

was illustrated that the coherence loss increased with increas-
ing sensor separation; moreover, the coherence loss for a
vector von Kármán spectrum is larger than for a scalar spec-
trum. Therefore, we expect the CRLBs of the AOAs to be

FIG. 9. Angular dependence of CRLBs of azimuth and elevation for a 4
34 square array withd/l50.5 and a scalar von Ka´rmán spectrum. In
~a!–~c!: §251024, ,/l510, r /l5500, SNR0510 dB atr 0 /l5500. Same
in ~d!–~f!, but §251026.

FIG. 10. CRLB of azimuth as a function of normalized propagation dis-
tance:f5u515°, 434 rectangular array withdy /l51.1 anddz /l52.1,
SNR0 evaluated atr 0 /l5500, and a vector von Ka´rmán spectrum.

FIG. 8. Partial correlation between estimates of azimuth and normalized
propagation distance as a function of normalized propagation distance at
f5u515°. All other parameters same as Fig. 5.~Analogous plots forzur /l

have same behavior and almost same values.!
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larger for the sensor configuration considered in this section.
Here the largest sensor separation is 7.11l, whereas for the
array considered in the preceding section the largest sensor
separation was 2.12l.

The CRLBs of the AOAs atf5u515° are shown in
Figs. 10 and 11 and the partial correlations in Figs. 12–16. A
vector von Kármán spectrum is considered. Notice the dif-
ference in behavior from the previous case, in particular that
of the partial correlationzfu . All the angular partial corre-
lations increase with increasingf andu.

C. CRLBs of other parameters

While the phase of the sourcex and the signal-to-noise
variance ratio L0 are nuisance parameters that we do not
wish to estimate, the propagation distancer and turbulence
parameters, and§2 are of interest. For the plane-wave case,
it was found that for a large number of independent and
identically distributed samplesM, there may be sufficient

information to obtain estimates ofr /l, §2, and,/l, but only
at large values of§2 and small values of,/l. For the
spherical-wave case, we find the same limitations on the
ability to estimate§2 and,/l. However, the spherical-wave
propagation model does provide more information about the
propagation distance.

Figure 17 investigates the relative error of the CRLB of
the normalized propagation distance, i.e.,s r /l /(r /l). All
seven parameters are considered as unknowns:r, x, f, u, ,,
§2, and L0 . A 434 square array withd/l50.5 and a scalar
von Kármán spectrum are considered. For a SNR of 10 dB at
r 0 /l5500, we find that it may be possible to estimate the
normalized propagation distance forr /l&103 if a sufficient
number of independent and identically distributed data sets
can be obtained. Whilef5u515° is considered for this
case, the dependence ofs r /l on f andu is nominal. In Fig.
18 the relative error of the CRLB ofr /l is depicted as a
function of turbulence parameters forr /l5500 and SNR0

FIG. 11. CRLB of elevation as a function of normalized propagation dis-
tance. Parameters same as Fig. 10.

FIG. 12. Partial correlation between estimates of azimuth and elevation as a
function of normalized propagation distance. Parameters same as Fig. 10.

FIG. 13. Partial correlation between estimates of azimuth and source phase
as a function of normalized propagation distance. Parameters same as Fig.
10.

FIG. 14. Partial correlation between estimates of azimuth and normalized
propagation distance as a function of normalized propagation distance. Pa-
rameters same as Fig. 10.
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510 dB atr /l. Again, all seven parameters are considered
as unknowns. For illustration purposes, the orientation of the
x axis is reversed from that in Fig. 2 and in Fig. 3 of Ref. 5.
Notice that s r /l /(r /l) reaches its smallest values for§2

;1028 and ,/l;10. This corresponds to the region where
the effects of the turbulence are minimal:Γi j is near one
~strong coherence! and Γmin is also near one~weak scatter-
ing!. The largest values of the normalized CRLB occur when
§2;1024 and ,/l;103. In this region, Γi j is near one
~strong coherence! andΓmin is near zero~strong scattering!.

V. CONCLUSIONS

We have investigated the Cramer–Rao lower bounds
~CRLBs! of the wave front angles of arrival~AOAs! for a
spherical wave propagating through atmospheric turbulence
with fluctuations described by a von Ka´rmán spectrum. This
investigation is the logical continuation of a previous

investigation5 for a plane-wave source. Both investigations
consider a nonzero mean, two bearing angles, and multiple
unknown parameters. As expected, the CRLBs of the AOAs
for the spherical-wave model are smaller than those for the
plane-wave model due to the change in the mutual coherence
function. However, this reduction in the CRLBs of the AOAs
comes at the expense that the estimates of the AOAs are
correlated to the estimates of the normalized propagation dis-
tance and source phase. It has also been shown that the esti-
mates of the AOAs are always uncorrelated from the esti-
mates of the turbulence parameters and signal-to-noise ratio.
Moreover, unlike the plane-wave case, it is found that it may
be possible to estimate the normalized propagation distance
if there are a sufficient number of independent and identi-
cally distributed data sets.

The significance of incorporating the scattering by atmo-
spheric turbulence is evident from the results presented here.
In particular, it is found that CRLBs of the AOAs increase
substantially for large values of the normalized propagation

FIG. 17. CRLB of normalized propagation distance as a function of nor-
malized propagation distance:f5u515°, 434 square array withd/l
50.5, SNR0 evaluated atr 0 /l5500, and a scalar von Ka´rmán spectrum.

FIG. 18. CRLB of normalized propagation distance as a function of turbu-
lence parameters forr /l5500 and SNR0510 dB atr /l. All other param-
eters same as Fig. 17.

FIG. 15. Partial correlation between estimates of elevation and source phase
as a function of normalized propagation distance. Parameters same as Fig.
10.

FIG. 16. Partial correlation between estimates of elevation and normalized
propagation distance as a function of normalized propagation distance. Pa-
rameters same as Fig. 10.
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distance and for values of the turbulence parameters that re-
sult in low values of the mutual coherence function~large
values of the index-of-refraction variance and moderate to
small values of the normalized characteristic length scale!.
This investigation is limited by the model of the moments of
the pressure field, which considers that the decay of the mo-
ments is constant across the array. In addition other physical
phenomena, such as ground reflections and refraction by at-
mospheric wind and temperature gradients, not included in
this analysis, may have a considerable impact on the ability
to estimate the elevation.
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APPENDIX: NOTATION

Symbols

@•#* Complex conjugate
@•#† Hermitian adjoint~complex conjugate

transpose!
@•#T Transpose
@•# i Component parallel tor̂
@•#' Component perpendicular tor̂
@A# i j ,Ai j i - j element of the matrixA
( Hadamard product, element-wise product,

@A(B#i j 5Ai j Bi j

^ Kronecker product of matrices~direct
or tensor product!

[ Defined as
; On the order of
;CNN~m, C! Distributed as aN31 complex Gaussian

random vector with meanm and covari-
anceC

^•& Ensemble average or expectation value
( •̆) Quantity~accented with a breve! derived in

SAA
( •̃) Quantity ~accented with a tilde! derived in

extended SAA
Im(•) Imaginary part
Re(•) Real part
diag(a1, ...,aN) Diagonal matrix whosei - i element isai

Integers and subscripts

M Number of independent and identically distributed
data sets

N Number of elements in the array
N Number of unknown parameters
i, j Indices on elements of the array
l, n Indices on unknown parameters

Matrices and vectors

C Covariance matrix for total pressure field,Ci j

5^si sj* &2^si&^sj* &; @N3N, complex#

Cp Covariance matrix for source pressure field@Cp# i j

5^pi pj* &2^pi&^pj* &; @N3N, complex#
IN Identity matrix; @N3N, real#
J Fisher informaiton matrix;@N3N, real#
k Wavenumber vector

m Mean amplitude vector,mi[m i /eiF̃ i; @N31, real#
n Noise pressure field;@N31, complex#
p Source pressure field;@N31, complex#
r Vector from center of array to source
r̂ Unit vector in direction ofr , r̂

5@cosf cosu, sinf cosu, sinu]T

r i8 Vector from center of array toi th sensor, r i8
5@xi8, yi8, zi8#T

r i Vector from i th sensor to source,r i5r2r i8
s Total pressure field,s[p1n; @N31, complex#
S Diagonal matrix of phases,

S [diag@eiF̃1, ..., eiF̃N#T; @N3N, complex#

s Steering vector,s[@eiF̃1, ..., eiF̃N#T; @N31, com-
plex#

S Steering matrix,Si j [eiF̃ i j ; @N3N, complex#

X Covariance amplitude matrix,Xi j [Ci j /eiF̃ i j ; @N
3N, real#

Γ Mutual coherence matrix;@N3N, real#
m First moment~mean! of source pressure field;m i

[^pi&; @N31, complex#
ri j Vector from j th to i th sensor,ri j [r i2r j5r j82r i8
U Vector of unknown parameters;@N31, real#
Û Unbiased estimator ofU; @N31, real#

Functions and scalar quantities

d Separation between adjacent sensors in a uniformly
spaced array

f s,v(r i j ) 2D correlation function for a scalar or vector field,
as a function of sensor separation

k Wavenumber
Kn(x) Modified Bessel function of ordern evaluated atx
L Signal-to-noise variance ratio, L5p0

2(r )/sn
2

L0 Signal-to-noise variance ratio evaluated atr 5r 0

l Characteristic length scale of turbulence,l

5G( 1
3)L/@ApG( 5

6)#
L Outer ~integral! length scale of turbulence
, Inner ~Kolmogorov! length scale of turbulence
pH(r i) Pressure field in ahomogeneousmedium for a

spherical wave at observation pointr i ; @complex#
p0(r i) Amplitude of pH(r i); @real#
^pi pj* & Second moment of source pressure field betweeni th

and j th sensor;@complex#
r Propagation distance of wave front to the center of

the array
a(r i j ) Extinction coefficient for second moment, function

of sensor separation
x Phase of the source
d i j Kronecker delta function
g Extinction coefficient for first moment
G(x) Gamma function evaluated atx
Γi j Mutual coherence betweeni th and j th sensors, a

function of sensor separationr i j ; @real#
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Γmin Minimum value ofΓi j , Γmin[Γi j (r i j 5`)
l Wavelength~when symbol not used as subscript!
m i First moment~mean! at i th sensor,m i[^pi&; @com-

plex#
f Azimuthal angle of arrival
F i Total phase of signal received at thei th sensor
F i j Difference in total phase betweeni th and j th sen-

sors,F i j [F i2F j

r i j Separation betweeni th and j th sensors

sn
2 Noise variance

sn
2 CRLB of Un , sn

25@J21#nn

sn0

2 CRLB of Un when Un is the only unknown,sn0

2

51/Jnn

§2 Index-of-refraction variance
u Elevational angle of arrival
zln Partial correlation between the estimates ofUl and

Un

Acronyms

AOA Angle of arrival
CRLB Cramer–Rao lower bound
FI~M! Fisher information~matrix!
MCF Mutual coherence function
SAA Small-angle approximation
SNR Signal-to-noise ratio~in dB!
SNR0 Signal-to-noise ratio evaluated atr 5r 0 ~in dB!
2D Two-dimensional
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Iterative algorithms for computing the shape of a hard
scattering object: Computing the shape derivative

Stephen J. Nortona)
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The problem of determining the shape of an acoustically hard scattering object from remote
scattering measurements is considered. An iterative approach is used to find the object shape that
minimizes the mean-squared difference between a set of actual and predicted scattering
observations. A crucial task in this minimization is the computation of the ‘‘shape derivative,’’ or
functional gradient, of the mean-square error with respect to the object’s shape or boundary. The
shape derivative tells us how to update the object’s shape to reduce the mean-square error at each
iteration. If, for example, the object’s boundary is parameterized withN variables, a brute-force
approach to computing the shape derivative using finite-differences would require a minimum of
N11 forward solutions per iteration. We show how the shape derivative can be computed with just
two forward solutions: one ordinary forward solution and a suitably constructed adjoint solution.
This approach is independent ofN and is not only far more efficient, but numerically less error
prone, than finite-difference schemes for computing derivatives. ©2004 Acoustical Society of
America. @DOI: 10.1121/1.1771611#

PACS numbers: 43.60.Rw, 43.60.Pt@JS# Pages: 1002–1008

I. INTRODUCTION

We consider the problem of reconstructing the shape of
an acoustically hard object from a set of remote scattering
measurements. Since this inverse problem is nonlinear, an
iterative approach is generally required. A convenient strat-
egy is to find the object that best predicts a set of observa-
tions in the sense of minimizing a global error norm, such as
the weighted mean-squared difference between the actual
and predicted observations; the predicted observations are
obtained by solving the forward problem on the basis of the
current shape estimate. A crucial quantity in the minimiza-
tion of the mean-square error is the functional derivative~or
‘‘shape derivative’’! of the mean-square error with respect to
the shape, or boundary, of the object. This tells us how to
update the current shape estimate to reduce the mean-square
error at each iteration. Suppose, for example, that the surface
of the object is parameterized usingN variables. Many pa-
rameterization schemes are possible; the parameters might be
the coefficients in the expansion of the surface of the object
in a convenient basis set, such as spherical harmonics. Or the
parameters might be the coordinates of the nodes of a spline
interpolation of the surface, and so on. A brute force ap-
proach would be to perturb each of these parameters one by
one and compute the resulting change in the error norm, but
this would require a minimum ofN11 forward scattering
solutions per iteration. In this paper, we show how all deriva-
tive information can be obtained with just two forward solu-
tions: an ordinary solution and a forward adjoint solution, to
be defined. Not only is this approach far more efficient than
a finite-difference method, but is numerically more accurate
since the adjoint method provides true derivatives~i.e., based

on infinitesimal differences as opposed to finite differences!.
A discussion of the adjoint method for recovering a
continuously-distributed scattering parameter was given by
the author in a previous publication,1 but that method does
not apply to a hard scatterer in which the quantity sought is
the shape of its boundary. This problem is addressed here.
Dorn et al. devised another technique for reconstructing the
boundary of a ‘‘soft’’ and homogeneous object~into which
the fields penetrate! based on the iterative adjustment of level
sets.2,3 These authors also employ an adjoint calculation to
update the boundary of the object. This method differs from
the present approach and is unsuitable for hard scatterers.

We assume the object is embedded in a homogeneous
medium with sound speedc and illuminated by an acoustic
field from one or more directions; the wave can be steady-
state or transient, although, for simplicity, we consider the
former case first. For convenience, we let the steady-state
field, f~r !, denote the acoustic velocity potential, which
obeys the reduced wave equation in the domainV outside
the scattering object

¹2f~r !1k2f~r !50, rPV, ~1!

wherek5v/c is the wave number of the medium occupying
V. We assume that the scatterer is spatially bounded and
occupies the domainV̄ ~the complement ofV! with bound-
ary G. The boundary condition for a ‘‘hard scattering object’’
is that the normal component of the particle velocity van-
ishes on the boundaryG,

¹f•n̂urPG50, ~2!

wheren̂ is the outward-pointing unit normal vector onG.
Our objective is to determine the shape of the scatterer

from observations of the scattered field,f~r !, at M remote
scattering locations,rm , m51,...,M . Our approach is to find

a!Current address: Geophex, Ltd., Raleigh, North Carolina 27603. Electronic
mail: norton@geophex.com

1002 J. Acoust. Soc. Am. 116 (2), August 2004 0001-4966/2004/116(2)/1002/7/$20.00 © 2004 Acoustical Society of America



the shape that best predicts the set ofM observations,
fobs(rm), by minimizing the following weighted mean-
square error:

E5
1

2 (
m51

M

wmuf~rm!2fobs~rm!u2, ~3!

wherewm is a positive weight that can be used to emphasize
some measurements more than others, if desired.

Because the inverse-scattering problem is nonlinear, the
minimization of E must proceed iteratively. This means, at
each iteration, the forward problem, defined by~1! and~2!, is
numerically solved to compute the predicted measurements,
f(rm), on the basis of the current estimate of the scatterer’s
shape. To reduceE at each iteration, a crucial step is the
calculation of the derivative ofE with respect to the ‘‘shape’’
of the scatterer. Our aim in this paper is to demonstrate an
elegant and efficient way of computing this shape derivative.
To do this, we employ below the concept of the ‘‘material
derivative’’ that has played a very useful role in the optimal
shape design of engineering structures.4,5 In computing the
shape derivative, a question that we will examine is: what is
the variation ofE due to an arbitrary and infinitesimal varia-
tion in the shape of the scatterer given that the field obeys
~1!?

Although we shall assume that the shapeG is a continu-
ous function, at some point this function needs to be repre-
sented by a finite number of parameters. That is, in practice,
the shape of the object’s surface must be defined in some
convenient manner by a set ofN parameters,pn , n
51,...,N, where, for example, thepn’s might represent the
coordinates of the nodes of a set of spline functions that
approximate the object’s boundary or the coefficients in a
basis-set expansion of the object’s surface~e.g., using spheri-
cal harmonics!. For the moment, the details of the parameter-
ization are not important, although we illustrate with specific
examples later.

For the finite-dimensional problem, in which the surface
is defined byN parameters, the functional gradient of the
mean-square error,E, reduces to an ordinary gradient, that is,
to the set ofN partial derivatives,]E/]pn . As noted, the
derivatives could be numerically computed using finite-
difference approximations, requiringN11 forward calcula-
tions per iteration. The adjoint method, however, allows us to
compute these partial derivatives using two forward solu-
tions per iteration, independent ofN. In the next section, we
introduce the concept of the material derivative which leads
to an explicit expression for]E/]pn . Once the derivatives
are computed, a simple scheme that updates thej-th estimate,
pn

( j ) , of thenth parameter is given by

pn
~ j 11!5pn

~ j !2a j

]E
]pn

, ~4!

wherea j is a suitably chosen step-size parameter that varies
with the iteration. This is the simplest descent algorithm
~steepest descent!, but others, such as the conjugate gradient
method or quasi-Newton methods, converge significantly
more rapidly. The point is that any descent approach requires
a computable shape derivative.

II. ADJOINT METHOD FOR COMPUTING THE SHAPE
DERIVATIVE

Consider the domain,V, that occupies the volume out-
side the scatterer. Suppose the domainV is continuously
deformed into the domainVt , where t is a deformation
parameter; we defineV[Vt50 . The boundary of the de-
formed domain isGt andG[Gt50 . Let us define a mapping
of the point rPV into the corresponding pointr tPVt , as
follows:

r t5r1tv~r !. ~5!

Herev~r ! is a vector field that defines the deformation of the
domainV into Vt . The quantityv~r ! is analogous to a ve-
locity field, in which caset can be thought of as playing the
role of a time variable. Ast increases from zero,~5! thus
describes a continuous deformation of the domainV into Vt

and the object’s surfaceG into Gt .
In the domainV, the field f obeys the reduced wave

equation ~1! subject to the boundary condition~2! on G.
When the domainV is deformed intoVt , the field f~r !
changes into the new fieldft(r ), obeying the equation

¹2ft~r !1k2ft~r !50, rPVt , ~6!

subject to the boundary condition on the deformed boundary
Gt :

¹ft•n̂turPGt
50. ~7!

Our goal is to compute the derivative of the mean-square
error, E, with respect to the deformation parameter,t; the
shape derivative will follow from this result. To accomplish
this, we first compute the total derivative offt with respect
to t. The total derivative has two contributions: when the
domain is deformed intoVt , not only will the function
value, ft , change due to the new boundary condition~7!,
but also the location where the function is defined will
change; the total derivative takes both changes into account.
To be precise, the total derivative, denotedḟ ~also called the
‘‘material derivative’’!, is defined by

ḟ[
d

dt
ft~r1tv~r !!ut505 lim

t→0
Fft~r1tv~r !!2f~r !

t G
5f8~r !1¹f~r !•v~r !, ~8!

where

f8~r ![
]ft~r !

]t U
t50

5 lim
t→0

Fft~r !2f~r !

t G . ~9!

Thus, the partial derivative,f8, of f with respect tot holds
the location,r , fixed, and accounts for the change in the
functional value arising from the change in the domain only
@i.e., through the change in the boundary condition~7!#.

Now consider a general functional of the fieldft of the
form

C~t!5E
Vt

G~ft!dVt , ~10!

for t>0, whereG is a known~differentiable! function of f
and possibly a function of the spatial derivatives off as
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well. We wish to compute the total derivative ofC~t! with
respect tot evaluated att50. There will be two contribu-
tions: one due to the change inG in the integrand, and one
due to the change in the integration domain,V. Thus, we
have

Ċ[
d

dt
C~t!ut50

5 lim
t→0

1

t H E
Vt

G~ft!dVt2E
V

G~f!dVJ . ~11!

In the Appendix, we show that this result can be evaluated to
yield, under the mapping~5!,

Ċ5E
V

]G~ft!

]t U
t50

dV1E
G
G~f!v•n̂dG. ~12!

This fundamental relation will be used below. The second
integral in ~12! over the surface,G, accounts for the infini-
tesimal change inC due to the deformation of the domainV.

Our ultimate objective is to minimize the mean-square
error ~3! subject to the constraintthat the field obeys the
reduced wave equation~1! and the boundary condition~2!.
This constrained minimization problem can be transformed
into an unconstrained problem with the aid of Lagrange mul-
tipliers. This is accomplished by minimizing the following
unconstrained, but augmented, mean-square error functional:

EA5
1

2 (
m51

M

wmuf~rm!2fobs~rm!u2

1ReE
V

l~r !@¹2f~r !1k2f~r !#dV, ~13!

wherel~r ! is a continuous Lagrange multiplier to be deter-
mined and Re means real part. We allow the Lagrange mul-
tiplier, l~r !, to be complex. One can show that the taking of
the real part of the constraint term, as is done in~13!, is
sufficient to impose the constraint~that f obeys the wave
equation! becausel~r ! is allowed to be complex.1

For brevity, define the quantity

Cl[E
V

l~¹2f1k2f!dV, ~14!

so that~13! reads

EA5
1

2 (
m51

M

wmuf~rm!2fobs~rm!u21Re$Cl%. ~15!

Now taking the total derivative of~15!, we have

ĖA5Re (
m51

M

wm@f~rm!2fobs~rm!#* f8~rm!1Re$Ċl%,

~16!

where, in obtaining this result, we have used the fact that
ḟ(rm)5f8(rm). This follows because the observation
points, rm , are fixed and are not allowed to move as the
domain,V, is deformed.

Our objective now is to evaluateĊl . When the domain
is deformed,~14! becomes

Cl~t!5E
Vt

lt~¹2ft1k2ft!dVt

5E
Vt

@2¹ft•¹lt1k2ltft#dVt

1E
Gt

lt¹ft•n̂tdGt

5E
Vt

@2¹ft•¹lt1k2ltft#dVt , ~17!

where the second line results on integrating by parts and the
third line results on noting that the surface integral in the
second line vanished due to the boundary condition~7!. For
brevity, define

c~f,l![2¹f•¹l1k2fl, ~18!

so that~17! may be written

Cl~t!5E
Vt

c~ft ,lt!dVt , ~19!

which is of the form~10!. Now using~12!, the total deriva-
tive of Cl is

Ċl5E
V

]c~f,l!

]t
dV1E

G
c~f,l!v•n̂dG, ~20!

where it is understood that all partial derivatives with respect
to t are to be evaluated att50; we have thus dropped the
subscriptt on f andl in ~20!. Now note that, from~18!,

]c~f,l!

]t
5c~f8,l!1c~f,l8!, ~21!

so ~20! becomes

Ċl5E
V

@c~f8,l!1c~f,l8!#dV1E
G
c~f,l!v•n̂dG.

~22!

The term involvingc(f,l8) in the first integral vanishes as
we now show. Integrating by parts and using the divergence
theorem, we have

E
V

c~f,l8!dV5E
V

@2¹f•¹l81k2fl8#dV

5E
V

l8@¹2f1k2f#dV

1E
G
l8¹f•n̂dG50,

from ~1! and ~2!. Thus~22! reduces to

Ċl5E
V

c~f8,l!dV1E
G
c~f,l!v•n̂dG. ~23!

Now define the adjoint source

S̃[ (
m51

M

wm@f~rm!2fobs~rm!#* d~r2rm!, ~24!
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whered(r2rm) is a 3D Dirac delta function. Then~16! can
be written, on substituting~24! and ~23!,

ĖA5ReH E
V

S̃~r !f8~r !dV1E
V

c~f8,l!dV

1E
G
c~f,l!v•n̂dGJ . ~25!

From the definition ofc(f,l) given by ~18!, this may be
written

ĖA5ReH E
V

@S̃~r !f8~r !2¹f8•¹l1k2f8l#dV

1E
G
c~f,l!v•n̂dGJ . ~26!

Integrating the¹f8•¹l term by parts and using the diver-
gence theorem, this becomes

ĖA5ReH E
V

@S̃1¹2l1k2l#f8dV1E
G
f8¹l•n̂dG

1E
G
c~f,l!v•n̂dGJ . ~27!

We wish to eliminate all terms multiplying the unknown de-
rivative f8. To accomplish this, we define the adjoint equa-
tion,

¹2l1k2l52S̃, ~28!

subject to the boundary condition onG:

¹l•n̂uG50. ~29!

Thus, when~28! and ~29! hold, ~27! reduces to

ĖA5ReE
G
c~f,l!v•n̂dG. ~30!

This is our fundamental result. Equation~30! gives the
change in the mean-square error due to a change in the de-
formation parameter,t, in terms of the ‘‘deformation field,’’
v~r !. Our next step is to relatev~r ! to a set of parameters,pn ,
n51,...,N, which define the surfaceG.

III. SURFACE PARAMETERIZATION

Here we consider the problem of surface parameteriza-
tion. Suppose the boundary is parameterized withN vari-
ables,pn , n51,...,N, which we assume represent the com-
ponents of a vector,p. We express this parameterization by
writing the position vector of a pointr on the surfaceG as a
function of p,

r5r ~p!, rPG. ~31!

Now when the domainV is deformed, each parameter will
change as follows:

pnt5pn1tdpn , ~32!

and the pointr on the surface will change tor t5r1tv(r ).
We then have

v~r !5
]r t

]t U
t50

5 (
n51

N
]r t

]pnt

]pnt

]t U
t50

5 (
n51

N
]r

]pn
dpn , ~33!

from ~32!. Now substituting this into~30!, we obtain on in-
terchanging orders of integration and summation,

ĖA[
dEA

dt
5Re(

n51

N H E
G
c~f,l!F n̂•

]r

]pn
GdGJ dpn . ~34!

But we also have

dEA

dt
5 (

n51

N
]EA

]pnt

]pnt

]t U
t50

5 (
n51

N
]EA

]pn
dpn . ~35!

Comparing~34! and ~35!, sincedpn is arbitrary, we have

]EA

]pn
5ReE

G
c~f,l!F n̂•

]r

]pn
GdG. ~36!

This is the fundamental result when the surface is defined by
a set of discrete parameters. To evaluate~36!, at each itera-
tion of the algorithm, the solution to two forward problems
are numerically solved to obtainf and the adjoint fieldl by
numerically solving, respectively, the reduced wave equation
~1! subject to the boundary condition~2!, and the adjoint
wave equation~28! subject to the same boundary condition
~29!. The adjoint equation is driven by the source given by
~24!. Once these field are computed,~36! then provides the
derivatives of the mean-square error with respect to the
shape parameters,pn . We consider next an example of a
finite-dimensional surface parameterization in two dimen-
sions.

A. Circular harmonic surface expansion

Suppose scattering takes place from a cylinder whose
boundary can be parameterized by a radial distance,R(u),
prescribed as a function of angle,u, measured from some
convenient origin inside the cylinder. We assume thatR(u)
is single valued. Thus the 2D boundary curve is given by the
vector

r5 r̂ R~u!, ~37!

where r̂ is the radial unit vector. Since the functionR(u) is
periodic, we can expand it in a Fourier series. Suppose we
keep the firstN terms in the series; then

R~u!5 (
n50

N

@an cos~nu!1bn sin~nu!#, ~38!

where the coefficients,an andbn , are the parameters that we
seek. Thus we have a total of 2N11 unknown parameters
~sinceb0[0). From~37! and ~38!, we note that

]r

]an
5 r̂ cos~nu! and

]r

]bn
5 r̂ sin~nu!. ~39!

Now the unit normal vector,n̂, can be expressed in terms of
the radial unit vector,r̂ , and the angular unit vector,û, as
follows:

n̂5
Rr̂2R8û

AR21R82
, ~40!
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where R8[dR/du. An element of arc length along the
boundary curve,dG, can be rewritten in terms ofdu using

dG5
dG

du
du5AR21R82du,

so r̂ •n̂dG5R(u)du, and~36! becomes in this case

]EA

]an
5ReE

0

2p

c~f,l!R~u!cos~nu!du, ~41!

]EA

]bn
5ReE

0

2p

c~f,l!R~u!sin~nu!du. ~42!

B. Polygonal surface

Here we consider a 2D object having the shape of an
N-sided polygon. The object boundary is thus comprised of
N straight line segments each of unknown length and orien-
tation. Denote bypj , j 51,...,N, the coordinate vectors of the
end points of each of these segments. We let the 2N compo-
nents of these vectors@where we writepj5(px j ,py j)] repre-
sent our unknown shape parameters. Define thejth line seg-
ment as having end pointspj 21 and pj . Let s denote arc
length along the boundary segments. We can then define a
vector from some fixed origin to a point on thejth segment
as

r j~s!5pj 211 f j~s!~pj2pj 21!, sj 21<s<sj , ~43!

where

f j~s![
s2sj 21

sj2sj 21
. ~44!

Thus,f j (s) ranges between 0 and 1 ass ranges betweensj 21

andsj . Replacingj by j 11 in ~43! gives

r j 11~s!5pj1 f j 11~s!~pj 112pj !, sj<s<sj 11 . ~45!

Differentiating ~43! and ~45! with respect to the parameter
pjx , we obtain

]r j~s!

]pjx
5 f j~s!x̂, sj 21<s<sj , ~46!

]r j 11~s!

]pjx
5@12 f j 11~s!# x̂, sj<s<sj 11 , ~47!

where x̂ is the x unit vector. Similar equations hold for the
derivative with respect topjy with x̂ replaced withŷ. Sub-
stituting into~36! and denoting byn̂ j the unit vector normal
to the jth line segment, we then have

]EA

]pjx
5ReE

sj 21

sj
c~f,l!ur5r j ~s! f j~s!x̂•n̂ jds

1ReE
sj

sj 11
c~f,l!ur5r j 11~s!

3@12 f j 11~s!# x̂•n̂ j 11ds. ~48!

A similar relation holds for]EA /]pjy , with x̂ replaced byŷ
in ~48!.

IV. TIME-DEPENDENT CASE

Here we assume time-dependent fields and suppose that
the scatterer is illuminated with the incident transient field,
f i(r ,t). The total field~incident plus scattered! is f(r ,t) and
assumed to obey the time-dependent wave equation

¹2f~r ,t !2
1

c2

]2f~r ,t !

]t
50, rPV, ~49!

subject to the boundary condition on the surface

¹f~r ,t !•n̂50, rPG, ~50!

and the initial conditions

f~r ,0!5
]f~r ,t !

]t U
t50

50. ~51!

That is, we ‘‘turn on’’ the incident field aftert50. We also
assume that the field observations,fobs(rm ,t), are made
over the time interval@0,T# at theM points r m . We modify
the mean-square error to include a time integration over the
observation interval

E5
1

2 (
m51

M E
0

T

wm~ t !@f~rm ,t !2fobs~rm ,t !#2dt, ~52!

where the positive weight function,wm(t), we allow to be
time dependent for generality. The augmented mean-square
error functional now becomes

EA5
1

2 (
m51

M E
0

T

wm~ t !@f~rm ,t !2fobs~rm ,t !#2dt1Cl ,

~53!

where the constraint term now reads

Cl[E
V

dVE
0

T

dtl~r ,t !F¹2f~r ,t !2
1

c2

]2f~r ,t !

]t G ,

~54!

and the Lagrange multiplier,l(r ,t), is now time and space
dependent. The total derivative of the augmented mean-
square error,EA , is then

ĖA5 (
m51

M E
0

T

wm~ t !@f~rm ,t !2fobs~rm ,t !#f8~rm ,t !dt

1Ċl . ~55!

We wish to evaluateĊl . Integrating~54! by parts with re-
spect to both space and time, we have

Cl[E
V

dVE
0

T

dtF2¹f•¹l1
1

c2

]f

]t

]l

]t G . ~56!

In performing the integration by parts with respect to time,
an integrated term results, but this term vanishes on account
of the initial conditions~51! and the ‘‘terminal condition’’
l(r ,T)50, which we shall assume. Defining

c~f,l![E
0

TF2¹f•¹l1
1

c2

]f

]t

]l

]t Gdt, ~57!

~56! may be written
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Cl[E
V

c~f,l!dV. ~58!

The total derivative of this with respect tot is, in view of
~12!,

Ċl5E
V

c~f8,l!dV1E
G
c~f,l!v•n̂dG. ~59!

Now define the time- and space-dependent adjoint source as
follows:

S̃~r ,t ![ (
m51

M

wm~ t !@f~rm ,t !2fobs~rm ,t !#. ~60!

Thus ~55! can be written

ĖA5E
V

dVE
0

T

dtS̃f81E
V

dVE
0

T

dtF2¹f8•¹l

1
1

c2

]f8

]t

]l

]t G1E
G
c~f,l!v•n̂dG. ~61!

This can be written again on integrating by parts

ĖA5E
V

dVE
0

T

dtF¹2l2
1

c2

]2l

]t2
1S̃Gf8

2E
G
dGE

0

T

dtf8¹l•n̂1E
V

dVf8
]l

]t U
0

T

1E
G
c~f,l!v•n̂dG. ~62!

We now require thatl(r ,t) obey the following wave equa-
tion:

¹2l2
1

c2

]2l

]t2
52S̃, ~63!

subject to the boundary condition

¹l•n̂urPG , ~64!

and the ‘‘terminal conditions,’’

l~r ,T!5
]l~r ,t !

]t U
t5T

50. ~65!

The first two terms in~62! vanish on account of~63! and
~64!. For the third term to vanish we require the terminal
conditions ~65! and the initial conditionf8~r ,0!50, which
follows from ~51!. When these conditions are satisfied,~62!
reduces to

Ė5E
G
c~f,l!v•n̂dG

5E
G
dGE

0

T

dtF2¹f•¹l1
1

c2

]f

]t

]l

]t Gv•n̂. ~66!

This is the time-domain analog of~30!.

V. ANALYTICAL EXAMPLE

It is a useful exercise to verify the relation~36! using a
very simple example that can be treated analytically. Al-
though the power of the technique becomes apparent in more
complex problems~in which the number of parameters,N, is
large!, this example shows that the adjoint method agrees
with a direct differentiation of the mean-square error. Con-
sider a plane wave of unit amplitude incident upon a cylinder
of radiusa. The wave obeys the Helmholtz equation~1! sub-
ject to the boundary condition~2!. Denote the solution in
cylindrical coordinates byf(r ,u). We wish to recover the
radius, a, of the cylinder with a single observation at the
point (r 0 ,u0). The total field~incident plus scattered! can be
shown to be7

f~r ,u!5 (
n52`

`

i neinuF Jn~kr !2
Jn8~ka!

Hn
~1!8~ka!

Hn
~1!~kr !G ,

~67!

where Jn and Hn
(1) are Bessel and Hankel functions. The

prime indicates differentiation with respect to the argument
of the function. To obtain the radius of the cylinder, we wish
to minimize the squared error

E5 1
2uf~r 0 ,u0!2fobs~r 0 ,u0!u2 ~68!

with respect to the radius,a. Here,fobs(r 0 ,u0) is the obser-
vation at the point (r 0 ,u0). Our objective is to compute
]E/]a. Since we have an expression, given by~67!, that
gives the explicit functional dependence of the field ona, we
can directly differentiate the squared error~68! to give

]E
]a

5ReH @f~r 0 ,u0!2fobs~r 0 ,u0!#*
]f~r 0 ,u0!

]a J , ~69!

where]f(r 0 ,u0)/]a is obtained by differentiating~67! with
respect toa. We should, however, get the same result using
the adjoint formula~30!, which in this case reads

]E
]a

5ReE
0

2p

@2¹f•¹l1k2fl#ur 5aadu, ~70!

where the integration is around the surface of the cylinder
and l(r ,u) is the adjoint solution that obeys~28! and ~29!
with the adjoint source given by~24!. In this case,l(r ,u) is
the solution to

¹2l1k2l52@f~r 0 ,u0!2fobs~r 0 ,u0!#*
1

r

3d~r 2r 0!d~u2u0!, ~71!

subject to the boundary condition~29!. For brevity, define
the residual

R[f~r 0 ,u0!2fobs~r 0 ,u0!. ~72!

Then the solution to~71! can be shown to be
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l~r ,u!5
iR*

4 (
n52`

`

i nein~u2u0!Hn
~1!~kr0!

3F Jn~kr !2
Jn8~ka!

Hn
~1!8~ka!

Hn
~1!~kr !G . ~73!

If we substitutef(r ,u) andl(r ,u), given by~67! and~73!,
into ~70! and integrate, we obtain the result

]E
]a

5
2

pak2
ReH iR* (

n52`

`

i neinu0
Hn

~1!~kr0!

Hn
~1!8~ka!2

3Fn2

a2
2k2G J . ~74!

In obtaining this result, we have made use of the Wronskian

Jn~ka!Hn
~1!8~ka!2Jn8~ka!Hn

~1!~ka!5
2i

pka
. ~75!

When we perform the direct differentiation~69! using ~68!
and settingr 5r 0 andu5u0 , and again using~75!, we obtain
after some algebra the same result~74!.

VI. CONCLUSION

In this paper, we consider the problem of reconstructing
the shape or boundary of a hard acoustic scatterer. Explicit
relations are derived for the derivatives of the mean-square
error with respect to a set of parameters that defines the
surface of the scattering object. Both steady-state and time-
dependent problems are treated. In deriving the functional
gradient of the mean-square error, we make use of the con-
cept of the ‘‘material derivative,’’ used previously for com-
puting design sensitivities in the analysis of engineering
structures. The method works for very general parametric
representations of the surface. As simple 2D examples, we
considered circular harmonic and polygonal representations
of the object’s surface. From these examples, it should be
clear how other representations can be derived, such as a
spherical harmonic expansion of a 3D surface, or a spline
approximation to a surface. In the latter case, the coordinates
of the nodes of the spline functions could be taken as the
parameters to be determined. We finally note that the adjoint
approach can be extended to the case of determining the
shape of a ‘‘soft’’ and homogeneous object into which the
fields penetrate.

APPENDIX

Here we present a simple derivation of the key relation
~12! borrowed from Ref. 6. A more rigorous derivation can
also be found in the aforementioned reference. If

C~t!5E
Vt

G~ft!dVt ,

then

Ċ[ lim
t→0

1

t H E
Vt

G~ft!dVt2E
V

G~f!dVJ
5 lim

t→0

1

t E
V

@G~ft!2G~f!#dVt

1 lim
t→0

1

t E
V

G~f!@dVt2dV#

5E
V

]G~ft!

]t U
t50

dV1E
V

G~f! lim
t→0

1

t
@dVt2dV#.

~A1!

From Fig. 1, we see that, for infinitesimally smallt,

dVt5dV1tv•n̂dG,

and substituting this into~A1! gives ~12!, as desired.
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FIG. 1. Illustration of an infinitesimal variation of the domainV.
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The performance of a time reversal mirror~TRM! in complex ocean scenarios can be evaluated
without invoking spatial reciprocity in the experimental procedure. The experimental
implementation requires connectivity between a source array and a receiver array but eliminates the
requirement of actually having a probe source collocated with the receiver array. It is shown with
data taken in a recent experiment that this streamlined, nonreciprocity-based time reversal procedure
yields results potentially better than the classical time reversal method. Further, it provides a more
versatile method to study a TRM in a fluctuating medium. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1707089#

PACS numbers: 43.60.Tj, 43.30.Pc.@DRD# Pages: 1009–1015

I. INTRODUCTION

Acoustic time reversal mirrors~TRMs! have been imple-
mented in the laboratory1,2 and at sea.3–7 Classically, time
reversal~TR! is based on spatial reciprocity and time sym-
metry of the wave equation. To avoid any confusion with
earlier work,8 we wish to distinguish between spatial reci-
procity and the impact of temporal fluctuations in a medium.
By definition,9 spatial reciprocity~and thus time reversal10!
is broken when a steady-state~time-invariant! flow or a vor-
ticity field is present in the medium. In the presence of a
flow, the Green’s function between two points remains con-
stant over time, but the forward and backward Green’s func-
tions are different. Based on this principle, reciprocity mea-
surements have been used for a long time to measure steady-
state currents at sea.11 Temporal fluctuations in the medium
cannot be considered the same way as steady-state currents
because they also affect the one-way Green’s function. Time-
reversal requires spatial reciprocity because of the two-way
propagation of the acoustic field~Fig. 1!. Indeed, a success-
ful time reversal requires both forward and backward
Green’s functions between a source and a TRM to be iden-
tical, i.e., spatial reciprocity. In the literature, temporal fluc-
tuations and steady-state currents often are placed in the
same category of effects inhibiting successful time-reversal
experiments.8 However, their acoustic consequences on time-
reversal are different. For example, time-reversal can survive
slowly varying ocean fluctuations but still suffer from
reciprocity-breaking stationary currents.12

Throughout this paper, we present an experimental
implementation of time reversal in the ocean without the
need for spatial reciprocity in the propagation medium. This
nonreciprocity-based time reversal~NR-TR! is built from the
forward propagation between the TRM and the desired focal
point. The results are compared with the classical procedure
between a probe source and a TRM. Aside from obtaining

equivalent results when appropriate, it is clear that the
NR-TR procedure provides a method to study the time rever-
sal physics in a complicated, time-varying medium to a de-
tail that experimenters, until now, had not yet achieved.

The paper is structured as follows. In Sec. II, we de-
scribe the implementation of nonreciprocity-based TR~both
active and passive! and we underline the differences with the
classical TR procedure. In Sec. III, we compare at-sea ex-
perimental results between classical TR and NR-TR. Finally,
we show that NR-TR provides research results that would
either be impractical or not even possible to obtain by the
classical procedure as constrained by the realities of an ocean
experiment.

II. IMPLEMENTATION OF NONRECIPROCITY-BASED
TIME REVERSAL

In the classical TR configuration, a probe source ensoni-
fies a source-receiver array@Figs. 1~a! and ~b!# that retrans-
mits a time-reversed version of the received signals at each
element@Fig. 1~c!#. The result is a focus at the original probe
source position@Fig. 1~d!#.

The procedure discussed in this paper combines the use
of a source array~SA! and a receiver array~RA! with a new
time-reversal procedure schematically shown in Fig. 2. Prac-
tically speaking, a pulsed signal is emitted sequentially~with
a time delayT) by each element of the SA@Fig. 2~a!#. The
refracted and/or reflected signals recorded at one point of the
RA are sent back to the SA@Fig. 2~b!# via an external con-
nection ~for example, by means of radio telemetry in the
ocean or more simply using a wired connection in ultrason-
ics!. The signals then are synchronized, time-reversed, and
loaded into the memory of the SA. Here, the synchronization
consists in cutting the received successive signals into pieces
of durationT and addressing each signal to the correspond-
ing SA element@Fig. 2~c!#. After propagation, the time re-
versed field then will naturally focus at the desired point
@Fig. 2~d!#. To be effective, note that the time delayT must
be longer than the impulse response of the propagation me-a!Electronic mail: philippe@mpl.ucsd.edu
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dium. An alternative to obtain the Green’s function between
the SA and the RA would be the use ofN orthogonal signals
sent simultaneously from theN-element SA. The correlation
of the signal received on every RA element by the set of
orthogonal signals yields the impulse responses between the
two arrays without synchronization. In the configuration of
Fig. 2, no probe source is required but an external connection
is needed between the SA and the RA. The main difference
with classical TR is that the acoustic field propagates twice

from the SA to the focal point on the RA but never, as in
classical TR, from the focal point to the TRM. As a conse-
quence, the advantage of this implementation of time rever-
sal is that it provides a good focus even when spatial reci-
procity does not hold in the medium. However, as with
classical TR, the medium must remain stationary enough
during this time-reversal procedure to achieve a good focus.
The medium stationarity may become dramatically important
when the use of an external connection induces delays in the

FIG. 1. Schematic of a classical TR implementation.
The experimental data involved are discussed in Sec.
III. A source-receiver array~SRA! is facing a receive
array~RA!. A probe source~PS! is collocated with one
element of the RA. The propagation medium between
the two arrays can be a complex reverberating/
scattering medium.~a! The PS emits a pulsed signal.~b!
The incident field is received on the RA.~c! The field is
time reversed and transmitted back from the SRA.~d!
The time-reversed field focuses back at the PS location
and is recorded on the RA.

FIG. 2. Schematic of a NR-TR imple-
mentation. The experimental data in-
volved are discussed in Sec. III. An
N-element source array~SA! is facing
anM -element receive array~RA!. The
propagation medium between the two
arrays can be a complex reverberating/
scattering medium.~a! The SA se-
quentially emits pulsed signals from
each of its N elements. ~b! After
propagation, each RA element records
N dispersed signals.~c! The N signals
received on a selected RA element are
sent back to the SA using an external
connection~e.g., radio telemetry!. The
signals are time-reversed, time-
aligned, and transmitted by the corre-
sponding SA elements.~d! The time-
reversed field focuses back at the
chosen RA element.
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transmission of the data back from the RA to the SA before
active TR can be achieved. An alternative consists of per-
forming passive TR without connection between the SA and
the RA by cross-correlating the direct fields received on the
RA at different times. To summarize, starting from the mea-
surement of the impulse-response matrix between the SA and
the RA @Fig. 2~b!#, one has two options to finish the time-
reversal implementation.

Procedure 1:As depicted in Fig. 2, construct from the
received signal on thei th RA element the time-reversed field
as input to the SA@Fig. 2~c!# and actually perform a physical
transmission to focus on thei th RA position @Fig. 2~d!#. If
spatial reciprocity holds in the medium, this active NR-TR
procedure is equivalent to classical TR achieved with a probe
source collocated with thei th RA element~Fig. 1!.

Procedure 2:The waveguide impulse-response matrix
being known from measurement, the full time reversal pro-
cess can be obtained by simply cross-correlating the outgo-
ing signals received at different times. The focal spot
f (t,zrk) on the i th element of the RA is implemented nu-
merically using

f ~ t,zrk!5(
j 51

N

h~r ,zri ,t;0,zs j,0! ^ h~r ,zrk ,t;0,zs j,0!,

~1!

where ^ refers to correlation, defined ash1(t) ^ h2(t)
5*2`

1`h1(t1t)h2(t)dt. In Eq. ~1!, the notation of the im-
pulse responseh(r ,zri ,t;0,zs j,0) flows from right to left,
meaning that it refers to the time-domain Green’s function
~limited to the transducer frequency bandwidth! between a
source at ranger 50, depth zs j , emitting at time t50
(0,zs j,0) and a hydrophone at ranger , depthzri , receiving at
time t (r ,zri ,t). More precisely,zs j is the depth of each of
theN-element SA,zri is the depth of focus on the RA,zrk is
the depth of any point on the RA andr is the SA–RA range.
Note that whenzrk5zri , Eq. ~1! corresponds to the autocor-
relation of the Green’s function averaged over theN-element
SA, hence a Dirac function~in the diffration limit! around
t50. This passive NR-TR is described in the literature as
passive phase conjugation.13 However, passive phase conju-
gation is classically performed using multiple receivers while
the correlation process in Eq.~1! is averaged over multiple
sources. Actually, the acquisition of the impulse-response
matrix between the SA and the RA allows us to perform

passive phase conjugation on either array. Indeed, the follow-
ing process:

f̃ ~ t,zsk!5(
j 51

M

h~r ,zr j ,t;0,zsi,0! ^ h~r ,zr j ,t;0,zsk,0!,

~2!

now refers to a passive focus obtained from theM -element
RA on the i th element of the SA. Once again, when spatial
reciprocity holds in the medium, the correspondence be-
tween passive phase conjugation and active time reversal is
straightforward~see, for example, the mathematical formula-
tions in Refs. 13–15!. In the presence of low Mach-number
currents16 and when the SA covers the whole water column,
we can show that Eq.~1! still converges to a Dirac function
~in the diffraction limit!. However, as stated in Eq.~1!, pas-
sive phase conjugation is a circular process since it results in
the autocorrelation of data taken at the same time. If we
cross-correlate impulse-response matrices obtained at differ-
ent times, then one can study the properties of time reversal
focus in a fluctuating ocean without the use of a probe source
and despite the presence of reciprocity-breaking current.

Procedure 1 is very similar to classical TR but does not
invoke reciprocity. Parvelescu17 did the single-element
implementation of this NR-TR method in the early 1960s. Its
practical limitation relies in the necessary connection be-
tween the two arrays as well as the time needed to transfer
the data back from the RA to the SA before active time-
reversal can be achieved. Procedure 2 represents an efficient
way to study the time evolution of time-reversal focal spots
by recording the impulse-response matrix of the medium on
the RA at different times. In this case, no connection between
the two arrays is needed. Further, since in both procedures
the data were taken from transmitting in one direction only,
the effects of reciprocity breaking currents in the environ-
ment are eliminated.

Note also that matched field processing~MFP!18 is the
hybrid model/data version of NR-TR, and not classical time
reversal ~or phase conjugation in the frequency domain!.
That is, one models the replica as propagating from the same
direction as the data we received~i.e., spatial reciprocity is
not invoked!. Therefore, the discussion in this paper also is
relevant to the distinction between the backpropagation
implementation of MFP19 which formally invokes reciproc-
ity and the usual replica-based MFP which does not.

FIG. 3. Experimental setup at sea.~a! On the left, a
bottom-moored source-receiver array~SRA! consisting
of 29 transducers centered at 3.5 kHz that cover 78 m of
the water column. On the right, a bottom-moored re-
ceiver array~RA! consisting of 32 hydrophones with 90
m aperture. The three large transducers on the RA cor-
respond to probe sources at 40, 60, and 80 m. The two
surface buoys contain batteries and rf telemetry hard-
ware for data communication with ship. The water
depth is 118 m and the distance between the SRA and
the RA is 8.6 km.~b! Collection of sound speed profiles
recorded in the area the same day the acoustic experi-
ment was performed. The average temperature profile is
nearly uniform leaving the sound speed profile with a
constant pressure-related gradient.
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The next step is in two parts. First, we experimentally
compare focal spots obtained at sea with both non-
reciprocity-based and classical time reversal. Second, we in-
vestigate different applications for the two NR-TR proce-
dures described earlier.

III. EXPERIMENTAL RESULTS

We have performed an at-sea experiment in April 2003
north of Elba Island, Italy with the same equipment, location,
and basic setup as discussed previously.6,7 As shown in Fig.
3, there wereN529 equally spaced SRA transducers span-
ning 78 m in 115 m water depth andM532 equally spaced
RA hydrophones covering 90 m. Three probe sources are

collocated with the RA elements. The data were sent back
from each array to the ship via radio frequency telemetry.
The range between the two arrays was 8.6 km. The transduc-
ers had a central frequency of 3.5 kHz with a 1 kHz
bandwidth.20 The pulses transmitted during the experiment
were 100 ms chirps that were compressed after reception to
their pulse-like equivalent. This allowed us to obtain high
signal-to-noise ratio signals with power-limited transmis-
sions.

A. Simultaneous focal spots in depth

In Fig. 4, we compare depth-time dependent focal spots
obtained with two different time-reversal procedures. On the
left, classical TR has been achieved using an 80 m deep
probe source transmitting an initial 10-ms-long pulse at 3.5
kHz (D f 5100 Hz). On the right, active NR-TR has been
implemented~Procedure 1! to focus on the 80-m-deep ele-
ment of the RA. In this case, the acquisition of the impulse-
response matrix has been performed with aD f 5500-Hz
pulse centered on 3.75 kHz@Figs. 2~a! and ~b!#. Three rea-
sons explain the better focus obtained with NR-TR. First, the
main reason is the use of a larger frequency bandwidth. In
Ref. 6, a classical TR focus performed in the same environ-
ment with a 2 msinitial pulse exhibits lower sidelobes. To
achieve a fair comparison, the focal spot at the center of Fig.
4 is a filtered version of the NR-TR focal spot in a frequency
bandwidthD f 5100 Hz. When focal spots are compared in
the same bandwidth, the sidelobes level still remains lower
using NR-TR. The second reason may be the role played by
reciprocity-breaking currents in the degradation of the focal
spot obtained with classical time reversal.12 In Ref. 12, it is
shown that currents lead to a focus shift in range propor-

FIG. 4. Comparison between the depth–time focal spots obtained at 80 m
with classical TR~left! and NR-TR using procedure 1~center and right!. The
classical TR focal spot has been obtained with aD f 5100 Hz bandwidth
while a D f 5500 Hz bandwidth has been used to create the NR-TR focal
spot on the right. The central focal spot is a filtered version of the NR-TR
one in aD f 5100 Hz bandwidth. The gray scale is in decibels.

FIG. 5. Simultaneous depth–time fo-
cal spots obtained from NR-TR with
active transmission~procedure 1! ~a!
two foci at depths 54 and 90 m,~b!
three foci at 54, 76, and 90 m,~c! four
foci at depths 54, 66, 78, and 90 m,~d!
five foci at 38, 54, 66, 78, and 90 m,
and ~e! six foci at depths 34, 46, 54,
66, 78, and 90 m. The gray scales are
in decibels.
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tional to the magnitude of the flow projected on the SA–RA
axis. Current meter data recorded at the time the experiment
was done exhibit current amplitudes on the SA–RA axis
from 12 cm/s at 20 m to 2 cm/s at 60 m. Simulated results
using environmental information show that classical TR will
suffer a 5 dBloss in amplitude for the main lobe, which
seems to confirm that current effects may be a good candi-
date to explain the different sidelobes level between classical
TR and NR-TR. Finally, we already have pointed out that
classical TR technically was more difficult to implement at
sea than NR-TR because it requires an additional probe
source collocated with the RA. This technical complexity
also could result in a degraded focal spot.20

In our experimental configuration~Fig. 3!, the big ad-
vantage of active nonreciprocity-based time reversal versus
classical time-reversal resides in the multiple choices of the
focal depth. Indeed, procedure 1 permits us to focus on any
of the M receivers of the RA. Going one step further, we
demonstrate in Fig. 5 that NR-TR enables us to focus simul-
taneously at different depths. Using the waveguide impulse-
response matrix, the set of signals that would individually
refocus at each depth are summed together before time re-
versal. In Fig. 5~e!, we show that as many as six simulta-
neous focal spots can be obtained in the water column. This
demonstration of simultaneous multiple foci in the ocean
~space–time multiplexing! opens the way to multiple input–
multiple output communications21,22 in underwater
acoustics.23–25

Finally, in Fig. 6, we show an example using procedure
1 where we projected the NATO symbol at 8.6 km. Each
pixel of the transmitted image@Fig. 6~a!# has been encoded
using a binary amplitude modulation~BAM ! scheme with a
10 ms bit length for a 500 Hz bandwidth. Hence, the image
of the logo essentially is a picture. Of course, the point here
is not the actual image transmission but the focal position
control that was not thought to be possible in ocean acoustics
before this NR-TR implementation.

B. Waveguide fluctuations

Figure 7 shows a comparison of procedure 1~upper
panel! and procedure 2~lower panel!. Two data sets were
taken 8 min apart by originally firing 500 Hz bandwidth
pulses centered at 3.75 kHz following the acquisition proce-
dure shown in Figs. 2~a! and ~b!. Our objective here was to
focus back sequentially at every element of the RA. Com-
pared to Fig. 5 where the foci were achieved simultaneously,
a 20 ms delay is introduced here between each focal spot.

Note in Fig. 7 that the 50-m-deep RA element is not work-
ing. The results are nearly identical for procedures 1 and 2,
essentially demonstrating that one can study the TR process
without using the final transmission step. That is, one can
study medium-induced fluctuations in the TR process by
continuously recording the waveguide impulse-response ma-
trix as described in Figs. 2~a! and ~b! and then invoking
procedure 2. The advantage of using procedure 2 versus pro-
cedure 1 lies in its easier practical implementation and in the
speed at which time reversal can be achieved. Indeed, pro-
cedure 1 requires the data recorded at the RA to be sent back
to the SA ~via an external connection!, time reversed and
then re-transmitted. Using our experimental setup, this could
not be done in less than 8 min. On the other hand, procedure
2 only requires the acquisition of the waveguide impulse-
response matrix between the SA and the RA, which experi-
mentally was done every 30 s.

Physically speaking, the interest in Fig. 7 is that it gives
an instantaneous picture of the focal spots versus depth. In
our case, the depth-dependent sound speed profile was rather
uniform @Fig. 3~b!# and the resulting time reversal foci look
similar in depth. Figure 8, with four panels, shows the decay

FIG. 6. Acoustic projection of the NATO symbol at 8.6
km in shallow water.~a! Depth–time representation of
the digitized image to be transmitted through the wave-
guide. The image is made of 32335 pixels encoded
using a binary amplitude modulation~BAM ! scheme
with a 10 ms bit length for a 500 Hz bandwidth.~b!
Depth–time representation of the field received on the
RA after propagation. Despite the low quality of this
space–time multiplexed image acoustic transmission
over a significant distance in an ocean waveguide, the
pattern of the NATO symbol is clearly recognizable.
The gray scale is in decibels.

FIG. 7. Comparison between depth–time focal spots obtained with the two
NR-TR procedures. The time-reversed field is focused sequentially at every
element of the RA. The time delay between each focus is 20 ms.~a! Active
NR-TR is achieved as fast as allowed by the acquisition system. There was
an 8 min delay between acquisition of the waveguide impulse response
matrix and retransmission.~b! Passive NR-TR is performed from two wave-
guide impulse-response matrices recorded 8 min apart. Note that the 50-m-
deep RA element is not working. The gray scales are in decibels.
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in the NR-TR focal properties after various delays. Here the
data at the initial time were correlated~procedure 2! with
subsequent data taken after 30 s, 20 min, 50 min, and 100
min delays, respectively. The degradation of the foci versus
time is obvious. Figure 8~d! shows that the deeper focal spots
are still visible after 100 min, confirming that the sound
speed fluctuations are stronger near the ocean surface. Ac-
cording to Eq.~1!, Figs. 7 and 8 result in the combination of
a large number of point-to-point Green’s functions recorded
at different times~the SA and RA consist of 29 and 32 ele-
ments, respectively!. In itself, each of these Green’s function
matrices is the oceanic equivalent of the data input in a CAT
~computed axial tomography! scan in medicine. In a CAT
scan, x rays are used to map a ‘‘slice’’ through the human
body. Compared to ocean tomography which usually is per-
formed on huge areas with sparsely distributed transducers,
our CAT scan data are obtained with many elements on a
short-range shallow water environment. We expect that a
ray-based acoustic tomography performed on such data
should reveal the space–time ocean fluctuations in the con-
sidered ocean ‘‘slice’’ to a high accuracy.

IV. CONCLUSION

In this paper we have demonstrated experimentally a
way to greatly simplify the study of time reversal in a fluc-
tuating medium without invoking reciprocity in the propagat-
ing medium. The method eliminates the effects of reciprocity
breaking currents and requires minimum knowledge about
the source/receive characteristics of the equipment typically
used in classical time reversal experiments~in which an ac-
tual probe source is used!. Conclusions of these NR-TR ex-
periments are threefold. First, we showed that the underwater
acoustic channel can support simultaneous foci in depth sug-
gesting the feasibility of multiple-input multiple output

~MIMO ! acoustic communications. Second, our experimen-
tal setup enabled the real-time acquisition of the waveguide
impulse-response matrix between a source array and a re-
ceive array, which is a first step toward a high-resolution
measurement of the depth and time-dependent sound speed
fluctuations in shallow water. Finally, the fact that reciprocity
was not a requirement for this particular implementation of a
TRM suggests that there may be alternative implementations
that are robust to reciprocity violating media.
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The cochlear amplifier as a standing wave: ‘‘Squirting’’ waves
between rows of outer hair cells?
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This paper draws attention to symmetric Lloyd–Redwood~SLR! waves—known in ultrasonics as
‘‘squirting’’ waves—and points out that their distinctive properties make them well-suited for
carrying positive feedback between rows of outer hair cells. This could result in standing-wave
resonance—in essence a narrow-band cochlear amplifier. Based on known physical properties of the
cochlea, such an amplifier can be readily tuned to match the full 10-octave range of human hearing.
SLR waves propagate in a thin liquid layer enclosed between two thin compliant plates or a single
such plate and a rigid wall, conditions found in the subtectorial space of the cochlea, and rely on the
mass of the inter-plate fluid interacting with the stiffness of the plates to provide low phase velocity
and high dispersion. The first property means SLR wavelengths can be as short as the distance
between rows of outer hair cells, allowing standing wave formation; the second permits wide-range
tuning using only an order-of-magnitude variation in cochlear physical properties, most importantly
the inter-row spacing. Viscous drag at the two surfaces potentially limits SLR wave propagation at
low frequencies, but this can perhaps be overcome by invoking hydrophobic effects. ©2004
Acoustical Society of America.@DOI: 10.1121/1.1766053#

PACS numbers: 43.64.Bt, 43.64.Kc, 43.20.Ks, 87.18.Ed@BLM # Pages: 1016–1024

I. INTRODUCTION

A major unresolved problem in cochlear mechanics is a
basic one: how is it physically possible to finely tune the
human cochlea over three decades of frequency? The con-
ventional model involving ‘‘traveling’’ waves propagating
lengthwise along the basilar membrane~BM! certainly gives
broad tuning, with the local resonance frequency being de-
termined largely by the plate-stiffness and width of the BM,
but a local-resonance theory, in some way involving the ac-
tive outer hair cells~OHCs!, appears necessary to provide the
observed sharp tuning. The nature of this active tuning has
been a matter for speculation and debate, since the identified
material properties of the cochlear structures do not vary by
the large factor required in order to cover the large frequency
range involved.1

Here a solution is proposed involving standing-wave
resonance between the rows of OHCs. The resulting wave
direction is across the partition~radially! in a direction at
right angles to the standard lengthwise~longitudinal! direc-
tion of propagation of the traveling wave. If the OHCs are
excited by such a traveling wave, then their mechanical re-
sponses will deflect the membrane to which they are attached
and launch a secondary wave from each cell. These second-
ary waves will interact with the other OHCs, causing them to
respond with further waves, and so on. Because the phase
change of the primary exciting wave along the rows is small,
many OHCs will respond in unison. Furthermore, since the
OHCs are arranged in three parallel rows, positive feedback

at a resonance frequency related to the OHC spacing will
occur and, as a result, will launch a ‘‘radial’’ wave in a di-
rection normal to the rows. This mechanism would operate
most efficiently if the central row, OHC2, responded in an-
tiphase to the other two rows, and if response sensitivity of
the individual cells were adjusted neurally to be just below
the oscillation threshold.

A major difficulty confronting this radial wave hypoth-
esis, however, is the extremely low wave velocity and high
dispersion required in order to have the wavelength match
the separation between OHC rows over the full frequency
range of the human cochlea. In this paper a wave type is
identified that meets these requirements: a symmetric Lloyd–
Redwood~SLR! wave, known in ultrasonics as a ‘‘squirting’’
wave. This mechanism appears to provide the ‘‘self-tuned
critical oscillators’’ whose existence has been proposed on
general grounds by Duke and Ju¨licher.2,3

II. SLR ‘‘SQUIRTING’’ WAVES

SLR waves arise when a thin fluid layer is sandwiched
between two deformable plates. They were predicted by
Lloyd and Redwood4 in 1965 and first experimentally veri-
fied in the ultrasonic regime by Hassan and Nagy5 in 1997.
Unlike normal flexural or shear waves in a plate,6 the SLR
wave relies primarily upon interaction between the inertia of
the fluid and the elastic restoring force of the plates. While
the original analysis of Lloyd and Redwood assumed that the
plates deformed by shear, plates thinner than about one-sixth
of the wavelength will deform by bending, the case consid-
ered by Coulouvratet al.7 and by Hassan and Nagy.5 Botha!Electronic mail: andrew.bell@anu.edu.au
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these cases are treated in Appendix A and illustrated in Fig.
3, and certain other variations are also discussed.

To visualize liquid displacement patterns, Lloyd and
Redwood solved the equations of motion numerically for
two modes, one antisymmetric and the other symmetric with
respect to a plane along the center of the fluid layer. In the
antisymmetric mode, discussed in more detail in Appendix
A, the upper and lower layers, and the fluid, move up and
down together in a sinuous fashion, so that the width of the
fluid layer is constant and no enhanced motion of fluid oc-
curs. Applied to the cochlea, the lack of such fluid motion
implies that the stereocilia would not be deflected. Moreover,
this mode does not give appropriately low propagation
speeds or such high dispersion@see~A13! in Appendix A#, so
we conclude it is not auditorily relevant.

The symmetric mode, however, in which the two facing
solid layers vibrate in mirror symmetry to give a varicose
wave, which we call the SLR mode, is of considerably
greater interest. This mode involves squeezing of the inter-
vening fluid backwards and forwards in the direction of
propagation. Hassan and Nagy called it a ‘‘squirting’’ mode
because horizontal displacements of the fluid become mag-
nified when the gap is narrow relative to the wavelength, as
is the case in the typical cochlear configuration shown in Fig.
1. Maximum horizontal velocity of fluid occurs one-quarter
of a wavelength away from the place where the plates un-
dergo maximum vertical displacement.

Hassan and Nagy studied the waves at ultrasonic fre-
quencies~15–150 kHz! with a liquid film approaching 1 mm
in thickness. At audio frequencies, however, the effect of

viscosity becomes increasingly pronounced~see Appendi-
ces!, a factor that, acting in the subtectorial space, would
tend to damp the wave and prevent its propagation unless
some other mechanism intervenes. As it happens, there ap-
pears to be just such a possibility deriving from the proper-
ties of hydrophobic surfaces, as will be discussed later.

Anatomically, the cochlea has a thin layer of fluid~aque-
ous endolymph! enclosed between the gelatinous tectorial
membrane~TM! and the thin reticular lamina~RL!, as shown
in Fig. 1. The two surfaces are held apart by the stereocilia of
the OHCs, with the tips of the tallest stereocilia embedded in
the lower surface of the TM. From the analysis of Lloyd and
Redwood4 and of Hassan and Nagy,5 the phase velocityc of
the symmetric Lloyd–Redwood wave for two identical plates
of half-thicknessh, Young’s modulusE, and Poisson’s ratio
s, separated by a liquid layer of thicknessd and densityr, is
given approximately by

c'F Eh3dv4

3~12s2!r
G 1/6

, ~1!

provided the plates are thin compared with the wavelength so
that they deform by bending. The wavelengthl52pc/v is
then given by

l'2pF Eh3d

3~12s2!r
G 1/6

v21/3, ~2!

which more readily illustrates the dispersive properties of the
wave. A doubling of wavelength, for example, is accompa-
nied by an eightfold change in frequency.

Plates thicker than about one-sixth of the wavelength
undergo shear instead of bending, and the approximate result
for the case where the plates are still thinner than the en-
closed liquid layer is

c'F Ehdv2

~11s!rG1/4

. ~3!

The corresponding expression for wavelengthl is

l'2pF Ehd

~11s!rG1/4

v21/2. ~4!

As shown in Appendix A, both~1! and ~3! can be simply
derived by neglecting the mass of the plates and equating the
kinetic energy of the ‘‘squirting’’ liquid to the elastic strain
energy of the plates. Inclusion of the mass of the plates is
simple, but complicates the resulting expressions unnecessar-
ily.

When one of the plates is much thicker, much stiffer, or
much denser than the other, then it moves very little and the
motion reduces essentially to that of the original model with
the immobile plate located along the center-plane of the
original fluid layer. Appendix A shows that this does not
change the form of the dispersion relations~1! and ~3!, ex-
cept thatd is now equal to twice the thickness of the liquid
layer. The wave of relevance is therefore that involving
bending and with a dispersion relation of the form~1!, pro-
vided at least one of the plates is sufficiently thin.

In the case of the cochlea, there is liquid on the outer
side of each plate as well as between them, and the wave

FIG. 1. Simplified diagram of the anatomy of the human cochlea in cross
section. Radial SLR waves~‘‘squirting’’ waves! could be generated by cy-
clic length changes of OHCs. Symmetric undulations induced in the facing
surfaces of the TM and the RL squeeze the intervening fluid and produce a
squirting action~horizontal arrows!. The wave will continue to the IHCs,
where squirting will tilt the free-standing IHC stereocilia. Shorter OHC
stereocilia~unattached to TM and also subject to squirting effects! are not
shown. White areas are occupied by fluid.
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motion extends some distance into this liquid. But again,
Appendix A shows that the effect of this surrounding liquid
is small in the case of a structure with dimensions typical of
the cochlea.

An important property of Eqs.~1! and ~3! is that the
SLR wave velocity increases markedly with frequency, as
v2/3 in the first case and asv1/2 in the second. The wave is
thus highly dispersive and, as given by~2! or ~4!, the wave-
length range for a given frequency range is greatly com-
pressed, varying asv21/3 and v21/2, respectively, for the
two cases discussed, rather than asv21 for nondispersive
propagation. It is this feature that potentially allows SLR
waves to provide a way of tuning an active cochlear ampli-
fier over a 3-decade~10-octave! frequency range by requir-
ing only an order of magnitude variation in other physical
parameters.

III. SLR WAVE IN THE COCHLEA

As Appendix A makes clear, the primary requirement for
generating SLR waves in accordance with~1! is that at least
one of the two enclosing plates is thin enough to deform by
bending. Given the extreme thinness of the RL~1–3 mm!,
this condition appears likely to be met in the cochlea, al-
though no direct measurements of this structure’s stiffness
have been made. It is known, however, that this articulated
mesh of interlocking plates appears more flexible than the
basilar membrane8 and there is some indication9 that it is
more compliant than the TM. In what follows, therefore, it is
assumed that deformation is by bending of at least one of the
plate structures involved, so that the dispersion relation is
given by~1!. A difficulty, however, is that no individual data
set provides all required values, so it is necessary to use data
compiled from measurements on several different species of
mammal.

The most comprehensive data in the literature relates to
the water buffalo;10 here the thicknesses of the TM~3–8
mm! and RL~1.8–2.9mm! are tabulated along the cochlea. It
is immediately apparent that, in this case, both of these key
structures are appreciably thinner than a wavelength, sug-
gesting that both undergo bending. Since the RL appears to
have an elastic modulus comparable to that of the TM,9 it is
appropriate to use RL dimensions and to combine these with
a representative Young’s modulus of 2 kPa, as derived from
recent measurements11 on the guinea pig TM in which fig-
ures of 0.7–3.9 kPa were reported. The gap width,d, reflects
the height of the tallest stereocilia, and here there is no water
buffalo data; instead, human data,12 showing a gradation of
3–7 mm from base to apex, are used.

For the mid-region of the cochlea where frequencies
near 1000 Hz~v'6000 rad s21! are detected, the assumed
values are thus,E'2 kPa, h'1 mm, d'3 mm, and
r'1000 kg/m3. Equation ~1! then gives a wave speedc
'40 mm/s and a wavelength,c/ f , of about 40mm. A plot of
wave speed against frequency over the length of the cochlea
is shown as the full line in Fig. 2 and shows values ranging
from 3 mm/s at the apex~20 Hz! to 300 mm/s at the base~20
kHz!. Extremely slow wave speeds and short wavelengths
thus appear possible in the cochlear structure. According to
LePage,13 the tonotopic mapping~for humans! of frequencyf

to fractional distancex from the apex is well-approximated
by the functionf 5165.4(102.1x20.88), and this expression
is used in the following calculations.

Since Fig. 2 reflects a mixture of cochlear properties
from water buffalo, guinea pig, and human, one may ques-
tion the aptness of the values derived from~1! to human
hearing. In general, micrographs show that the differences
between these species are not major, and most cross sections
appear similar. Although detailed measurements of human
TM dimensions are lacking, it does seem, however, that the
thickness of the human TM is, at least at the apex, apprecia-
bly greater than in the water buffalo, and its overall structure
thus appears as in Fig. 1. The analysis in Appendix A then
shows that SLR waves will propagate by bending of the RL
with the TM remaining nearly inactive. Since the speed of an
SLR wave varies only as the sixth root of the Young’s modu-
lus, errors introduced by assuming values of RL stiffness
about equal to those of the TM~2 kPa! should not be serious.

As well as the subtectorial space in the cochlea being
well-configured for propagation of SLR waves, it is impor-
tant to note that OHCs appear strategically positioned to gen-
erate these waves, as shown in Fig. 1. A key property of
OHCs is that they are electromotile, with the ability to
change length, cycle by cycle, in response to variations in
cell potential,14 such as might be caused by stereocilia de-
flection. Thus, changes in length of OHCs could excite SLR
waves.

OHCs are clamped at the bottom by Deiters cells, which
rest on the basilar membrane, and are firmly connected at the
top to the interlocking platelike network of the RL. When
OHCs are electrically stimulatedin vivo, the RL at the top
moves 5–10 times more8 than does the basilar membrane at
the bottom, a key indicator that the RL is highly flexible and
could readily respond to elongation and contraction of
OHCs.

From this numerical analysis, supported by the theoret-

FIG. 2. Calculated speeds of SLR waves~full line! based on measured RL
dimensions of the water buffalo~Ref. 10! and assuming that the RL has an
elastic modulus similar to that of the TM~Ref. 11! ~2 kPa!. The gap width is
that for human stereociliar height~Ref. 12! and a human frequency–place
map ~Ref. 13! is used. These speeds agree well with wave speeds inferred
~dotted line! from assuming one wavelength of a standing wave to form
between the experimentally determined~Ref. 17! spacing OHC1–OHC3 for
humans.
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ical results in Appendix A, it can be concluded that audio-
frequency SLR waves with speeds as low as tens to hundreds
of millimeters per second and wavelengths of tens to hun-
dreds of micrometers could occur in many, if not all, mam-
malian cochleas. The wave speed will be governed by the
bending of the thinnest membrane, usually the RL, although
deformation of the TM may also contribute in some cases.

The possible existence of such radial waves prompts the
question of how they may interact with a longitudinal trav-
eling wave. Some kind of direct coupling of excitation from
the longitudinal direction to the radial would presumably
help in funneling energy of a particular frequency to its ap-
propriate location on the partition, at which point the OHCs
could then begin actively fine-tuning the response via SLR
waves. The precise micromechanics of this process is beyond
the scope of this paper. It is reasonable, however, to treat the
radial wave as an independent entity because its wavelength
is generally very small—tens of micrometers—compared to
that of a traveling wave, which is typically in the range of
millimetres. In turn this means that the input stimulus to the
OHCs is essentially in phase over reasonably large OHC
aggregates. In the case of spontaneous emissions, of course,
where the active process dominates, the situation could be
rather different.

A simple interpretation, then, broadly in keeping with
existing traveling wave theory, might be that the traveling
wave is the primary filter and the SLR wave the second filter.
However, the SLR mechanism proposed here does under-
score the importance of clarifying the nature of the primary
input to the OHCs, which is not certain. In particular, the
possible role of the fast pressure wave in stimulating OHCs
requires careful consideration.15,16

IV. DISPERSION AND TONOTOPIC TUNING

It was noted earlier that SLR waves are highly disper-
sive (c}v2/3), so that in order to vary tuning 1000-fold,
dispersion will provide a factor of 100, leaving only a factor
of 10 to be contributed by other variables. This means that if
inter-row spacing of OHCs were constant between base and
apex, physical and geometrical characteristics of the cochlea
would only be called on to alter wave speed by tenfold in
order to maintain a full wavelength between OHC1 and
OHC3. In reality, the spacing of OHC rows in humans17

widens by a factor of 2.5 from base to apex, meaning that
wave speed need only vary by a factor of 4 through the other
parameters in~1!.

The same equation indicates that elasticityE and gap
thicknessd are of little consequence in tuning, as phase ve-
locity only varies as their sixth root. The most likely param-
eter leading to tuning is the membrane half-thicknessh, since
c}h1/2. A systematic variation inh from base to apex might
therefore be expected, withh smaller at the apex~low fre-
quencies!. The detailed water buffalo data10 confirms this
expectation. For this animal, the thickness of the TM de-
creases from 26mm at the base to 10mm at the apex~2.6-
fold!; similarly, the RL thins out from 2.9mm to 1.8 mm
~1.6-fold!.

V. THE COCHLEAR AMPLIFIER AS A STANDING
WAVE?

Distinctive features of SLR waves are their low speeds
and correspondingly short wavelengths. At the same time, a
system in which motile elements~OHC cell bodies! are in
close proximity to sensory elements~OHC stereocilia! im-
mediately raises the possibility of feedback. Over the span of
a single SLR wavelength the phase of a propagating wave
changes by 360°, a situation inviting positive feedback and,
given a suitable two-way interaction, standing waves. It ap-
pears significant that OHCs typically lie in three well-defined
rows and are graded in their separation along the cochlea so
as to span a distance ranging from 20 to 50mm, dimensions
comparable to calculated SLR wavelengths. It is also of
some reassurance for our previous pooling of data that the
graded spacings of OHC rows for both human17 and water
buffalo10 are nearly identical.

A real possibility, therefore, is that positive feedback
may occur between OHC rows. In response to a sound stimu-
lus, the OHCs will undergo movement, launching an SLR
wave, and the distinctive squirting motion of the wave will
then initiate positive feedback through bending of neighbor-
ing OHC stereocilia, creating a standing wave. Here we con-
sider that it is the shorter OHC stereocilia, which are free-
standing, that are bent and contribute most to feedback. At
the same time, the tallest stereocilia, which are firmly at-
tached to the TM may still contribute feedback as they must
tilt with respect to their bases when the reticular lamina, on
which they rest, undulates underneath. The important result
is that in the end some of the oscillating fluid flow associated
with the standing wave will escape the OHC region and
propagate towards the IHCs, where the jetting fluid will bend
stereocilia~which here are all free-standing! and greatly en-
hance the responses of the cells at the standing-wave reso-
nance frequency.

A mention of nonradial propagation of SLR waves is
also called for. Because OHCs are regularly arranged longi-
tudinally as well as radially, cell interaction may launch
lengthwise SLR waves, too. We note, however, that the lon-
gitudinal cell spacing is smaller than the radial spacing, so
the corresponding resonance frequency would be much
higher, perhaps making the initial tuned stimulus from a trav-
eling wave ineffective. Moreover, these waves would travel
in directions that would not strongly affect the IHCs. While
subtle effects due to nonradial waves cannot therefore be
immediately ruled out, they do not constitute the major
mechanism investigated here.

The location of the maxima and minima of the standing
wave relative to the OHC rows will depend upon the me-
chanical impedance of the OHCs relative to the wave imped-
ance of the surrounding plate. Since the cells are large in
diameter relative to the thickness of the plate, it is likely that
their mechanical impedance~force divided by displacement
velocity! is also relatively large, which means that the stand-
ing wave will be excited in such a way that the OHCs lie
close to, but not coincident with, the displacement nodes of
the plate. Furthermore, because these plate displacement
nodes are also the regions of maximum squirting wave fluid
velocity ~and maximum tilt of stereocilia with respect to their
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bases!, this location also provides optimal feedback to the
OHCs through displacement of their stereocilia. Although
each OHC acts as a circular wave source, their linear ar-
rangement effectively produces a nearly linear wavefront
parallel to the OHC rows, and in this way an escaping wave
propagates at right angles to the rows and towards the IHCs.
Some experiments18,19 have seen large phase variations
across the partition~up to 180° between points 10mm
apart18!, which can be interpreted as good evidence for short
wavelength radial wave motion; however others20 have seen
no radial phase variability, so that more work is needed to
clarify this behavior.

The dotted line in Fig. 2 shows the phase velocity re-
quired to create feedback resonance between rows of OHCs
in the human cochlea, placed next to a line showing the wave
velocities expected from an SLR wave based on composite
cochlear data. To calculate the dotted line, the speed needed
to make the OHC1–OHC3 distance a full-wavelength stand-
ing wave cavity was used; this distance is continuously
graded17 from base~20 mm! to apex~50 mm! in humans, and
the same frequency–place map13 was again used to convert
location to frequency. The general trend and proximity of the
lines support the possibility that resonance between OHC
rows may occur via SLR waves. An SLR wave thus makes
an ideal candidate for tuning standing waves between OHC
rows. Modeling of this process is incomplete, and so further
details are not given here. However, since OHC stereocilia
are particularly sensitive to lateral jets of fluid,21 the postu-
lated reverberating activity between rows of OHCs could
provide a physical realization of the cochlear amplifier, the
device proposed by Davis22 to explain the active nature of
the cochlea at low sound pressures. It also has strong paral-
lels with the ‘‘regenerative receiver’’ described by Gold23

and with surface acoustic wave~SAW! resonator devices.15,16

If SLR waves do operate in the cochlea as supposed here, it
would confirm some long-standing conjectures that fluid
flow in the subtectorial space was crucial for IHC
stimulation24,25 and would relate to a recent speculation26

that the cochlear amplifier was a fluid pump.
There is, however, a major problem with the SLR wave

hypothesis: the analysis in Appendix A indicates that propa-
gation of SLR waves in the narrow subtectorial space might
be expected to be strongly damped by viscous forces, par-
ticularly at low frequencies as indicated in Eq.~A15!. But it
is now known that the effects of viscosity in narrow channels
can be greatly diminished when hydrophobic surfaces are
involved, and it may well be that the cochlea makes use of
this phenomenon. As described in more detail in Appendix
B, slippage between a polar liquid and its bounding surfaces
can be considerably enhanced if the surfaces are made hy-
drophobic by coating them with a thin layer of oil. The rel-
evance here is that lipid droplets are secreted by Hensen
cells, immediately next to the subtectorial space~see Fig. 1!,
and a natural supposition is that the function of these drop-
lets is to coat both TM and RL surfaces~but presumably not
the stereocilia! and so reduce their viscous drag upon the
squirting fluid in the subtectorial space.

VI. CONCLUSIONS

This paper has constructed an attractively simple model
for sharp tuning in the cochlea by assuming that SLR waves
are generated by interaction between rows of motile outer
hair cells, the reticular lamina, and the fluid lying between it
and the tectorial membrane. In turn, these squirting waves
create, through stereocilia-mediated positive feedback, a
standing wave between the rows. The gain of the reverberat-
ing system—operating broadly like a solid-state surface
acoustic wave device—is presumably neurally adjusted so as
to be close to the oscillation threshold in order to provide
high gain and narrow frequency response. Squirting waves
generated in the OHC region could propagate radially across
the space to the inner hair cells and there initiate a strong and
sharply tuned neural response.

This model also displays other interesting features. For
example, it assigns a role to Hensen cell lipids in overcoming
limitations imposed by viscosity. It also points to a highly
localized basis for the cochlear amplifier, suggesting for ex-
ample that spontaneous otoacoustic emissions could arise
from a small group of OHCs with positive feedback gain
exceeding the oscillation threshold for SLR waves.
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Note added in proof.Since acceptance of this article we
have come across the papers ‘‘Active control of waves in a
cochlear model with subpartitions,’’ by R. S. Chadwick, E.
K. Dimitriadis, and K. H. Iwasa, Proc. Natl. Acad. Sci.
U.S.A., 93, 2564–2569~1996! and ‘‘Evidence of tectorial
membrane radial mositon in a propagating mode of a
comples cochlear model,’’ by H. Cai, B. Shoelson, and R. S.
Chadwick, Proc. Natl. Acad. Sci. U.S.A.,101, 6243–6248
~2004!. These papers considered radial fluid motion in the
RL-TM gap, but rejected it because of viscosity consider-
ations.

APPENDIX A: DERIVATION OF EQUATIONS
GOVERNING SQUIRTING WAVES

Suppose that, to conform to the notation of previous
investigators, the system consists of two identical parallel
plates, each of thickness 2h, densityr1 , Young’s modulusE,
and Poisson’s ratios, separated by a layer of liquid of thick-
nessd, and densityr, as shown in Fig. 3. The simplest way
to determine the phase velocityc of a wave of angular fre-
quencyv that is symmetric about the center plane AB, which
we have called an SLR wave, is to equate the maximum
values of the potential and kinetic energies of the wave. This
procedure is clearly appropriate in the case of standing
waves, where displacement and velocity are 90° out of phase
with each other, but can also be shown to be correct for
propagating waves. In the derivations below, some factors of
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order unity are neglected in the interests of simplicity of
presentation. The final results are therefore only approximate
but, since fourth or sixth roots are involved, this is of little
practical consequence.

In what follows, we consider the behavior on only one
side of the symmetry plane AB, and assume a standing wave
of the form

y~x,t !5a coskx sinvt, ~A1!

wherek5v/c. If l is the wavelength at angular frequency
v, and the plates are sufficiently thin thath!l, then their
elastic distortion occurs through bending, and the peak elas-
tic potential energyPbend per unit area is

Pbend5
Eh3k4a2

3~12s2!
5

Eh3v4a2

3~12s2!c4
. ~A2!

If, however, the plates are thicker so thath is greater than
about l/p, then the plates distort predominantly by shear
rather than bending, and the corresponding result is

Pshear5
Ehk2a2

2~11s!
5

Ehv2a2

2~11s!c2
. ~A3!

The difference in structure between~A2! and ~A3! is ac-
counted for partly by the fact that the bending modulus is
involved in ~A2! while the shear modulus is involved in
~A3!, and partly by the fact that the wave equation for a
bending wave involves the operator]4z/]x4 while that for a
shear wave involves only]2z/]x2.

The kinetic energy in the simple system considered in-
volves two contributions, one from the moving mass of the
plates, and one from that of the liquid between them. The
kinetic energyKplate per unit area of the single plate has the
simple form

Kplate5r1hv2a2, ~A4!

but the liquid motion requires more analysis.
From ~A1!, if it is assumed that the plates are close

enough together thatd!1, the fluid flow velocity in the
space between the plates is essentially parallel to AB and has
the form

v~x,z,t !5
2 f ~z!

d E
0

x ]y

]x
dx5

2av

kd
f ~z!sinkx cosvt,

~A5!

wherez is the coordinate normal to the plates and the func-
tion f (z) is approximately parabolic and becomes zero at the
plane of contact with the plates, so that*0

df (z)dz51. Since
f (z) contributes a factor of order unity, it will be neglected in
the following analysis. The mean square velocity amplitude
averaged over thex-direction is

^v2&'
2a2v2

k2d2
5

2a2c2

d2
, ~A6!

and the peak kinetic energy of the flow is

K liq'
ra2c2

d
. ~A7!

Finally, because in the case of the cochlea the plates are
immersed in a surrounding liquid, account must be taken of
the kinetic energy associated with flow in this liquid. Con-
sideration of the wave equation for a liquid with a standing
or propagating wave disturbance imposed upon its surface
shows that this wave is exponentially attenuated with dis-
tancey from the surface by a factor exp(2ky). To evaluate,
to an adequate approximation, the kinetic energy associated
with this motion, the quantityd in ~A7! can simply be re-
placed byk215c/v, giving a kinetic energy contribution

Kouter5
1
2ra2cv, ~A8!

and the total kinetic energy is

K total5Kplate1K liq1Kouter. ~A9!

The total symmetric propagation problem can now be
solved by choosing eitherPbend or Pshear, depending upon
the thickness of the plates, and setting this equal toK total.
For the standard SLR-wave situation, the plates are taken to
be thin enough thath!l/2p so thatPbend is the appropriate
choice, and they are close enough together thatd!l/2p, so
thatKplateandKoutercan be neglected relative toK liq . Setting
Pbend5K liq then leads to the Hassan–Nagy result

c'F Eh3dv4

3~12s2!r
G 1/6

}v2/3. ~A10!

If the thickness of the plates is comparable to or greater than
the wavelength, however, then distortion is by shear and,
provided the plates are close enough together thatK liq is still
greater thanKplate andKouter, the equationPshear5K liq leads
to the result

c'F Ehdv2

~11s!rG1/4

}v1/2. ~A11!

FIG. 3. ~a! Section of two parallel plates surrounded by liquid.~b! Geometry
of the symmetric Lloyd–Redwood~SLR! wave, the motion of which gives
rise to the ‘‘squirting’’ of liquid between the plates.~c! The antisymmetric
wave, displayed here for completeness. It is considered to play no functional
role in the cochlea.
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For intermediate cases, an appropriate interpolation between
~A2! and~A3! for the potential energy must be used, and the
full expression~A9! may be required for the kinetic energy.

One further important implication of the model is also
worth noting. The squirting-wave motions considered above
are mirror-symmetric about the central plane AB of Fig. 3.
This means that exactly the same results will be obtained if a
rigid plate is set along this plane, so that there is only a
single thin plate separated from it by a liquid-filled space of
width d/2. Indeed, the elastic stiffness of a thin plate in-
creases so rapidly with its thickness, as indicated by~A2!,
that in most asymmetric situations an assumption that the
thicker plate is essentially rigid will provide a good approxi-
mation, provided the thinner plate can distort by bending
rather than shear. Of course, the relative elastic moduli of the
two plates must also be taken into account.

A similar approach to that above can be applied to the
antisymmetric case. Since there is no squirting motion, the
enclosed fluid simply moves up and down with the enclosing
plates, and its mass is added to the combined plate mass. For
plates thinner than aboutl/6, so that they deform by bend-
ing, the result is

c'F 2Eh3

3~rd14r1h!~12s2!
G 1/4

v1/2, ~A12!

where 2h is the thickness andr1 the density of each of the
plates. If the plate sandwich is taken to be much thinner than
l/6 and immersed in surrounding liquid, as discussed above
for the symmetric case, then the loading effect of the sur-
rounding evanescent waves must be taken into account. The
result is a propagation law of the form

c'F Eh3

3~12s2!r
G 1/5

v3/5. ~A13!

These equations imply much faster speed and rather less dis-
persion than in the symmetric case. Another point of interest
is that, in the case discussed above in which one of the plates
is essentially rigid and the other flexible, antisymmetric
waves do not exist, as can be seen from simple symmetry
considerations.

There is, however, an apparent major obstacle to this
cochlear model, namely the viscosity of the liquid in the
narrow region between the two plates. These viscous losses
will generally exceed all other losses in the system and thus
provide the primary wave damping. The viscosityh of water
at body temperature is about 731024 Pa s, so that the diffu-
sion lengthL'(h/rv)1/2 at a frequency of 1 kHz is about
10 mm and essentially all of the inter-plate liquid will be
within the boundary layer. Viscosity will therefore provide a
nearly frequency-independent damping forcekv'(h/d)v
per unit area, wherev is the flow velocity. Inserting this
viscous damping term, an equation describing the behavior
of an SLR standing wave has the form

rd
]2y

]t2
1

h

d

]y

]t
1Ky50, ~A14!

wherey measures the longitudinal displacement of the fluid
between the plates andK is the elastic stiffness of these
plates, expressed in terms ofy. If a standing-wave resonance
for this oscillation is considered, then the quality factorQ is
given by

Q5
rd2v

h
, ~A15!

where v is the frequency of the standing-wave resonance.
Inserting numerical values for the human cochlea into~A14!
givesQ'1025v, so that at 1 kHzQ is only about 0.1 and
about 1 at 10 kHz. Any such standing-wave resonance is
therefore virtually nonexistent under these simple assump-
tions. While active resonant feedback between cells would
contribute negative resistance that could help reduce the ef-
fect of this damping, this would not overcome the damping
between OHC1 and the IHCs, so the waves could not then
propagate effectively.

Propagating SLR waves of frequencyv in the system
are attenuated in amplitude as exp(2vx/2cQ), which
amounts to exp(2p/Q) per wavelength. Clearly we require
that Q.1 for propagating waves to have any significance.
SinceQ increases nearly linearly with frequency while the
viscous barrier-layer thickness is greater than the liquid film
thickness, as assumed above~and actually as the square root
of frequency above this limit!, this explains why SLR waves
have been studied mainly at megahertz frequencies and for
much thicker liquid layers than found in the cochlea.

As suggested in the main text, however, the existence of
a hydrophobic film on each of the two surfaces involved
could induce slip between the endolymph and its bounding
surfaces in the subtectorial space, thereby overcoming this
limitation. The basis of viscosity calculations is the classical
‘‘no slip’’ assumption, and for narrow channels and hydro-
phobic surfaces this is not always correct. Instead, the inter-
face may give rise to relative slip,28 and this will make the
liquid more slippery than its bulk viscosity would predict. In
laboratory experiments29 the effective viscous drag was re-
duced by a measured factor of about 5 for films of the thick-
ness found in the cochlea and a single treated surface, using
simple laboratory chemicals to produce the film. Such a film
applied to both surfaces might be expected to increase the
resonantQ value by a factor of about 10, and thus to about 1
at 1 kHz and 10 at 10 kHz, which begins to allow significant
propagation of SLR waves. Indeed, when more is known
about the molecular and hydrodynamic mechanisms in-
volved, the increase might prove to be larger than this.

APPENDIX B: VISCOSITY AND THE EFFECTS OF
HYDROPHOBICITY

As outlined in the main text and calculated in Appendix
A, the viscosity of the waterlike endolymph between the re-
ticular lamina and the tectorial membrane appears at first to
offer an insurmountable barrier to the propagation of SLR
waves below about 10 kHz.

However, the classical ‘‘no slip’’ assumption underlying
high viscous forces in narrow channels may be unwarranted.
Helmholtz30 in 1860 published an analysis of experiments
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using a water–gold interface and concluded there was appre-
ciable slip. More recent experiments using atomic force
microscopy31 have confirmed these long-held suspicions and
shown that in some situations the solid surface and liquid
may slip relative to each other, a phenomenon describable in
terms of a ‘‘slip length.’’28 The present focus of much sur-
face physics is on understanding the unique properties of
water, and it is now known that water near boundaries is
more ‘‘slippery’’ than its bulk viscosity value would predict.

The physics underlying slippage is still uncertain, but it
is clear that the effect is one involving surface tension and is
greatest for hydrophobic surfaces.32 It is therefore significant
for the configuration of the cochlea that Hensen cells are
located immediately adjacent to the subtectorial space and
that these cells are characterized by abundant production of
lipid droplets33 which, at least in the case of guinea pigs,
accumulate on their surface. The function of the droplets is
puzzling, but one could suppose that this substance might be
readily conveyed by capillary effects to the nearby reticular
lamina and, via the marginal net, to the underside of the
tectorial membrane. By coating the subtectorial space with
an oily, hydrophobic film, the cochlea could overcome the
limitations imposed by the bulk viscosity of water and be
able to support a full range of audiofrequency SLR waves.
Significantly, Hensen cells are larger and the lipid droplets
more abundant at the low-frequency apex where, as~A15!
indicates, viscosity reduction is most needed. At the same
time, the height of the tallest OHC stereocilia~and hence the
width of the subtectorial gap! increases from about 3mm at
the base to 7mm at the apex, again helping to reduce viscous
drag.

The evidence for hydrophobic surfaces reducing viscous
forces is widespread, but it has been collected using varying
apparatus under disparate conditions. Perhaps most relevant
to the subtectorial space is the finding29 that the force be-
tween a spherical surface vibrating underwater within several
micrometers of a plane surface was reduced by a factor of
about 5 when one of the surfaces was made hydrophobic
~and suggesting a factor of 10 if both surfaces were treated!.
Another experiment34 involving a sphere and a plane vibrat-
ing relative to each other underwater found a slip length of
up to 2 mm under some conditions; in this case hydrody-
namic forces were 2–4 orders of magnitude less than those
expected from the no-slip condition. More indirectly,
observations35 of water droplets sandwiched between hydro-
phobically treated glass plates have measured flow resis-
tances 95% less than when the plates were untreated.

Much current work in surface physics is aimed at en-
hancing slippage between water and adjacent surfaces, either
to increase water repellency or reduce hydrodynamic drag.
Of particular interest, one way of increasing a surface’s hy-
drophobicity is to increase the surface roughness,36 leading
to ‘‘superhydrophobic states’’ with contact angles approach-
ing 180°. Thus, counterintuitively, a rough surface with high
surface area can exhibit appreciably less hydrodynamic drag.
A standard method of increasing surface roughness is to cre-
ate tiny fingerlike protrusions from a surface,37 in this way
making the surface resemble that of a lotus leaf, off which
water droplets effortlessly roll. In the cochlea we note that

the reticular lamina38 ~as well as Hensen cells33! is decorated
with similarly shaped microvilli whose large surface area
would act to increase the hydophobicity of the surfaces from
which they protrude.

These considerations suggest that the ear may use hy-
drophobic properties to increase slippage and escape the
standard limitations imposed by viscosity. Measurements of
the contact angle of endolymph on the reticular lamina
would be of great interest, as would modern assessments of
the chemical make up and physical properties of the lipids
secreted by Hensen cells, which, as far as now known, are
made up of cholesterol esters, triglycerides, and
phospholipids.39 These substances may provide a more effec-
tive slip than the materials used so far in surface film experi-
ments.
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I. INTRODUCTION

In this report we consider a succession of simple math-
ematical models which are intended to describe the distribu-
tion of sound-evoked vibrations across the width of the
inner-ear’s basilar membrane. This distribution, which we
will refer to as a ‘‘radial profile,’’ has been the subject of
several recent experimental studies~e.g., Cooper, 1999;
Nilsen and Russell, 1999, 2000; Rhode and Recio, 2000! and
has fundamental implications for detailed numerical simula-
tions of the entire cochlea~cf. Steele, 1974; Brass, 2000;
Lim, 2000; Barker, 2000!.

Figure 1 shows a schematic cross section through the
cochlear partition. The basilar membrane~BM, at the bottom
of the figure! is thought to be responsible for converting
sound-evoked pressure differences between the two sides of
the partition~SM and ST in Fig. 1! into ‘‘transverse’’ struc-
tural motion~vertical arrows in Fig. 1!. The various support
cells and accessory structures which ride on top of the BM
convert the transverse motion into shearing motion in the
subtectorial space~see horizontal arrows in Fig. 1!, as is
needed to excite the partition’s mechano-sensitive inner and
outer hair cells~IHC/OHCs! and give rise to the sensation of
hearing~Dalloset al., 1996, for reviews!. The situation in the
real cochlea may be far more complex than this, as has been
suggested in various experimental investigations~e.g.,
Karavitaki et al., 1998; Nilsen and Russell, 1999, 2000!. On
the other hand, it may not be, as suggested in other investi-
gations ~e.g., Richter and Dallos, 1999; Fridbergeret al.,
2002!. Unfortunately, the basic physical characteristics of the
components of the cochlea, and the mechanics of their inter-
actions, are not well understood. The only well-established
facts are that the BM varies in stiffness between the arcuate

and pectinate zones~Miller, 1985; Olson and Mountain,
1994!, and that the hair cells and most of the support cells
are at least an order of magnitude less stiff than the BM
~Hallworth, 1995!. The only structures which seem to have a
pronounced effect on the local stiffness of the BM are the
pillar cells ~labeled PC in Fig. 1; cf. Olson and Mountain,
1994; Tolomeo and Holley, 1997!. The purpose of the
present paper is to investigate the consequences of this struc-
tural knowledge in terms of the mechanical processing of
sound in the cochlea.

The experimental studies of the BM’s radial profile
which have been performed to date have had mixed results:
Nilsen and Russell~1999, 2000! have reported relatively
complex radial profiles, while Cooper~1999! and Rhode and
Recio ~2000! have reported much simpler profiles. The
present report will focus on the simpler profiles. There are
several reasons for this: first, the more complex findings of
Russell and Nilsen have not been confirmed in independent
investigations, while the simpler profiles have been observed
by at least two groups. Second, the observations made by
Cooper~1999, 2000! are the most extensive available; they
map the BM’s radial profile with unprecedented resolution
and they apply across a wide range of stimulus frequencies, a
wide range of intensities at the BM’s characteristic fre-
quency, and a number of longitudinal locations in guinea-pig,
gerbil, and chinchilla cochleae. Cooper’s measurements are
also consistent with previous radial profile studies in the cat
~e.g., Wilson and Evans, 1983; Cooper and Rhode, 1992!,
despite the differences in physical parameters~such as BM
thickness! between species. From the point of view of our
mathematical analyses, the most important features of the
simple radial profiles are that, at least to a first approxima-
tion, the BM moves in phase across its entire width, and the
amplitude distribution is asymmetric about the BM’s mid-
point ~cf. Fig. 2!.a!Electronic mail: martin.homer@bristol.ac.uk
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II. SIMPLE BEAM MODEL

Initially, we shall investigate whether a simple beam
equation can provide a suitable model to describe the BM’s
radial profile. Our main aims are to consider what the appro-
priate boundary conditions might be, and to consider how
variations in the stiffness of the arcuate and pectinate zones
might affect the BM’s radial profile. Throughout we shall

consider only one-dimensional spatial variation of the BM,
that is we assume the profile to be a function of radial posi-
tion only ~and not time!. We justify this by the experimental
observation that the BM vibrates in what appears, within
experimental accuracy, to be its pure fundamental mode,
across a wide range of frequencies, intensities, and longitu-
dinal locations along the cochlear partition. Hence we can
take a simple, second order in time, sinusoidally forced beam
model, expand as a Fourier series, and keep only the term in
the fundamental frequency. We discard nonlinear terms, as
the displacement of the BM is extremely small, being less
than 1% of the BM’s width. Furthermore, over almost the
entire range of measurement, the radial profile of the BM has
the same shape, with a pronounced asymmetry.

We are left with a simple model of a one-dimensional
beam, subject to a constant load representing the amplitude
of forcing, whose static solutions describe the mode shape of
the BM’s vibration.

Initially, let us suppose that the beam has a constant
bending stiffnessEI ~whereE is the elastic modulus, with
units Nm22, and I is the area moment of inertia, with units
m4!, and is subject to a constant line pressure loadq, with
units Nm21. Then the equation governing the transverse dis-
placementw as a function of position along the beamx, both
with units m, is the Euler–Bernoulli beam equation

FIG. 1. Schematic diagram of the mammalian cochlear partition. BM de-
notes the basilar membrane, whose endpoints attach to the inner spiral
lamina ~ISL! and outer spiral ligament~OSL!. TM denotes tectorial mem-
brane; PC denotes pillar cells; OHC and IHC outer and inner hair cells,
respectively; SM and ST scala media and tympani, respectively.
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d4w

dx4
5

q

EI
. ~1!

Therefore

w~x!5
q

4!EI
x41Dx31Cx21Bx1A, ~2!

where A, B, C, and D are constants determined from the
boundary conditions. It is questionable which boundary con-
ditions most accurately model the physiology. Therefore we
shall consider the four possible combinations of clamped
(w5w850) and simply supported (w5w950) boundary
conditions at the two ends of the beam. Throughout this re-
port we nondimensionalize all lengths by the width of the
beam, so thatx50 corresponds to the left-hand end of the
arcuate zone andx51 to the right-hand end of the pectinate
zone in the representation of the BM in Fig. 1, and the pa-
rameterq/EI is nondimensional.

The values of the constants given by the four combina-
tions of boundary conditions are reported in Table I.

Figure 2 shows graphs of the solutions of Eq.~2!, to-
gether with the experimental results we use throughout this
study. Throughout this report we have normalized the deflec-
tion w, and the experimental data with which we compare
our predictions, such that* w(x)dx51. The experimental
results represent the means and standard deviations of 15
measurements made at various frequencies and intensities in
a single guinea-pig cochlea~see Cooper, 1999, for details!.
Inspection of Fig. 2 shows that the uniform bending stiffness
beam model with a simply supported boundary condition at
x50 and a clamped boundary atx51 @as shown in Fig.
2~c!# provides the best agreement with experimental data.
The closeness of this agreement between theoretical and ex-
perimental data motivates the beam equation as a suitable
candidate to modify, in order to try and improve the fit.

III. NONUNIFORM BENDING STIFFNESS

Experimental measurements suggest that the bending
stiffness of the BM varies across the width of the membrane.
The nature of the variation is somewhat controversial: on the
one hand, Miller~1985! has shown that the bending stiffness
of the arcuate zone is, on average, around five times higher
than that of the pectinate zone. On the other hand, however,

Olson and Mountain~1994! have shown that the pectinate
zone is around three times more stiff than the arcuate zone.
In an attempt to refine our model, then, we shall now allow
the bending stiffness~i.e., EI) of the model beam to vary
across its width. The variations will first be allowed in a
piecewise constant fashion. Our aim is not to derive a novel
beam model, as achieved in earlier work~e.g., Allaireet al.,
1974; Miller, 1985!, but rather to ask which simple modeling
hypotheses are consistent with experimental data. As before,
we shall consider the four combinations of clamped and sim-
ply supported boundary conditions at the endpoints. We ini-
tially choose a piecewise constant bending stiffness given by

EI~x!5H EI1 , xP@0,xt!,

EI2 , xP~xt,1#,
~3!

whereEI1 and EI2 are the constant bending stiffnesses of
the arcuate and pectinate zones~the regions @0,xt) and
(xt,1#, respectively!. Experimental measurements by Cooper
~1999! suggest a valuext50.28, though this value may vary
slightly according to position along the cochlear partition,
and so we shall also investigate the effect of varyingxt . For
simplicity, we also define a stiffness ratio factor,G,

G5
EI2

EI1
. ~4!

As the bending stiffness is constant in each region, we may
solve the beam equation Eq.~1! in each region to give

w~x!5H q

4!EI1
x41D1x31C1x21B1x1A1 , xP@0,xt!,

q

4!EI2
x41D2x31C2x21B2x1A2 , xP~xt,1#.

~5!

Now to determine the eight constants of integrationA1,2,
B1,2, C1,2, andD1,2, we must pose boundary conditions at
x50, x51, and x5xt . The conditions atx50 and x51
~clamped or simply supported, for example! give four equa-
tions for the integration constants, as before, while those at
x5xt , the interface between the two zones, must provide
another four equations. In the first instance we choose total
continuity, that is, continuity ofw, w8, w9, and w-, at x
5xt . The values of the eight constants, for the four possible
combinations of these boundary conditions, are given in Ap-
pendix A~note that each value is a function ofxt , G, q, and
EI2).

Figure 3 shows plots of beam displacement, with the
four possible combinations of end boundary conditions, for
various values ofG.

Figure 3 clearly shows two plausible matches between
the theoretical prediction of the piecewise constant beam
model and the experimental data: clamped/clamped bound-
ary conditions@Fig. 3~a!#, with largeG, and~arguably rather
better! simply supported/clamped end conditions@Fig. 3~c!#,
with large or moderateG. Both of these models fit the data
better than the simple constant stiffness beam model, in that
they approximate the peak amplitude, and the decay nearx
51, more accurately than the simplest model. In either case,
we may reasonably hypothesize that the pectinate zone of the

TABLE I. Constants of integration for simple beam model.

Boundary condition Constants

x50 x51 A B C D

clamped clamped 0 0
1

24

q

EI
2

1

12

q

EI

clamped simply supported 0 0
1

16

q

EI
2

5

48

q

EI

simply supported clamped 0
1

48

q

EI
0 2

1

16

q

EI

simply supported simply supported 0
1

24

q

EI
0 2

1

12

q

EI
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basilar membrane is much stiffer than the arcuate zone, as in
the measurements of Olson and Mountain~1994!.

Figure 4 shows the effect of varyingxt for fixed G. We
choose to varyxt between 0.2 and 0.4; this could represent
uncertainty in the position of the interface, or a variation
with location in the cochlea. We fixG525, as this provided
the most plausible match between theoretical prediction and
experimental data above.

Figure 4 shows that varying the interface position has a
negligible effect on the shape of the model predictions. It
seems that the boundary conditions have a far more impor-
tant effect in governing the mode shape than the position of
the junction between the arcuate and pectinate zones. This
conclusion is supported by analyses at other values ofG,
including the limitG→`.

IV. RIGID ROD AND HINGE MODEL

With reference to the physiology of the BM, it seems
possible that the presence of the pillar cells might make an
extremely rigid structure in the arcuate zone, while the joint
between the arcuate and pectinate zones of the BM may be
relatively weak. The conditions of total continuity proposed
thus far may therefore be too strong. This prompts us to
consider another simplified model for the basilar membrane,
in which the arcuate zone is modeled by a rigid rod, and the

pectinate zone as a flexible beam of constant bending stiff-
nessEI. Thus the equations for the deflectionw(x) are

w~x!5H B1x, xP@0,xt!,

q

4!EI
x41D2x31C2x21B2x1A2 , xP~xt,1#.

~6!

We suppose that there is a hinge, or rotational spring, atx
50, such that the slope of the BM there is proportional to the
load appliedq, so

B15
kq

EI
, ~7!

where the factorEI is inserted to simplify the calculation.
Note that smallk represents a relatively stiffer hinge. We
now need four boundary conditions for the four unknowns
A2 , B2 , C2 , D2 . As before, we allow the beam to be simply
supported or clamped atx51 so that, atx51,

w50, and either
dw

dx
50 or

d2w

dx2
50. ~8!

At the junctionx5xt , we suppose either that the beam and
rod are ‘‘clamped’’ so that

FIG. 3. Piecewise constant bending stiffness beam model, for fixedxt50.28 and varying bending stiffness ratioG, with boundary conditions indicated by
schematics below~arcuate zone shaded!.
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w~x! and
dw

dx
are continuous ~9!

at x5xt , or ‘‘simply supported,’’ so that

w~x! and
d2w

dx2
are continuous ~10!

at x5xt .
Equations~8! together with either Eq.~9! or ~10! give us

four conditions for the four unknowns. As before, these con-
ditions may be solved explicitly to find the four constants of
integrationA2 , B2 , C2 , D2 ~as functions ofx, xt , andk!,
and hence give an analytic expression for the membrane dis-
placement. The values of the constants are reported in Ap-
pendix B.

Figure 5 shows solutions of Eq.~6! for the four possible
combinations of boundary conditions given in Eq.~8! and
either Eq.~9! or ~10!. The most plausible match to the data in
this case is where the membrane is pinned atx5xt and
clamped atx51 for k'0.02, as shown in Fig. 5~c!. Varying
xt was again found not to have any significant effect, as
shown for the case of two bending stiffness models above.
Once again we see the importance of the boundary condi-
tions.

V. CONTINUOUSLY VARIABLE BENDING STIFFNESS

Another possible refinement of our model is to allow the
bending stiffness of the BM to vary continuously with posi-
tion. While the arcuate zone of the real BM has a reasonably
constant cross-sectional area and composition, and is there-
fore quite likely to have a constant bending stiffness, the
pectinate zone certainly does not~cf. Iurato, 1962; Cabe-
zudo, 1978!. The individual fibrils of collagen which make
up the BM are often arranged in such a way that the BM’s
pectinate zone has two distinct layers~cf. Fig. 6!. The layers
are separated by a ground substance with potential load-
carrying ability, and the thickness of this ground substance
varies across the width of the pectinate zone~Iurato, 1962;
Cabezudo, 1978!; the variation is particularly marked in the
unfixed gerbil cochlea, as shown by Edgeet al. ~1998!. In
mechanical terms, the resultant variation in the cross-
sectional area of the pectinate zone will lead to a nonconstant
second moment of area,I 5I (x). In this case, we must solve
a generalized beam equation:

d2

dx2 S EI~x!
d2w

dx2 D 5q. ~11!

We suppose that the BM has uniform cross section along the
plane of the membrane; the approximation to the transverse

FIG. 4. Piecewise constant bending stiffness beam model, for varyingxt and fixed stiffness ratioG525, with boundary conditions indicated by schematics
below ~arcuate zone shaded for a singlext).

1029J. Acoust. Soc. Am., Vol. 116, No. 2, August 2004 Homer et al.: Mathematical modeling of basilar membrane vibrations



geometry of the cross section used in this study is shown in
Fig. 6. We assume that the distance from the center line~the
x axis! to each edge of the BM in the arcuate zone is a
constant,r. In the pectinate zone, we assume that the BM is
divided in two, each half having constant thicknessr, and
that the profile of the inner and outer edges is quadratic and
symmetric about thex axis and the midpoint of the pectinate
zone,x5(11xt)/2, with maximum distance from the center
line to the outer edge of the membraneR; thus the distances
of the inner and outer edges from the center line, for
xP@xt,1#, are given by

r inner~x!5
4

~12xt!
2

~R2r !~x2xt!~12x!, ~12!

r outer~x!5
4

~12xt!
2

~R2r !~x2xt!~12x!1r . ~13!

In reality, the upper and lower portions of the pectinate zone
of the BM are tied together, both by exchange of fibers be-
tween the two portions, and via a ground substance. We shall
suppose, for simplicity, that the two portions are joined by a
light net of fibers with infinite shear stiffness, and so act
together as a competent beam.

FIG. 6. ~Above! Sketch profile of basilar membrane geometry.~Below! plot
of second moment of area for the variable thickness membrane with realistic
parameter values.

FIG. 5. Rigid rod and hinge models, for varying hinge stiffnessk and fixedxt50.28. Boundary conditions atx51 indicated by schematics below. Continuity
conditions atx5xt : ~a! and ~b! w andw8 are continuous;~c! and ~d! w andw9 are continuous.
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Since all lengths are nondimensionalized by the width of
the beam, the second moment of area of a thin slice of mem-
brane is given~cf. Gere and Timoshenko, 1991! by:

I ~x!5H 2

3
r 3, xP@0,xt!,

2

3
~r outer~x!32r inner~x!3!, xP~xt,1#.

~14!

Direct measurement in the guinea-pig by Miller~1985! sug-
gests values for the dimensional physical constantsr and R
of

r 50.75 mm, R52.15 mm ~15!

for a membrane of width 150mm, so in our nondimension-
alized variables we have that

r 5 1
200, R5 43

3000. ~16!

Figure 6 shows a plot of the variation of second moment of
area in this case: the average bending stiffness of the pecti-
nate zone is clearly much larger than that in the arcuate zone.

Once again, in order to solve Eq.~11!, we must supply
end boundary and junction conditions. We shall assume that
the modulus of elasticityE is constant and equal in both
zones. Figure 7 shows plots of the solution of Eq.~11! to-
gether with experimental data for the four possible combina-
tions of clamped or simply supported boundary conditions at

the two ends (x50 andx51) with total continuity at the
junction. Given the values of the constantsr andR and the
boundary conditions, Eq.~11! can be integrated using Water-
loo Maple Software~1996! to give explicit solutions, shown
in Fig. 7. Once again we see reasonable agreement between
theory and experiment, best of all when the beam is simply
supported atx50 and clamped atx51 @cf. Fig. 7~c!#. How-
ever, the fit between experiment and data is not as close as
that for the piecewise constant bending stiffness model of
Figs. 3~a! and~c!. It appears that the boundary conditions are
much more important than the fine details of the model in
determining the fundamental behavior of the membrane.

VI. CONCLUSIONS AND FURTHER WORK

In this report we have discussed simple beam equations
as possible models to describe the radial profile of the basilar
membrane’s sound-evoked vibrations. Part of the benefit of
using such simple models is that closed form solutions can
be obtained, and so complete parametric studies can be
made, a task that is much more difficult with finite element
solution methods, for example.

It seems that solutions of the beam equation can fit ex-
perimental data well with certain combinations of boundary
conditions and bending stiffness variations. The best fit to
experimental data is obtained for a beam with piecewise con-
stant bending stiffness, simply supported at the arcuate end

FIG. 7. Continuously variable bending stiffness model for fixedxt50.28, with boundary conditions indicated by schematics below.
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(x50), and clamped at the pectinate end (x51), with the
bending stiffness of the pectinate zone much larger than that
of the arcuate zone. Good agreement is also obtained in the
limit of this ratio of bending stiffnesses tending to infinity,
with the membrane clamped at the pectinate end, and either
simply supported or clamped at the arcuate end. More de-
tailed modeling of the physiology, such as changing the lo-
cation of the transition from arcuate to pectinate zone, or
allowing the bending stiffness of the pectinate zone to vary
with radial position, does not substantially improve the fit to
experimental data. The more detailed models do support the
conclusion, however, that the pectinate zone of the BM is
substantially stiffer than the arcuate zone, and that the mem-
brane is simply supported at the arcuate end and clamped at
the pectinate end.

We may tentatively conclude, therefore, that the basilar
membrane acts as if it is simply supported at the arcuate end,
clamped at the pectinate end, and is substantially stiffer in
the pectinate zone than the arcuate zone.

There are many possibilities for refinements and im-
provements to the types of model discussed here. Although a
more detailed modeling of the physiology would perhaps be
possible, not too much should be expected from a constant
loading model; the fit is already reasonably good, given the
large standard deviation in the data. Also, we have made no
attempt to model the variation of BM properties with posi-
tion in the cochlear partition, although experimental data
suggests that such variation does not significantly affect the
qualitative features of the radial profile. Perhaps more impor-
tant would be to add a simple model of the dynamics of the
hair cells, which seem to be largely responsible for enhanc-
ing the sensitivity of the BM at low stimulus levels, and try
to understand their behavior in active and passive modes.

APPENDIX A: CONSTANTS OF INTEGRATION FOR
THE PIECEWISE CONSTANT BENDING STIFFNESS
MODEL

We record here the values of the eight constants of inte-
gration,A1,2, B1,2, C1,2, andD1,2, for the beam model with
piecewise constant bending stiffness Eq.~3!, and the four
possible combinations of clamped and simply supported end
boundary conditions.

Equations~A1!–~A4! show the values of the constants
where the beam is clamped atx50 andx51; Eqs.~A5!–
~A8! for clamped atx50 and simply supported atx51;
Eqs.~A9!–~A12! for simply supported atx50 and clamped
at x51; and Eqs.~A13!–~A16! for simply supported atx
50 andx51:
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APPENDIX B: CONSTANTS OF INTEGRATION FOR
THE RIGID ROD AND HINGE MODEL

We record here the values of the four constants of inte-
gration, A2 , B2 , C2 , and D2 , for the model described in
Sec. IV, where the arcuate zone is modeled by a rigid rod, the
pectinate zone as a flexible beam of constant bending stiff-
ness, with a hinge, or rotational spring, atx50, and the four
possible combinations of clamped and simply supported
boundary conditions.

Equations~B1!–~B4! show the values of the constants
where the beam is clamped atx5xt and x51; Eqs.~B5!–
~B8! for clamped atx5xt and simply supported atx51;
Eqs.~B9!–~B12! for simply supported atx5xt and clamped
at x51; and Eqs.~B13!–~B16! for simply supported atx
5xt andx51:
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Relationship of neural and otoacoustic emission thresholds
during endocochlear potential development in the gerbil

David M. Millsa)

V. M. Bloedel Hearing Research Center, Dept. of Otolaryngology, Head & Neck Surgery,
University of Washington, Seattle, Washington 98195-7923
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Distortion product otoacoustic emissions and auditory brainstem responses~ABRs! were measured
in neonatal gerbils at three ages: at 15–16 days after birth~dab!, near the onset of hearing when the
endocochlear potential~EP! is known to be still immature; at 22 dab, when the EP first reaches
mature levels; and at 30 dab. Comparing individual 15–16 dab animals to the 22 dab group, ABR
threshold changes were typically larger than those for cubic distortion tone~CDT, 2f 12 f 2)
emission thresholds which were, in turn, larger than those for the simple difference tone~DT, f 2

2 f 1). In contrast, from 22 to 30 dab there were no important changes in CDT or DT emission
thresholds. Observed threshold-change relationships were very similar to those found in differential
diagnosis investigations, where the EP was experimentally decreased using a chronic furosemide
application. Therefore, most of the change in cochlear function over the two week period studied
could be attributed to the maturation of EP during the first week. Model calculations further show
that relative changes in CDT and DT emission thresholds are compatible with a movement of the
operating point of the cochlear amplifier toward its symmetrical ‘‘central’’ point as the EP reaches
mature levels. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1771613#

PACS numbers: 43.64.Kc, 43.64.Jb, 43.64.Bt@BLM # Pages: 1035–1043

I. INTRODUCTION

The study of functional cochlear development involves
the study of changes in cochlear mechanics as a result of
natural changes in intrinsic and external parameters. As such,
developmental studies have the potential to elucidate impor-
tant aspects of cochlear function, particularly the function of
the cochlear amplifier. The cochlear amplifier is the name
given to the collection of active, vulnerable processes which
act to physically amplify basilar membrane motion in mam-
mals ~Davis, 1983!. The precise mechanisms that make up
the cochlear amplifier have been difficult to identify and
study, partly because of the extreme vulnerability of its func-
tion. Developmental studies in the gerbil neonate offer an
opportunity in this regard. Cochlear amplifier function is
clearly established in this animal near the onset of hearing
~Mills and Rubel, 1996!. However, the cochlea is still not
completely mature at this point. In particular, the endoco-
chlear potential~EP!, believed to be the electrical source of
energy for the cochlear amplifier, does not reach adult levels
until a week later~Woolf et al., 1986!. This offers a window
during which changes in cochlear amplifier function can be
observed as a function of naturally occurring changes in pa-
rameters, especially the EP.

The present developmental study was also designed to
further investigate the possibility of differential diagnosis of
hearing dysfunction. This possibility has recently been dem-
onstrated by the comparison of neural and emission thresh-
old shifts in animal models of two of the major hearing dys-
functions. In adult gerbils that had permanent threshold shifts

induced by acoustic damage, the emission threshold increase
was typically observed to be about the same size as or larger
than the neural threshold shift~Mills, 2003!. However, in
animals in which the endocochlear potential~EP! was
chronically decreased by furosemide, the opposite relation-
ship was true: the neural threshold shift was typically larger
than the shift in the emission threshold~Mills and Schmiedt,
2004!. In a plot comparing the two shifts, in fact, there was a
complete separation of the responses to the two conditions
for cases with significant dysfunction. That is, a diagnosis of
the underlying condition in any individual could have been
made by comparing only the relative thresholds in that indi-
vidual. So far, such a result can only be claimed to be un-
equivocally established for the adult gerbil. The present in-
vestigation seeks to extend these results by investigating the
threshold-shift relationships in the neonatal gerbil, by includ-
ing ages over which there is a natural change in EP.

Figure 1 summarizes the development of EP with age in
the gerbil, and the plan of the experiment. Emission re-
sponses can first be reliably measured in the neonatal gerbil
at 15 days after birth~dab; Mills and Rubel, 1996!. At that
age, the EP is on average only 35 mV. The improvement in
EP is rapid from that point, however, and by 22 dab the mean
EP reaches 70 mV, nearly its mean adult value. The plan of
the experiment is therefore to concentrate functional mea-
surements at the dates indicated at the top of Fig. 1. Mean
values established at 22 dab are used to compare with thresh-
olds measured in individual animals that are up to one week
younger, where there was a much lower EP. To compare
changes in thresholds in the young animal over a similar
period but without a major change of EP, another set of mea-
surements are also obtained approximately one week later, at
30 dab. The interpretation of the results focuses on the hy-

a!Correspondence: David M. Mills, Ph.D., Box 357923, University of Wash-
ington, Seattle, Washington 98195. Telephone:~206! 616-7540; Fax:~206!
221-5685; Electronic mail: dmmills@u.washington.edu
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pothesis that most of the change in cochlear function over
this two week period can be attributed to the maturation of
the EP during the first week.

Neural responses in this study are estimated by measure-
ment of the auditory brainstem response~ABR! using tone
pips. Neural thresholds are compared to distortion product
otoacoustic emission thresholds measured at similar stimulus
frequencies in the same animals. The most important emis-
sion component is the cubic distortion tone~CDT! emission
at 2f 12 f 2 ~stimulus frequenciesf 1 and f 2). Thresholds for
the difference tone~DT! component atf 22 f 1 are also re-
ported, because relative changes in the strength of this com-
ponent can be used to investigate changes in the operating
point of the cochlear amplifier~e.g., Millset al., 1993; Frank
and Kössl, 1996, 1997!.

II. METHODS

Subjects for the study were young Mongolian gerbils
~Meriones unguiculates! obtained from our colony, using
breeding pairs originally obtained from Charles River Labo-
ratories~Wilmington, MA!. Births were recorded once a day,
and litters culled to six total. All procedures were approved
by the Animal Care Committee at the University of Wash-
ington.

Equipment and techniques for measurement of ABR and
emissions were similar to those previously reported~Mills,
2003!. Briefly, the anesthetized animal was attached to an
adjustable surgical head holder~Kopf! employing a bite bar,

and positioned on a heating pad. The pinna on the left side
was removed, as was tissue over the ventral-posterior bulla.
A small hole~about 0.5 to 1 mm diameter! was drilled into
the bulla to provide static pressure relief to the middle ear.
The positive ABR pin electrode was placed at the midline
between the eyes, the negative electrode located at the top of
the skull, and the reference electrode placed at the rear leg.

A custom coupler~Mills and Rubel, 1996! was sealed to
the ear canal. This coupler contained a low-noise micro-
phone~ER-10B, Etymotics!, a probe tube reference micro-
phone, and two ports for sound delivered through tubing
from custom tweeters. Before beginning measurements, a
wide-band noise signal was generated by one tweeter, and
the output of the low-noise microphone was calibratedin situ
by a comparison to the output of the probe tube microphone.
The same coupler and calibration were used for both emis-
sion and ABR measurements.

For all animals, emission measurements were made first.
These consisted primarily of input-output, or ‘‘growth,’’
functions using two pure tone stimuli at frequenciesf 1 and
f 2 . The stimulus frequency ratio wasf 2 / f 151.21 and stimu-
lus levels were given byL15L2110 dB. The response to
each stimulus presentation was synchronously averaged for
4–12 s, depending on the noise floor. For each growth func-
tion, stimulus levels were stepped together at 5 dB intervals
up to levels of at leastL13L2580370 dB SPL. Higher up-
per limits, up to 100 dB SPL maximum, were chosen in
younger animals when emissions were weak, as illustrated
by the example in Fig. 2. Each complete growth function
was also repeated at least once at eachf 2 frequency to verify
reproducibility and to improve the accuracy of the threshold
determinations. Thef 2 frequencies were stepped at half oc-
tave intervals from 2 to 22.6 kHz, withf 2528 kHz added for
older animals. Instrumental distortion levels were estimated
by repeating the measurements with the animal replaced by
an ‘‘infinite’’ tube, 1/89 ID by 25 ft length.

In all animals, ABR measurements were made using the
same stimulus frequencies as thef 2 frequencies chosen for
the emission measurements. Tone pips were generated with a
3 ms total duration, with 1 ms cos2 rise/fall times, and pre-
sented with alternating polarity. Typically, each measurement
consisted of the average of the response to 400 pips pre-
sented at a rate of 12.5 Hz. Starting at a stimulus level of 80
dB SPL or more, stimulus levels were decreased at 10 dB
intervals to find the approximate threshold, then the thresh-
old was bracketed by repeating measurements at least twice
at each stimulus level at 5 dB intervals. When thresholds
were high, the maximum stimulus levels were increased up
to 110 dB SPL. However, the highest levels were only used
as the final measurements in each animal. The ABR re-
sponses were recorded and thresholds determined offline by
visual inspection.

III. RESULTS

Typical emission growth functions are presented in Fig.
2, comparing measurements in a 15 dab animal~bold lines!
with those for a 22 dab animal~lighter lines!. As illustrated,
the ‘‘emission threshold’’ for a given frequency component
was defined to be the stimulus level that resulted in that

FIG. 1. Selected data for the neonatal Mongolian gerbil, and the plan of the
present experiment. The animal’s mean weight with age is given by the light
dotted line along with the scale on the left axis~Woolf and Ryan, 1985!. The
same scale and the heavy solid line indicate the endocochlear potential~EP;
Woolf et al., 1986!. The heavy dashed line summarizes the change in the
‘‘frequency limit,’’ f p , at the base of the cochlea due to the development of
the place code in this species~see Sec. IV for details!. The light dashed line
and the right axis denote the threshold for the auditory brainstem response
~ABR! for a click stimulus~Smith and Kraus, 1987!. Note that this scale is
inverted so that an improving threshold is plotted upward. The ages at which
measurements were made in the present experiment are indicated at the top
of the figure.
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component reaching criterion amplitude. For this study, the
criterion amplitude was chosen to be210 dB SPL for all
components at all frequencies. For the 15 dab animal the
calculated threshold for the CDT emission wasL1556 dB
SPL, compared to 27 dB SPL for the 22 dab animal. For the
DT emission, the threshold for the younger animal was 55
dB SPL, compared to 40 dB SPL for the older animal.

Figure 3 presents observed thresholds as a function of
frequency for the same 15 dab animal as in Fig. 2. For com-
parison, mean thresholds determined for the 22 dab group
are also shown. The top panel illustrates ABR thresholds,
and the calculation of the threshold difference between indi-
vidual animals and the mean of the 22 dab group. This
threshold ‘‘shift,’’ denotedDABR, is defined to be positive in
the usual case of a larger threshold for a younger animal
compared to the average 22 dab animal. The lower panels
similarly illustrate the definition of the emission threshold

FIG. 3. Thresholds as a function of stimulus frequency, for the same 15 dab
animal as in Fig. 2. For comparison, mean values for the 22 dab group are
also shown, with error bars indicating the standard error of the mean (N
57). The top panel gives the auditory brainstem response~ABR! threshold,
the middle panel the cubic distortion tone~CDT! emission threshold, and the
lower panel the threshold for the difference tone~DT! emission. Due to the
increase in noise floor at low frequencies, the DT emission component could
not be reliably measured to210 dB SPL for stimulus frequenciesf 2

,4 kHz, so thresholds are not shown for this frequency range. Estimated
limits to emission threshold measurements due to instrumental distortion are
indicated by the heavy dotted lines~see Sec. II!. On the vertical axes, the
ABR threshold indicates the peak stimulus level of the pip, while emission
thresholds are indicated by the stimulus level,L1 . The frequency scale on
the horizontal axis indicates the ABR pip stimulus frequency or the emission
stimulus frequency,f 2 . Each panel illustrates an example of the calculation
of the threshold difference between the 15 dab neonate and the mean of the
22 dab group, in this case at 8 kHz. Note that this threshold ‘‘shift’’ as
defined is positive for the usual case of a lowering of threshold with age, for
animals under 22 dab.

FIG. 2. Typical measured emission input–output, or ‘‘growth’’ functions,
illustrating the definition of emission threshold. Bold lines indicate the re-
sponse of a neonate gerbil 15 days after birth~dab!, lighter lines indicate
that of a 22 dab animal; both are forf 258 kHz. Spectral components in the
emission at two frequencies are presented: the cubic distortion tone~CDT!
emission at the frequency 2f 12 f 2 ~upper panel! and the simple difference
tone ~DT! emission atf 22 f 1 ~lower panel!. For each panel, the emission
amplitude is on the vertical axis while plotted on the horizontal is the stimu-
lus level, L1 . All growth functions were taken at least twice as shown.
Typical threshold determinations are illustrated, using a criterion emission
amplitude equal to210 dB SPL for both components.
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shifts, denotedDCDT andDDT for the 2f 12 f 2 and f 22 f 1

components, respectively. For this individual, it can be seen
that at most frequencies the ABR threshold shift was greater
than the CDT threshold shift, which in turn was greater than
the DT threshold shift. As shown below, these relationships
were found to hold generally.

The threshold–shift relationships become more obvious
when the shifts are plotted against each other, as illustrated in
Fig. 4. This figure is in the same format as ‘‘threshold–shift’’
plots, which illustrated changes in relative thresholds follow-
ing experimentally induced hearing dysfunction~Mills,

2003; Mills and Schmiedt, 2004!. In those plots, a positive
value for the threshold shift indicated an increase in thresh-
old due to the experimental manipulation. In the present
case, the plot is based on the 22 dab group being defined as
the norm and is effectively ‘‘looking back’’ at the larger
thresholds of the younger animals. That is, the ‘‘hearing dys-
function’’ underlying the threshold–shift relationships in Fig.
4 is comparative immaturity. Note that for animals younger
than 22 dab, a positive value for a threshold shift as defined
here is associated with a decrease, or improvement, in
threshold with age.

Next to the data points in Fig. 4 are noted the stimulus
frequencies, i.e., the ABR pip frequency, equal to the emis-
sion f 2 frequency. At high frequencies, there were generally
large threshold shifts, and the ABR shift was typically larger
than the CDT shift~points were below the 45° line!. In com-
parison, at lower frequencies the threshold shifts were gen-
erally moderate, with the shifts in ABR approximately equal
to the shifts in the emission threshold. For the relatively few
determinations of DT thresholds that were possible~right
panel!, the shift in DT threshold was found to be smaller than
the shift in the CDT threshold.

There were a total of 7 animals measured at 15 dab, and
the results are summarized in Fig. 5. As for Fig. 4, this plot
was obtained by subtracting the mean thresholds at 22 dab
from individual measurements at 15 dab on a frequency-
specific basis. Stimulus frequencies at 8 kHz and above are
indicated by bold symbols. The regression line shown is the
best fit for all data in the plot, and accounts for 40% of the
variance.

Clearly, the same trends noted in the individual animal
in Fig. 4 are seen in the data for the whole 15 dab group in
Fig. 5. At higher frequencies~bold symbols!, the shift in
ABR threshold tended to be significantly larger than the shift

FIG. 4. Relationships between measured thresholds for the same 15 dab animal as in Figs. 2 and 3. These ‘‘threshold-shift’’ plots are formed by subtracting
the mean thresholds for the 22 dab group at each frequency from the measured thresholds of the 15 dab example, as illustrated in Fig. 3. In the left panel,the
horizontal axis indicates the shift in the ABR threshold, and the vertical axis indicates the shift in the cubic distortion tone~CDT! emission threshold. The right
panel has the same vertical axis, but the horizontal axis is the shift in the difference tone~DT! emission threshold. Numbers next to points indicate the stimulus
frequency in kHz. Responses were measured at half-octave intervals from 2 to 22.6 kHz, but points were omitted when a threshold could not actually be
determined due to noise or instrumental distortion.

FIG. 5. Threshold shift plot for all 15 dab neonates; the same conventions as
Fig. 4. Points for stimulus frequencies at 8 kHz and above are emphasized in
bold. The line indicates the unconstrained least-squares linear regression for
all 15 dab data, with a slope of 0.37 andr 250.40.
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in CDT emission threshold. At lower frequencies, the shifts
were about equal.

Unfortunately, for the 15 dab animals, CDT emission
measurements at higher frequencies tended to be limited by
instrumental distortion. In addition, only a relatively few DT
threshold measurements were possible due to the combina-
tion of weak emissions at this age and the relatively low
threshold for instrumental distortion atf 22 f 1 ~Fig. 3!. A
number of 16 dab animals were therefore added to make
additional data available for the correlation analysis. Also,
measurements in several 30 dab animals were added for a
‘‘control’’ comparison ~Fig. 1!.

Figure 6 compares threshold shifts for all animals in the
study, for stimulus frequencies at 8 kHz and above. The left
panel shows that the ABR threshold difference was typically
larger than the CDT emission threshold shift. Considering
the 15 and 16 dab animals together, the least-squares linear
regression~solid line! accounts for over half of the variance
and has a slope of about one-half. That is, a 50 dB shift in the
ABR threshold was typically associated with a 25 dB shift in
the CDT emission threshold for any animal, whether the ani-
mal happened to be 15 or 16 days old when measured. For
comparison, the dashed line reproduces the regression esti-

mated on the basis of experiments in which the EP was ex-
perimentally depressed in adult gerbils~Mills and Schmiedt,
2004!. Clearly, observations of the relative change in thresh-
olds of CDT emission compared to ABR, over the ages
known to have a rapid change of EP, are compatible with the
hypothesis that the major cause of the improvement can be
attributed to the change in EP.

At 30 dab compared to 22 dab, there was typically found
a slight improvement in ABR thresholds but little change in
either CDT or DT emission thresholds~Fig. 6!. Since the EP
is known to be nearly constant during the period from 22 to
30 dab~Fig. 1!, this finding also supports the main hypoth-
esis.

The right panel of Fig. 6 shows that changes in the DT
emission threshold for 15 and 16 dab animals were typically
less than the changes in the CDT emission threshold at the
same stimulus frequency. This is equivalent to saying that the
amplitude of the DT emission component in the signal did
not increase as fast as that of the CDT emission from 16 to
22 dab, or, in other words, that therelative amplitude of the
DT emission decreased with maturation. In contrast, there
was little change in the relationship observed between these
two frequency components once a comparatively mature EP

FIG. 6. Threshold-shift plots for all neonates; the same conventions as Fig. 4 except that only points for stimulus frequencies,f 2 , at 8 kHz or above are
included. The vertical axis for both panels is the shift in threshold for the cubic difference tone~CDT! emission, the horizontal axis in the left plot is the shift
in auditory brainstem response~ABR! threshold, and the horizontal axis in the right plot is the change in threshold for the simple difference tone~DT!
emission~see the definitions in Figs. 2 and 3!. Results for the 15 dab animals are indicated by the smaller, bold unfilled circles, the 16 dab animals by the
larger unfilled symbols, and the 30 dab animals by the solid dots. For the left panel, note that improving neural threshold moves from right to left alongthe
ABR axis. All frequency-specific thresholds are given with reference to their mean values at 22 dab, indicated by the special cross symbol at the originin each
panel. An animal that had the same thresholds as the means of the 22 dab group at each frequency would therefore have its data points located at this cross.
The bold line indicates the unconstrained regression line for the 15 and 16 dab ages treated as one group. This least-squares linear fit has a slope of 0.49, with
r 250.53. For comparison, the heavy dashed line shows the threshold–shift relationship estimated from the responses for experimentally induced chronic low
EP in the adult gerbil, derived as follows. The previous study~Mills and Schmiedt, 2004! had measured emission growth functions for two cases:L15L2 and
L15L2120 dB. The two cases gave very similar results for the comparison of CDT and ABR threshold shifts, the slopes of the regression lines being 0.51
and 0.59, respectively. In both cases, the regression accounted for about 60% of the variance and the best-fit lines approximately passed through the origin.
From these observations, it was therefore estimated that a line with a slope of 0.55, passing through the origin, would be appropriate for the parameter choice
L15L2110 dB as used in the present study. It is this relationship that is indicated by the heavy dashed line in the left panel.
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was achieved, i.e., during the period from 22 to 30 dab. An
interpretation of these results in terms of developmental
changes in the cochlear operating point is discussed later.

IV. DISCUSSION

A. Emission threshold measures

The results presented here provide additional support for
the usefulness of a ‘‘threshold’’ measure for distortion prod-
uct otoacoustic emission measurements~e.g., Kössl, 1992,
1994; Puelet al., 1995; Mills and Rubel, 1996, 1998; Mills,
1997, 2003; Mills and Schmiedt, 2004!. This measure is sim-
ply defined, for a given emission frequency component, as
the stimulus level required to obtain a criterion emission am-
plitude. The quotes, of course, indicate that it is not a true
threshold measure, because the emission amplitude for any
component tends to a finite slope as low stimulus levels are
reached~Fig. 2!. It is for this reason that a specific criterion
level is desirable. If, for example, the threshold were instead
to be defined in relationship to the noise floor~e.g., Horner
et al., 1985!, the threshold would actually depend on the fre-
quency characteristics of the measurement system as well as
the integration time chosen for the particular measurement.

In general, a threshold definition has the effect of sim-
plifying a function by characterizing it by a single number.
For distortion product emissions, for example, this function
is usually an input–output or ‘‘growth’’ function formed by
holding the stimulus frequencies constant and varying the
stimulus levels together~as in Fig. 2!. If a number of such
growth functions are obtained at different stimulus frequen-
cies, the threshold characterization of each function leads to
a frequency-threshold function applicable to each emission
component ~Fig. 3!. It seems most natural to compare
frequency-threshold functions from different emission com-
ponents with each other and with other threshold measures
useful for hearing function, such as the ABR. The usefulness
of such a comparison is most evident in the threshold–shift
plots such as Fig. 6.

Such threshold–shift comparisons can be especially use-
ful in investigations where there are large individual differ-
ences in hearing function but where the main cause of the
difference might be a single underlying factor. For example,
one 15 dab gerbil might have a much higher EP than another
simply because the EP is rising so quickly with age, whereas
other differences might be comparatively minor~Fig. 1!. In
this case, the individual threshold–shift comparisons~Fig. 5!
provide much more useful information than do the absolute
frequency-threshold functions~Fig. 3!. Similarly, for cases of
experimentally-induced EP decline there was a large varia-
tion found in individual responses but a tight correlation in
the relationship between the threshold shifts~compare Figs.
2 and 4 in Mills and Schmiedt, 2004!.

There are other obvious advantages to emission thresh-
old measurements as employed here. In young animals or in
cases of dysfunction, emissions can be quite weak. It can be
possible to estimate threshold, however, even when the lack
of dynamic range makes suprathreshold measurements im-
possible. Even if threshold cannot be measured, at the least a
lower limit can be obtained.

The results demonstrated here should be compared to
some previous studies in which emission measures have
been found to be relatively poor predictors of hearing thresh-
old in humans~e.g., Gorgaet al., 1996; Stoveret al., 1996!.
In retrospect, it seems likely that the reason for the poor
correlation is that there are a number of different underlying
dysfunctions naturally present in the human population.
Similarly poor correlations are obtained if, for example, one
simply combines scatter plots containing two distinct dys-
functions such as acoustic damage and low EP@e.g., Fig. 9 in
Mills, 2003; Fig. 5~b! in Mills and Schmiedt, 2004#. The
point of view of the present work is that it is not useful to
attempt to ‘‘predict’’ an audiometric status from emission
measurements. Rather, it seems preferable to use emission
measures as an additional dimension for the purpose of dif-
ferential diagnosis.

The threshold approach advocated here should also be
compared with other emission measures sometimes used to
characterize the frequency response, such as the ‘‘DP audio-
gram’’ or ‘‘DP gram.’’ This is a plot of emission amplitude
versus frequency with stimulus levels held constant and
stimulus frequencies varied together~e.g., Lonsbury-Martin
et al., 1990; Schmiedtet al., 2002!. While it is an appeal-
ingly simple measurement and useful for some purposes, ex-
periments in which DP grams or the equivalents have been
measured in parallel with threshold measures clearly show
that the threshold–shift relationship is superior in differenti-
ating the underlying pathology~Mills, 2003; Mills and
Schmiedt, 2004, data not shown.!. The primary reason is that
the stimulus levels for the DP gram cannot be chosen so that
the emissions produced will be equally sensitive to cochlear
function across frequencies and conditions. For example, if
the stimulus level chosen turns out to be below the equiva-
lent emission threshold at some frequency, the amplitude in
the DP gram falls to the noise floor and little useful informa-
tion is obtained beyond this fact. Even when the stimulus
level is high enough that there is measurable amplitude in the
emission, as frequency or condition are changed sooner or
later a parameter range is encountered which brings a
‘‘notch’’ into the region of measurement~Mills 2002, 2003!.
Measurement near a notch~i.e., a relative minimum seen in a
growth function! can produce a scatter in the emission am-
plitude that has nothing whatsoever to do with cochlear func-
tion. A good example is given by the two CDT growth func-
tions sequentially measured for the 22 dab example~upper
panel, Fig. 2!. Overall, these considerations suggest that the
DP gram is primarily useful for a quick determination of
whether cochlear function is normal or not, while emission
threshold measures are to be preferred for investigating the
precise nature and degree of dysfunction.

B. Possible effect of place code shift
on measurements

Possible effects of the known place code shift on the
measurements reported here should be considered carefully.
As noted in Fig. 1, in the neonatal gerbil the base ‘‘cutoff’’
frequency,f p , increases from 16 kHz at 15 dab to about 35
kHz at 22 dab. This frequency is operationally defined as the
highest frequency at which the cochlear amplifier gain can
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reach its normal value at a given age~Mills and Rubel,
1998!. That is, the estimated cochlear amplifier gain is ob-
served to decrease rapidly as the stimulus frequency is in-
creased above the frequency,f p , tending to zero gain about
a half octave abovef p . However, while measurements
where the stimulus frequency was above the base frequency
must have occurred for some of younger animals in the
present study, it is easy to see that the contribution of such
effects to the overall results would necessarily have been
small. One reason is that, as the stimulus frequency goes
above the base frequency, the emission amplitude decreases
quickly and thresholds tend to move up out of the range of
measurement. Further, the frequency range over which there
would be expected any effect of the base cutoff is only a half
octave, so relatively few measurements would fall into this
range by chance. Finally, the ABR threshold appears to in-
crease very rapidly at high frequencies when there is a low
EP~Mills and Schmiedt, 2004!. This would, of course, affect
all responses from the base region in the younger animals,
whether or not the stimulus frequency was above the base
cutoff frequency in that animal. Overall, given the experi-
mental design and these selection effects, the conclusion is
that the effects of low EP should dominate those due to the
place code shift in these observations of neonatal animals, as
they appear to do.

C. Developmental changes in the operating point

There have been a number of investigations into the
shape of the cochlear transfer function, usually made by
monitoring a particular cochlear response as a function of the
phase of a high-intensity, low-frequency bias tone~e.g.,
Patuzziet al., 1984; Chertoffet al., 1996; Frank and Ko¨ssl,
1996, 1997; Lukashkin and Russell, 1998; Scholzet al.,
1999; Bianet al., 2002!. These observations generally agree
that the cochlear transfer function is a saturating function
that has approximately odd symmetry~e.g., Fig. 7!. If the
operating point~no-signal condition! is located at the sym-
metric point of such a function, then when there are pure
tone inputs there will be only odd-order harmonics produced
in the output~such as 2f 12 f 2). The even-order harmonics,
such as the emission at thef 22 f 1 frequency, will be pro-
duced only to the extent that the operating point isoffset
from the symmetric point.

To illustrate this, the results of a simple model calcula-
tion are summarized in Fig. 7. The upper panel displays the
saturating transfer function assumed for the illustration. The
stimulus level required to reach a criterion emission ampli-
tude for each offset condition was calculated, and this rela-
tionship is displayed in the lower panel. It is seen that the
threshold for the CDT emission component varies little with
the amount of offset until the operating point moves quite far
from the center position. In contrast, the threshold for the DT
emission component changes by 10 dB for every factor of 10
change in the offset.~Note that decreasing threshold, or in-
creasing emission amplitude, is plotted upward in the figure.!
These two results together suggest that the threshold of the
difference tone,relative to that of the cubic, can be used as a
measure of the offset of the operating point from its center
position. Further, these model calculations suggest that the

relative offset can be estimated using only low-level signals
and without determining the complete transfer function. Note
also that the model result in Fig. 7, since it holds for small
signal levels, cannot depend on the details of the saturation
of the nonlinearity at the extremes of high signal levels. In
comparison to simply measuring emission amplitudes at a
fixed stimulus level, these calculations also suggest that an
advantage of comparing thresholds for these emission com-
ponents is thatrelative thresholds are likely to be more sen-
sitive to offset and comparatively less sensitive to other
changes, e.g., to changes in cochlear amplifier gain or middle
ear.

Data from the present observations applicable to these
results have been summarized in the right panel of Fig. 6
~also see Figs. 2–4 for individual examples!. The threshold

FIG. 7. Results of a simple model calculation. The cochlear transfer func-
tion and the source of distortion product otoacoustic emissions from the
cochlea, was assumed to be a saturating nonlinearity, modeled by the hyper-
bolic tangent function illustrated in the top panel. The input signal present at
the point of generation of the emissions was assumed to be the sum of two
equal-level sinusoids, with a frequency ratiof 2 / f 151.25, oscillating about
an operating point offset from the symmetric point as illustrated. At each
assumed offset, the stimulus level of the input signal was stepped from low
to high levels and the amplitude of each emission component determined by
Fourier analysis of the resulting output signal. The stimulus level required to
obtain a criterion emission amplitude in each component was then calcu-
lated, and these thresholds are presented in the lower panel. Note that the
zero dB reference levels are arbitrarily chosen for the display of these
curves. For the calculation, the criterion emission amplitude was chosen to
be small enough that only comparatively small signal amplitudes~x varia-
tions ,0.1! were required to reach threshold over the range of offsets illus-
trated. The same threshold relationships are found for offsets to the left of
the symmetric point, except that there is a change of sign~180° phase shift!
in even-order components as the symmetric point is traversed~Mills et al.,
1993!.
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for the even-order difference tone~DT, f 22 f 1) is plotted on
the horizontal axis against the threshold for the odd-order
cubic difference tone component~CDT, 2f 12 f 2) on the ver-
tical. It can be seen that the magnitude of the CDT threshold
change is typically larger than the DT threshold change dur-
ing the age from 15 to 22 dab, when the EP is rapidly ma-
turing. There is, however, almost no change in this relation-
ship in the week-long period following this, during which the
EP is nearly constant. These results suggest that, near the
onset of hearing, the operating point starts out at a relatively
large offset from its symmetric point, but that the operating
point moves toward the symmetric point as the EP reaches
mature levels. Further, the results suggest that the change in
operating point only occurs during the time over which the
EP is known to change. For this reason, the decrease in off-
set, or the ‘‘improvement’’ in the operating point during de-
velopment, could potentially be a direct result of the matu-
ration of the EP. It is known, for example, that the operating
point changes dynamically when the EP is changed by acute
furosemide intoxication~Mills et al., 1993!.

D. Interpretation of the relationship between CDT
emission and neural thresholds during development

Obviously, there are a number of possible contributions
to the development of hearing in the neonatal gerbil~review:
Ryan and Woolf 1992!. However, the gerbil cochlea is
known to be of adult size by the onset of hearing and most of
its cellular components, e.g., outer hair cell motility, are also
known to be essentially mature by this age~Harris et al.,
1990; Heet al., 1994!. There are cellular changes that do
occur after the onset of hearing that appear to be related to
the maturation of the frequency–place relationship in the
base of the cochlea~Schweitzeret al., 1996!, and the pos-
sible effects of the place code shift on the present measure-
ments are discussed above. However, the most obvious
change that occurs during the week from 15 to 22 dab, and
that does not occur during the following week, is the dra-
matic increase in EP to mature levels~Fig. 1!. The simplest
explanation for the results seen in this study is therefore that
the major effect on cochlear function during the two-week
period from 15 to 28 dab involves the change in EP during
the first week. It is true that the observed simultaneous
changes in neural and emission thresholds could be accom-
plished by fortuitous changes of several other aspects of co-
chlear function. However, in the absence of any evidence for
this, it seems parsimonious to provisionally accept the sim-
plest explanation compatible with the observations.

Support for this hypothesis is gained from studies of the
effects of experimentally-induced EP decrease in the adult
gerbil. In terms of its effects on frequency–threshold curves,
for example, the most common result of the EP decrease was
a ‘‘sloping high-frequency loss’’ pattern characterized by a
rapid increase in the ABR threshold with frequency~Mills
and Schmiedt, 2004!. It has already been noted that a similar
pattern was observed in the younger animals in the present
study, e.g., as illustrated in Fig. 3 for a 15 dab animal.

For the experimentally manipulated EP, however, it was
in the relationshipbetween the threshold shifts that the most
consistent responses were found. For cases in which there

was substantial dysfunction, the shift in ABR threshold was
almost always greater than that for the CDT emission~Mills
and Schmiedt, 2004!. The regression line estimated from that
study is shown by the dashed line in the left panel of Fig. 6.
Clearly, the shifts in the 15 and 16 dab animals are in agree-
ment with the previous experiment where the EP was experi-
mentally manipulated.

The results at 30 dab provide further evidence in favor
of the main hypothesis. There is little change in the EP dur-
ing the 22 to 30 dab period~Fig. 1!, and there is almost no
change observed in the emission characteristics, either in the
CDT or DT threshold. The small improvement seen in the
ABR threshold~Fig. 6! during this period can tentatively be
attributed to minor improvements in the neural function in
either the eighth nerve or the brainstem, rather than to
changes in the cochlear function itself. Overall, therefore, the
results of this study support the hypothesis that the major
part of the improvement in cochlear function during the first
two weeks of hearing in this animal can be attributed to the
maturation of EP during the first week, and most of the ob-
served effects are compatible with responses observed when
the EP is experimentally manipulated.
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Chronic excitotoxicity in the guinea pig cochlea induces
temporary functional deficits without disrupting otoacoustic
emissionsa)

Colleen G. Le Prell,b) Masao Yagi,c) Kohei Kawamoto,c) Lisa A. Beyer, Graham Atkin,
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Brief cochlear excitotoxicity produces temporary neural swelling and transient deficits in auditory
sensitivity; however, the consequences of long-lasting excitotoxic insult have not been tested.
Chronic intra-cochlear infusion of the glutamate agonist AMPA
~a-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid! resulted in functional deficits in the
sound-evoked auditory brainstem response, as well as in behavioral measures of hearing. The
electrophysiological deficits were similar to those observed following acute infusion of AMPA into
the cochlea; however, the concentration-response curve was significantly shifted as a consequence
of the slower infusion rate used with chronic cochlear administration. As observed following acute
excitotoxic insult, complete functional recovery was evident within 7 days of discontinuing the
AMPA infusion. Distortion product otoacoustic emissions were not affected by chronic AMPA
infusion, suggesting that trauma to outer hair cells did not contribute to AMPA-induced deficits in
acoustic sensitivity. Results from the current experiment address the permanence of deficits induced
by chronic ~14 day! excitotoxic insult as well as deficits in psychophysical detection of longer
duration acoustic signals. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1772395#

PACS numbers: 43.64.Wn, 43.64.Ri, 43.66.Gf@WPS# Pages: 1044–1056

I. INTRODUCTION

A large body of evidence suggests the excitatory neu-
rotransmitter released by cochlear inner hair cells~IHCs! is
the amino acid glutamate~Glu: for reviews, see Eybalin,
1993; Puel, 1995; Le Prellet al., 2001!. In the central ner-
vous system, glutamate is functionally active at three~or
more! ionotropic receptor sub-types, includinga-amino-3-
hydroxy-5-methyl-4-isoxazolepropionic acid~AMPA!, kain-
ate ~KA !, and N-methyl-D-aspartate~NMDA !. Most intra-
cochlear effects of AMPA and KA are attributed to action at
AMPA receptors~Ruel et al., 1999; 2000!, which were pre-
viously termed ionotropic quisqualate~QA! receptors~for
discussion, see Puel, 1995; Le Prellet al., 2001!. AMPA and
NMDA receptor sub-types~GluR2-3, NR-1! have been lo-
cated in the cochlea whereas KA receptors~i.e., GluR5-7,
KA1-2! have not ~for reviews, see Parks, 2000; Le Prell
et al., 2001!. It is unclear if the AMPA receptor sub-types
GluR1 and GluR4 are present in the cochlea only during
early developmental stages, or if they are expressed in adult
cochlear tissues as well.

QA was initially found to be the most effective agonist
at the auditory nerve fiber~ANF!/IHC synapse~Jenison and
Bobbin, 1985; Jenisonet al., 1986!. AMPA is as potent as
QA at the ionotropic QA/AMPA receptor~Monaghanet al.,

1989; Watkins et al., 1990!. The consequences of intra-
cochlear AMPA, KA, and QA are similar. In brief, intra-
cochlear QA~Jenison and Bobbin, 1985! or KA ~Bledsoe
et al., 1981! initially increases the spontaneous firing of
ANFs, followed by suppression of ANF activity. Conse-
quences of acutely perfusing the guinea pig cochlea with
AMPA include elevated compound action potential~CAP!
and auditory brainstem response~ABR! thresholds, de-
pressed CAP amplitude, and swelling of auditory nerve den-
drites ~Puel et al., 1991; 1994; 1997; Duan and Canlon,
2001!. KA has similar effects when applied to the round
window in chinchillas~Zheng et al., 1996; 1998; 1999! or
rats ~Pujol et al., 1985; Juizet al., 1989; Gil-Loyzaga and
Pujol, 1990; Gil-Loyzagaet al., 1993!. Functional recovery
following acute AMPA/KA infusion is generally complete in
mammals; deficits may be more long-lasting in chickens
~Sun et al., 2000!. Glutamate agonists do not disrupt outer
hair cell function ~assessed using cochlear microphonic or
distortion product otoacoustic emissions!.

The application of Glu~Janssenet al., 1991! or Glu ago-
nists ~Puel et al., 1991; 1994!, noise exposure~Robertson,
1983!, and oxygen-deprivation~i.e., ischemia, anoxia, see
Rothman, 1984; Billettet al., 1989! are excitotoxic events
that result in functional deficits and swelling of auditory neu-
rons; this pathology has been termed excitotoxic trauma. Al-
though pathological changes have been evident during acute
AMPA treatment in the cochlea, it is possible that chronic
AMPA administration will not depress cochlear function
throughout the duration of AMPA delivery. Synaptic modifi-
cation of receptor properties, distribution, and/or composi-
tion of receptor subunits can compensate for chronic in-

a!Portions of this research were presented at the twenty-second midwinter
meeting of the Association for Research in Otolaryngology~Le Prellet al.,
1999a; 1999b!.

b!Electronic mail: colleeng@umich.edu
c!Current address: Department of Otolaryngology, Kansai Medical Univer-
sity, 10–15 Fumizonocho, Moriguchi, Osaka, 570-8506, Japan.
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creases or decreases in excitatory input; these changes are
termed homeostatic plasticity~Turrigiano, 1999!. Down-
regulation of AMPA receptors during chronic activity main-
tains excitatory output at a constant level in spinal cord neu-
rons ~O’Brien et al., 1998; see also Turrigiano and Nelson,
1998; Turrigiano, 1999! and, perhaps, hippocampal slices
~Jakobsen and Zimmer, 2001!.

In contrast to the hypothesis that receptor changes can
modulate neural responses to AMPA during chronic drug de-
livery is the speculation that vascular pathology associated
with aging produces chronic anoxia, chronic glutamatergic
excitotoxicity, and ultimately, loss of radial afferent fibers
and type I ganglion cells~Pujol et al., 1990!. This investiga-
tion, therefore, tests the hypothesis that chronic excitotoxic-
ity results in loss of afferent fibers and permanent functional
deficits, in contrast to the reversible excitotoxic trauma in-
duced by perfusing a Glu agonist through the cochlea for a
relatively brief period of time. The permanence of deficits
induced by longer-lasting excitotoxic insult has not been em-
pirically tested previously.

In addition to typical electrophysiological and morpho-
logical assays, we used operant procedures to identify per-
ceptual deficits. Behavioral thresholds and electrophysiologi-
cal responses are typically well correlated~e.g., Borg and
Engstrom, 1983; Milleret al., 1995; Szymanskiet al., 1999;
Wolski et al., 2003!. However, some audiology patients lack
synchronous neural activity as measured using the ABR, but
have intact otoacoustic emissions and only mild to moderate
hearing loss~Worthington and Peters, 1980; Musiek, 1982;
Starret al., 1996; Krauset al., 2000!. This disorder is termed
‘‘auditory neuropathy,’’ and it can be produced by pathology
of the auditory nerve~Starret al., 2000!. Given that AMPA
produces auditory nerve pathology, one prediction is AMPA-
treated animals will exhibit normal psychophysical response
thresholds. Responses to longer-duration signals during be-
havioral tests, in the absence of synchronous evoked poten-
tials during electrophysiological tests, would reflect temporal
integration of the longer-duration signals~for further discus-
sion of temporal integration, see Greenet al., 1957; Watson
and Gengel, 1969; Gerkenet al., 1990!. The ABR is an elec-
trophysiological response to the onset of a brief acoustic sig-
nal and thus does not depend on temporal integration~Gorga
et al., 1984!. The current experiments thus provide the first
examination of AMPA-induced disruption of longer duration
signal detection.

II. METHODS

A. Subjects

Male and female pigmented guinea pigs from Murphy’s
Breeding Laboratory, Inc.~Plainfield, IN! and Elm Hill
Breeding Labs~Chelmsford, MA! were individually housed
with free access to water. Initial weights were 300–350
grams; weight gain was continual until each animal achieved
a weight of approximately 900 grams. Food intake~Guinea
Pig Chow, PMI Nutrition International Inc., Brentwood,
MO! was moderately restricted to prevent additional weight
gain. Treatments met or exceeded all guidelines in the Guide
for the Care and Use of Laboratory Animals~National Re-

search Council, 1996! and were approved by the University
Committee on the Use and Care of Animals at the University
of Michigan.

B. Experimental design

We implanted perfusion cannulas in 34 guinea pigs.
Subject characteristics for animals included in the final data
summary are described in Table I. Functional assays included
sound-evoked auditory brainstem response~ABR!, distortion
product otoacoustic emission~DPOAE!, and psychophysical
testing. All animals underwent surgery during which a can-
nula used for chronic fluid delivery was implanted into scala
tympani. In addition, a subset of animals were unilaterally
deafened~for summary of individual animals, see Table I!.
Changes in each functional measure were assessed post-
surgery and during intra-cochlear infusion of artificial peri-
lymph solution ~145 mM NaCl, 2.7 mM KCl, 2.0 mM
MgSO4, 1.2 mM CaCl2 , 5.0 mM HEPES; pH57.40,
osmolality5280–285 mOsm!. Following infusion of artifi-
cial perilymph, a perilymph solution containing s-AMPA
~Sigma Chemical, 1–20 mM, pH57.40! was infused for 14
days at a rate of 0.5ml/hr. Psychophysical testing was con-
ducted daily. ABR thresholds were assessed at least once
during AMPA infusion days 3–5~‘‘Week 1’’ ! and again dur-
ing infusion days 11–13~‘‘Week 2’’ !. DPOAE was assessed
only during Week 2.

Due to the time invested in training, several behavioral
animals were tested with more than one AMPA concentration
~see Table I!. Lower concentrations were tested prior to
higher concentrations, and a recovery period between con-
centrations was provided. To maintain cannula integrity, peri-
lymph solution was infused during the recovery period. Test-
ing of the higher concentration did not begin until complete
functional recovery was observed in both operant and ABR
measures of sensitivity. Some animals were euthanized fol-
lowing the final Week 2 ABR test~i.e., during AMPA infu-
sion!; other animals were used to examine the time course of
functional and morphological recovery. At the conclusion of
the test protocol, IHC/ANF synapses were examined using
transmission electron microscopy. Each procedure is de-
scribed below in greater detail.

All data are depicted as mean6standard error. The ma-
jority of the statistical analyses were two-way analyses of
variance. When data were compared within the same ani-
mals, two-way repeated-measures analyses of variance were
conducted. Pair wise multiple comparisons were conducted
using the Tukey test. After excluding data from 14 animals
with evidence of current or previous middle ear infections
and animals in which the cannula was not fully inserted into
scala tympani, a very small number of animals treated with 1
mM AMPA or 20 mM AMPA remained in the investigation.
Given the small sample sizes, statistical comparisons were
not possible for those subject groups and we therefore ex-
clude those data from this report.

C. Electrophysiology

Anesthetized guinea pigs~20 mg/kg ketamine, 5 mg/kg
xylazine! were placed on a warm heating pad in a double-
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walled sound-attenuated chamber~Industrial Acoustics Com-
pany, Bronx, New York!. Tucker-Davis Technology~TDT;
Alachua, FL! software was used for signal calibration~Sig-
Cal 3.2! and stimulus generation~SigGen 3.2!. Signals were
presented using TDT System II hardware and a 200 Ohm
transducer~Beyer! coupled to the animals’ ear canal via vi-
nyl tubing. Sound-evoked brainstem responses were ampli-
fied ~10 0003! and filtered~300–3000 Hz; Grass-Telefactor
#P55, West Warwick, RI! then digitized~TDT, AD1! and
averaged~1020x; TDT, BioSig 3.2!.

Acoustic signals were 2, 4, 8, and 16 kHz tone bursts
~10 ms duration, 0.5 ms rise/fall, 17/s!. Stimulus levels were
initially set at 80-decibels~dB! sound pressure level~SPL!;
levels were decreased in 10 dB increments until the evoked
response disappeared. ABR at intermediate 5 dB increments
was then assessed to more accurately assign threshold, which
was defined as the lowest signal level that reliably elicited an
electrophysiological response. Two independent observers
scored all thresholds; at least one observer was blind to ex-
perimental condition. If threshold values differed by more
than 5 dB, a third person blind to experimental condition
evaluated the digitized waveforms. The amplitude of ABR
wave III was assessed following Puelet al. ~1995!. Although
ABR wave I is the most direct measure of auditory nerve
activity, ABR wave III is the most robust component of the
guinea pig ABR and as such, it was frequently the only iden-
tifiable component of the ABR during the AMPA infusion.

D. Psychophysical training and testing procedures

Guinea pigs were trained to depress a floor-mounted
plastic response button in response to illumination of a cue
light using positive reinforcement procedures~see Prosen

et al., 1978!. The animals pressed the button during a quiet
listening interval~1–9 s!, and then released the button upon
detecting an acoustic stimulus~0.25, 0.5, 1, 2, 4, 8, 16, or
22.4 kHz!. Animals received food pellets@45 mg Dustless
Precision Pellets~Bio-Serv, Frenchtown, NJ!# for correct re-
leases. Acoustic stimuli were presented during 75% of the
total trials ~i.e., ‘‘test trials’’!. During the remaining trials,
release rates in the absence of the test signal~i.e., ‘‘catch
trials’’ ! were monitored. Animals were punished with a 7 s
time-out for any incorrect releases.

Animals were tested 5 days per week for approximately
45 minutes. Stimulus frequencies were randomly ordered;
levels were varied using a transformed tracking algorithm
~see Niemiec and Moody, 1995!. At each frequency, animals
were initially presented with a supra-threshold stimulus. Af-
ter two consecutive correct release responses, tone level was
decreased by 5 dB. If animals missed a tone~defined as
failure to respond within 2.5 s of tone onset!, the tone was
turned off and a new trial was initiated with the tone level
increased by 5 dB. After 6 transitions between supra- and
sub-threshold stimulus levels were completed, threshold was
defined as the average level of the final four transitions. Be-
havioral data from a single animal were excluded as behav-
ioral thresholds were elevated by 20–30 dB relative to the
corresponding ABR thresholds, suggesting the animal was
not motivated to perform the detection task when tone levels
were quieter and thus more challenging to detect.

Daily acoustic stimulation prior to loud sound reduces
the extent of damage induced by later exposure to other loud
sounds~Canlon and Fransson, 1995; McFaddenet al., 1997;
Skellettet al., 1998; Yoshida and Liberman, 2000!. Because
our acoustic stimuli were quieter and briefer than those used

TABLE I. Subjects in this investigation were initially composed of multiple groups. Neither acoustic stimula-
tion nor contralateral deafening influenced the effects of AMPA infusion. Subjects were therefore combined
across these variables for the final data summary.

Animal ID
and ear

Acoustic
stimulation

Contralateral
deafening

AMPA
concentration

Recovery
perioda

P121-Right None No 3 mM No
P123-Right None No 3 mM No
P102-Left Yes~Trained! Yes 3 mM Yes
CP64-Left None Yes 3 mM Yes
CP66-Right Yes~Trained!b Yes 3 mM Yes
CP88-Right None No 3 mM Yes
CP90-Right None No 3 mM Yes
P122-Right None No 10 mM No
P125-Right None No 10 mM No
P126-Right None No 10 mM No
P103-Left Yes~Trained! Yes 10 mM Yes
CP65-Right Yes~Yoke! Yes 3, 10 mM Yes
CP67-Right Yes~Trained! Yes 3, 10 mM Yes
P104-Left Yes~Trained! Yes 3, 20 mM Yes
P111-Right None No Unoperated, Age-Matched Control
P111-Left None No Unoperated, Age-Matched Control
P119-Left None No Unoperated, Age-Matched Control
P127-Left None No Unoperated, Age-Matched Control

aRecovery period is defined as a period of time that the animal is allowed to recover from functional deficits
observed during AMPA infusion. Recovery periods were of variable duration, and often extended well beyond
the onset of recovery. During recovery periods, animals were infused with perilymph solution, or, the cannula
was tied tightly and no additional substances were infused into the cochlea.

bBehavioral data from CP66 were excluded from the final analysis because baseline thresholds assessed behav-
iorally were substantially higher than the corresponding ABR thresholds.
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for conditioning the ear, we did not expect group differences
based on acoustic signals presented during behavioral tests.
Nonetheless, we exposed a subset of the untrained animals to
acoustic stimuli equivalent to those presented to the behav-
ioral animals. We refer to these untrained animals as ‘‘yoked
control’’ animals. There were no differences in ABR thresh-
olds or AMPA-induced change in ABR thresholds when
trained and yoked control animals were compared to other
animals. Therefore, ABR data from trained animals, un-
trained yoked controls, and the other untrained animals were
combined.

E. Surgical procedures

1. Cannulation of cochlea

As described by Brownet al. ~1993!, a perfusion can-
nula filled with artificial perilymph solution was inserted
through the wall of the cochlea via a small fenestra. Follow-
ing Prieskorn and Miller~2000!, a ball of silastic was
wrapped around the cannula to limit insertion depth to 0.5
mm and prevent perilymph leakage. An osmotic mini-pump
~Durect Corporation, Cupertino, CA! was filled with artificial
perilymph solution and attached to the opposite end of the
cannula; this pump was inserted between the scapulae prior
to suturing of the surgical wound. Perilymph was delivered
at a constant rate of either 0.5ml/hr ~14 days, model 2002
pump! or 0.25ml/hour ~28 days, model 2004 pump!. To fur-
ther extend the duration of perilymph infusion, animals un-
derwent brief ‘‘pump change’’ procedures during which the
perilymph-dispensing pumps were removed, and a new
pump ~filled with perilymph solution! was inserted in its
place. The total duration of perilymph infusion ranged from
14 to 56 days. There were no time-related changes in thresh-
olds during perilymph infusion, and the pump change proce-
dure did not affect thresholds.

2. Unilateral deafening

Prior to the implant procedure, a subset of subjects~in-
cluding all behaviorally trained animals, see Table I! was
unilaterally deafened. The monauralization procedure was
required for behavioral assessment of functional changes
when AMPA was delivered to the intact~not deafened! ear. If
initial ABR screening revealed a threshold asymmetry, the
ear selected for deafening was the less sensitive ear. To uni-
laterally deafen guinea pigs, neomycin sulfate~10% solution,
60 ml injection volume! was injected through the round win-
dow membrane of one ear~e.g., Miller et al., 1995!.
Neomycin-induced deafening was verified by the elevation
of ABR thresholds and morphological trauma. ABR re-
sponses at the highest stimulation levels~85-dB SPL! could
reflect residual function of the neomycin-treated ear, or
acoustic crossover due to stimulation of the intact contralat-
eral ear~following Ozdamar and Stein, 1981!. We verified
that AMPA-induced deficits did not vary based on the func-
tional status of the ear contralateral to the AMPA-treated ear
using ABR.

F. Distortion product otoacoustic emission
assessment

Threshold and amplitude of the cubic distortion product
were assessed in anesthetized guinea pigs~40 mg/kg ket-
amine, 10 mg/kg xylazine! placed on a warm heating pad.
The ear canal and the tympanic membrane were visually in-
spected~with magnification! prior to insertion and after re-
moval of a microphone~gain540 dB, ER-10B1Low Noise
Microphone, Etymotic Research, Elk Grove Village, IL!
from the ear canal. Two Beyer transducers were tightly
coupled to sound delivery ports in the microphone assembly.

During DPOAE testing, the primary tones~F1, F2! were
centered at 2, 4, 8, or 16 kHz and spaced such that
F251.2*F1. The frequency of the distortion product was
equal to 2F1-F2. Thus, when the primary tones were cen-
tered at 16 kHz, F1 was 14.5 kHz, F2 was 17.4 kHz, and the
DPOAE was 11.6 kHz. Initially, the level of F1 was fixed at
80-dB SPL and the level of F2 was adjusted to be 10 dB
quieter. The 10 dB difference in F1 and F2 sound levels was
maintained as the level of F1 was decreased in 5–10 dB
steps until the DPOAE disappeared into the noise floor.
Threshold was defined as 10 dB above the noise floor.

G. Morphological procedures

1. AMPA-infused ears

Animals were deeply anesthetized and the thorax opened
for vascular perfusion of the tissues by an individual blinded
to animal treatment. After intracardiac perfusion of phos-
phate buffered saline, fixative~2% paraformaldehyde and
2.5% glutaraldehyde in phosphate buffer! was perfused. The
temporal bones were harvested and the cochleae gently per-
fused with fixative. Placement of the cannula inside the co-
chlea was visually confirmed, and the middle and inner ear
were carefully examined for infection or other pathology.
The following day, the otic capsule and lateral wall were
removed, and the bony modiolus was carefully detached at
the base of the cochlea. Organ of Corti tissue was rinsed and
decalcified in 3% EDTA with 0.25% glutaraldehyde and
postfixed in 1% osmium tetroxide for 1 hour. The organ of
Corti was separated to whole turn segments, which were em-
bedded individually in plastic blocks~Embed 812, Electron
Microscopy Sciences, Fort Washington, PA!. The desired lo-
cation for sectioning was designated to be in the 2nd seg-
ment from the base. Tissues from all but 5 animals were
sectioned~80 nm! with a diamond knife on a Leica Ultracut
R ultramicrotome. Sections were stained with uranyl acetate
and lead citrate and analyzed in a Phillips 100 transmission
electron microscope operated at 80 kV. Negatives were de-
veloped using a MOHR processor, scanned~ScanJet,
Hewlett-Packard, Palo Alto, CA!, and imaged~Photoshop 6,
Adobe, San Jose, CA!.

Sections were cut from upper-first/lower-second turn
and upper-second/lower-third turn, corresponding to approxi-
mately 16 and 2 kHz regions of the guinea pig cochlea
~Greenwood, 1961; 1990!. At least six IHC/ANF synapses
from each animal in each cochlear region were digitized and
evaluated. Individuals responsible for imaging were blinded
to both animal group and functional status. The number of
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swollen dendrites and the size of the swellings were qualita-
tively similar within each of the six samples from each
animal/region. Quantification of the total area of the swell-
ings was restricted to the subset of hair cell images contain-
ing scale bars within the digitized image set from each ani-
mal. Tables II and III summarize the number of IHCs
evaluated for the number of and area of the swellings near
each IHC, and the results of these analyses, for the upper-
first/lower-second turn~Table II! and the upper-second/
lower-third turn~Table III!.

Individuals that identified swollen neurons and quanti-
fied swelling were blind to animal group and functional sta-
tus. To quantify swelling, two measures of swelling diameter
~i.e., length and width! were collected for each swollen neu-
ron. Swelling area was then estimated aspr 2 where
r5average diameter*0.5. The area of individual neural
swellings surrounding the hair cell was summed to provide
an estimate of total swelling. For most subjects, swelling
could be quantified for several hair cell images. For these

subjects, total swelling per hair cell was averaged to obtain a
representative estimate of swelling.

2. Neomycin-injected ears

The temporal bones of the deafened ears were fixed and
removed as described above. The following day, the otic cap-
sule, lateral wall, and tectorial membrane were removed, and
the bony modiolus was carefully detached at the base of the
cochlea. Organ of Corti tissue, attached to the modiolus, was
permeabilized with 0.3% Triton-X~Sigma Chemical! in
phosphate buffered saline for 10 min and then incubated for
30 min with rhodamine phalloidin~Molecular Probes, Eu-
gene, OR! diluted 1:100 in phosphate buffered saline~room
temperature!. After washing the tissues with phosphate buff-
ered saline, individual turns from the organ of Corti were
separated from the modiolus, mounted on microscope slides
with GEL/Mount ~Biomedia, Foster City, CA!, and exam-
ined and photographed using a Leica~Eaton, PA! DMRB
epifluorescence microscope.

TABLE II. Quantification of neural swelling in the 16 kHz region of the cochlea~i.e., upper-first/lower-second
turn!.

Animal
informationa

Animal
treatment

Hair cells
sectionedb

Hair cells
countedc

Swelling
numberd

Hair cells
quantifiede

Swelling
sizef

~mm2!

Swelling
totalg

~mm2!

P111-R Unoperated 7 4 1.75 3 4.9 6.8
P111-L Unoperated 7 7 4.7 1 2.6 20.6
P119-L Unoperated 5 5 1.6 3 13.8 23.0
P127-L Unoperated 6 4 2.8 3 23.2 69.7
P119-R Operated 6 5 5 5 8.1 42.1
P127-R Operated 6 6 5.7 6 12.4 70.5
Control Mean: 3.6 10.8 38.8
P125-R 10 mM 6 6 16.5 6 10.0 165.8
P126-R 10 mM 9 9 9.6 4 11.8 115.0
10 mM AMPA Mean: 13.1 10.9 140.4
CP98-L 20 mM 6 5 13.2 5 15.8 208.7
CP99-L 20 mM 6 6 4.7 4 36.6 182.8
20 mM AMPA Mean: 9.0 26.2 195.8
CP77-R 1 mM-R 6 6 1.8 4 2.3 4.0
P102-L 3 mM-R 5 4 8.0 4 17.0 132.0
CP66-R 3 mM-R 6 6 4.3 5 11.2 30.7
CP88-R 3 mM-R 6 6 2.3 3 9.8 29.5
CP90-R 3 mM-R 6 5 9.2 3 3.2 38.7
CP65-R 10 mM-R 7 7 6.4 2 28.6 186.1
CP67-R 10 mM-R 6 4 6.3 4 7.2 44.7
P104-L 20 mM-R 7 7 14.7 1 10.7 160.3
Post-AMPA Recovery Mean: 6.6 11.3 78.3

aAnimal information includes identification number~as in Table I!, ear ~R: Right; L: Left!, and treatment
information~Controls: Unoperated, Operated; AMPA-treated: 10 mM, 20 mM; Recovered: 3 mM-R, 10 mM-R,
20 mM-R!. This table includes information from all categories containing data from at least two animals. Hair
cell images from two additional animals were excluded~P118-R, 1 mM; P123-R, 3 mM! based on this criteria.
During vascular perfusion and tissue processing, individuals were blind to animal treatment.

bHair cells sectioned: The number of inner hair cells that were sectioned in the upper-first/lower-second turn of
the cochlea and imaged. Sectioning and imagining were conducted by an observer blinded to animal treatment.

cHair cells counted: The number of hair cell images in which swellings were counted. Some images were
excluded from the counting analysis based on inability to resolve sufficient image detail.

dSwelling number: Counts of neural swellings were conducted by an observer blinded to animal treatment. The
average number of swellings per hair cell~for sample size, see ‘‘Hair Cells Counted’’! is reported.

eHair cells quantified: The number of images in which swelling size could be quantified, based on inclusion of
a scale bar within the photographic image. All images which included scale bars were quantified.

fSwelling size: The average size of individual neural swellings; swelling size was averaged across the image set
for each animal.

gSwelling total: The size of individual neural swellings was summed, for each hair cell image, to estimate total
neural swelling per hair cell. Average swollen area per hair cell is reported. Quantification of swelling size was
conducted by an observer blinded to animal treatment.
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III. RESULTS

A. Electrophysiological and behavioral assays of
function: Baseline sensitivity

ABR thresholds are depicted in Fig. 1~A!. Thresholds
assessed pre- and post-implant~i.e., during perilymph infu-
sion! were not reliably different~F54.029, df51, 110: p
.0.05). Pre- and post-implant thresholds were significantly
lower than thresholds of neomycin-injected ears~F595.717,
df53, 61:p,0.001). Thresholds assessed within 1-month of
neomycin injection ~‘‘Neomycin-1’’ ! and those assessed
6–13 months post-neomycin injection~‘‘Neomycin 2’’ ! were
not reliably different~p’s.0.05!. Thresholds assessed using
operant responses are depicted in Fig. 1~B!. There were no
statistically reliable differences between binaural, monaural,
and monaural/implanted thresholds~F54.476, df52, 95: p
.0.05). Operant response and ABR thresholds, assessed
during perilymph infusion, are compared in Fig. 1~C!. ABR
thresholds were not reliably different from operant thresh-
olds ~F50.0439, df51, 31: p.0.05).

Taken together, post-implant acoustic sensitivity was
normal in trained and untrained animals. In contrast to the
implant procedure, which had little or no effect on sensitiv-
ity, neomycin injection induced significant hearing loss
across a broad range of frequencies.

B. Electrophysiological and behavioral assays of
function: AMPA-induced changes

Chronic intra-cochlear AMPA elevated ABR thresholds
@Figs. 2~A! and 2~B!# and behavioral thresholds@Fig. 2~C!#
and reduced the amplitude of ABR wave III~Fig. 3!; these
effects were reversible. ABR threshold increases were statis-
tically reliable after treatment with either 3 mM~F55.814,
df52, 119: p,0.05) or 10 mM ~F54.960, df52, 71: p
,0.001) s-AMPA. A significant concentration by frequency
interaction was evident~3 mM: F54.966, df56, 119: p
,0.001; 10 mM: F57.709, df56, 71: p,0.001). Pair wise
comparisons revealed that 3 mM s-AMPA reliably elevated
16 kHz thresholds during the first week of infusion; both 8

TABLE III. Quantification of neural swelling in the 2 kHz region of the cochlea~i.e., the upper-second/lower
third turn!.

Animal
informationa

Animal
treatment

Hair cells
sectionedb

Hair cells
countedc

Swelling
numberd

Hair cells
quantifiede

Swelling
sizef

~mm2!

Swelling
totalg

~mm2!

P111-R Unoperated 6 6 2.8 1 1.2 1.2
P111-L Unoperated 7 7 1.1 7 17.6 27.7
P119-L Unoperated 6 6 2.3 6 10.7 26.9
P127-L Unoperated 6 6 3.3 4 23.1 69.3
P119-R Operated 6 6 2.8 5 24.6 63.9
P127-R Operated 6 6 3.0 5 24.8 74.3
Control Mean: 2.6 17.0 43.9
P125-R 10 mM 6 6 5.2 1 31.3 187.7
P126-R 10 mM 6 6 7.7 2 26.0 220.9
10-mM AMPA Mean: 6.5 28.7 204.3
CP98-L 20 mM 6 6 7.0 5 27.0 194.3
CP99-L 20 mM 6 6 5.2 6 25.6 132.1
20-mM AMPA Mean: 6.1 26.3 163.2
CP77-R 1 mM-R 6 6 1.2 3 7.3 7.3
P102-L 3 mM-R 6 6 4.7 6 19.2 92.8
CP66-R 3 mM-R 6 6 2.8 5 8.6 22.4
CP88-R 3 mM-R 6 4 4.8 4 8.5 40.2
CP90-R 3 mM-R 6 6 9.2 6 13.8 126.1
CP65-R 10 mM-R 6 3 5.3 2 12.7 69.9
CP67-R 10 mM-R 6 5 3.2 4 31.2 101.5
P104-L 20 mM-R 4 4 4.0 4 20.7 82.8
Post-AMPA Recovery Mean: 4.4 15.3 67.9

aAnimal Information includes identification number~as in Tables I and II!, ear~R: Right; L: Left!, and treatment
information~Controls: Unoperated, Operated; AMPA-treated: 10 mM, 20 mM; Recovered: 3 mM-R, 10 mM-R,
20 mM-R!. This table includes information from all categories containing data from at least two animals. Hair
cell images from two additional animals were excluded~P118-R, 1 mM; P123-R, 3 mM! based on this criteria.
During vascular perfusion and tissue processing, individuals were blind to animal treatment.

bHair cells sectioned: The number of inner hair cells that were sectioned in the third turn of the cochlea and
imaged. Sectioning and imagining were conducted by an observer blinded to animal treatment.

cHair cells counted: The number of hair cell images in which swellings were counted. Some images were
excluded from the counting analysis based on inability to resolve sufficient image detail.

dSwelling number: Counts of neural swellings were conducted by an observer blinded to animal treatment. The
average number of swellings per hair cell~for sample size, see ‘‘Hair cells counted’’! is reported.

eHair cells quantified: The number of images in which swelling size could be quantified, based on inclusion of
a scale bar within the photographic image. All images which included scale bars were quantified.

fSwelling size: The average size of individual neural swellings; swelling size was averaged across the image set
for each animal.

gSwelling total: The size of individual neural swellings was summed, for each hair cell image, to estimate total
neural swelling per hair cell. Average swollen area per hair cell is reported. Quantification of swelling size was
conducted by an observer blinded to animal treatment.
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and 16 kHz thresholds were elevated during the second week
of infusion. Following 10 mM s-AMPA, ABR thresholds at
16 kHz were elevated during both the first and second week
of AMPA infusion ~all p’s,0.05!. A second set of statistical

comparisons, limited to the animals for which recovery data
were available, revealed no significant differences between
pre-AMPA perilymph-infused thresholds and post-3 mM
AMPA recovery thresholds (p.0.05). The number of ani-
mals allowed to recover after 10 mM s-AMPA was not suf-
ficient for statistical evaluation.

Chronic intra-cochlear AMPA depressed the amplitude
of ABR wave III at all test frequencies. ABR amplitude was
significantly reduced at 16 kHz@Fig. 3~A!; F5130.176,
df53, 286: p,0.001), 8 kHz@Fig. 3~B!; F551.956, df53,
274: p,0.001#, 4 kHz @Fig. 3~C!, F530.576, df53, 244:p
,0.001], and 2 kHz@Fig. 3~D!; F518.232, df53, 275: p

FIG. 1. ~A! Threshold sensitivity of the auditory brainstem response~ABR!,
evoked using 2, 4, 8, and 16 kHz tone bursts, was normal before~‘‘Pre-
Implant’’! and after~‘‘Post-Implant’’! insertion of a cannula into scala tym-
pani. Post-implant thresholds were assessed during chronic infusion of arti-
ficial perilymph solution. Injecting 60ml neomycin sulfate through the
round window membrane of the contralateral ear elevated contralateral
thresholds within the first month~‘‘Neomycin-1’’ ! and at longer time points
~i.e., after 6–13 months, ‘‘Neomycin-2’’!. Asterisks indicate statistically re-
liable threshold differences for comparisons of neomycin-injected ears and
perilymph-infused ears. Figure~B! A subset of the animals was trained to
report the detection of acoustic signals~0.25, 0.5, 1, 2, 4, 8, 16, and 22.4
kHz!. Free-field thresholds were assessed with both ears intact~‘‘Binaural’’ !,
following unilateral neomycin injection~‘‘Monaural’’ !, and after a perfusion
cannula was implanted in the nondeafened ear~‘‘Post-Implant’’!. There
were no statistically reliable differences across conditions. Figure~C! Post-
implant thresholds assessed behaviorally were not reliably different from
thresholds assessed using ABR. The lack of statistically reliable differences
between comparisons of pre- and post-implant ABR thresholds~A!, binau-
ral, monaural and post-implant behavioral thresholds~B!, and ABR and
behavioral thresholds~C! should be interpreted cautiously as the power of
the performed tests was below the desired power of 0.800.

FIG. 2. Chronic AMPA elevated threshold sensitivity during AMPA infu-
sion; an effect that was reversed post-AMPA. AMPA concentrations in-
cluded 3 mM@Fig. ~A!# and 10 mM@Fig. ~B!#. Sensitivity was assessed
using the sound-evoked auditory brainstem response~ABR! 3–5 days fol-
lowing the onset of AMPA infusion~‘‘Week 1’’ ! and 11–13 days following
the onset of AMPA infusion~‘‘Week 2’’ !. A single asterisk indicates AMPA-
induced threshold elevations were statistically reliable during the first week
of AMPA infusion; double asterisks indicate threshold differences were sta-
tistically reliable during the second week of AMPA infusion. Recovery of
function was assessed after AMPA infusion was discontinued~‘‘Recovery’’!.
Recovery sample size was smaller as some animals were euthanized imme-
diately post-AMPA. Pre-AMPA baselines used to calculate AMPA-induced
threshold shifts were perilymph-infused thresholds assessed a maximum of
1 week prior to the onset of AMPA infusion. Elevations in threshold sensi-
tivity were similar in animals trained to report the detection of acoustic
signals@Fig. ~C!#.
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,0.001]. Across frequencies, pair wise comparisons indi-
cated that depression of ABR amplitude by AMPA was sta-
tistically reliable for comparisons between 3- or 10 mM
AMPA and perilymph, as well as 3- or 10 mM AMPA and
recovery~all p’s,0.01!. There were no reliable differences
in ABR amplitude for comparisons between perilymph and
recovery, or 3- and 10 mM AMPA~p’s.0.05!. Significant
treatment by level interactions at 4 kHz~F53.461, df515,
244: p,0.001), 8 kHz~F52.273, df518, 274:p,0.005),
and 16 kHz~F513.856, df518, 286:p,0.001) indicated the
effect of AMPA treatment varied with level. The 10 mM dose
produced a greater effect at low stimulus levels than at high
stimulus levels, whereas the 3 mM dose produced equivalent
depressions across levels. There was not a reliable interac-
tion for concentration and level at 2 kHz~F50.678, df518,
268: p.0.05).

Deficits induced by 3 mM s-AMPA were reversible once
AMPA infusion was discontinued~see Figs. 2 and 3, ‘‘Re-
covery’’!. Deficits induced by 10 mM s-AMPA were also
reversible, although recovery of ABR threshold sensitivity
was incomplete in two of the three animals that were allowed
a recovery period following infusion of 10 mM s-AMPA.
One animal recovered to within 3 dB of baseline within 17
days; at the time of euthanasia, the other animals had deficits
of 10 dB ~day 36 post-AMPA! and 25 dB~day 44 post-
AMPA!.

C. AMPA-induced changes in morphology

Data from a small number of animals were available
within each concentration. Therefore, for the morphological
analysis, conditions for which data were available from at
least two animals were included. Data from control animals,

animals treated with 10- or 20 mM s-AMPA, and post-
AMPA-recovery animals are included. Examples of IHC/
ANF synapses in the upper-first/lower-second turn and the
upper-second/lower-third turn are depicted in Fig. 4. The to-
tal number of hair cells evaluated, mean counts of neural
swelling, and mean swollen area~per neuron as well as per
hair cell! are listed in Tables II~upper-first/lower-second
turn! and III ~upper-second/lower-third turn!.

Neural swelling was minimal in four unoperated ears
harvested from three age-matched animals~i.e., control! as
well as two animals in which the implant surgery was not
successful~P119, P127!. The small amount of swelling ob-
served in control tissues is consistent with the slight anoxia
sometimes associated with vascular perfusion procedures
~following Duan and Canlon, 2001!. However, these were
large and relatively aged guinea pigs by the time of euthana-
sia and others have speculated that vascular pathology asso-
ciated with aging may produce chronic anoxia and
glutamatergic excitotoxicity~Pujol et al., 1990!. Thus, lim-
ited swelling in control tissues may be a consequence of
animal age and individual variation in age-related deficits.
Whatever the source of the limited swelling in control tis-
sues, synapses in tissues from animals euthanized during
AMPA infusion were clearly characterized by larger and
more numerous neural swellings than were seen in tissues
from control animals. Swellings in tissues from animals that
were allowed a recovery period post-AMPA were intermedi-
ate to swelling observed in tissues from control and AMPA-
treated animals.

Additional quantification of swollen area is presented in
Fig. 5. Neural swelling in the upper-first/lower-second turn
of the cochlea was comparable to that observed in the upper-
second/lower-third turn of the cochlea@Fig. 5~A!#. The rela-
tionship between threshold shift and neural swelling varied
with frequency@see Fig. 5~B!: 16 kHz threshold shift versus

FIG. 3. AMPA infusion depressed the amplitude of wave III of the sound-
evoked auditory brainstem response~ABR! at 16 kHz@Fig. ~A!#, 8 kHz @Fig.
~B!#, 4 kHz @Fig. ~C!#, and 2 kHz@Fig. ~D!#. Perilymph data were assessed
a maximum of 1 week prior to the onset of AMPA infusion. The AMPA data
depicted here were collected 11–13 days following the onset of AMPA
infusion. Recovery of function was assessed after AMPA infusion was dis-
continued.

FIG. 4. Inner hair cells~IHCs! contacted by auditory nerve dendrites are
depicted. Hair cells were sampled in the upper-first/lower-second turn of the
cochlea~A, B, C, D! and the upper-second/lower-third turn of the cochlea
~E, F, G, H!. Images presented here are from control animals~A, E!, post-
AMPA recovery animals~B, F!, and animals treated with 10 mM~C, G!, or
20 mM ~D, H! s-AMPA. AMPA treated animals shown here were euthanized
during AMPA infusion. All images are depicted at the same scale; the scale
bar in panel H is 10mm.
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swelling in the first to second turn; Fig. 5~C!: 2 kHz thresh-
old shift versus neural swelling in the second to third turn!.
All animals with 16 kHz threshold deficits at the time of
euthanasia had obvious neural swelling, but not all animals
with neural swelling had threshold deficits. In contrast to the
large AMPA-induced threshold deficits at 16 kHz, AMPA
treatment did not reliably elevate 2 kHz thresholds~i.e., Fig.
2!. Thus, there was no relationship between neural swelling
in the upper-second/lower-third turn and 2 kHz threshold
deficits.

D. AMPA does not affect distortion product
otoacoustic emissions

There were no AMPA-induced changes in DPOAE
threshold or amplitude at any test frequency~relative to peri-
lymph baselines, see Fig. 6!. As in Luebkeet al. ~2001!,
DPOAE threshold and amplitude were equivalent in unoper-

ated ears and perilymph-infused ears~not depicted!. In con-
trast, neomycin-treatment elevated DPOAE threshold and
depressed DPOAE amplitude. In fact, DPOAE data from the
neomycin-treated ears were equivalent to DPOAE data from
ears assessed at 30-minute post-mortem time points. The
DPOAE amplitudes assessed in neomycin-treated and post-
mortem ~‘‘dead’’ ! ears are consistent with the data of Frol-
enkovet al. ~1998!, who report DPOAE amplitudes that are
approximately 25 dB above the noise floor, at least at higher
sound pressure levels, in guinea pigs 75 min after lethal an-
oxia. Similar data are available from mutant~hyt/hyt! mice
with OHC abnormalities~Li et al.1999! and rats treated with
kanamycin~Mills et al., 1999!.

IV. DISCUSSION

Chronic AMPA-induced deficits were evident in both
electrophysiological and behavioral measures of function, in-
dicating that temporal integration of long-duration signals
was disrupted to a similar extent as were synchronous
evoked potentials in response to short tone pips. In addition,
functional deficits were found to be reversible even after
long-lasting~14 day! excitotoxic insult, suggesting no long
term consequences of chronic excitotoxicity of auditory neu-
rons. Deficits in electrophysiological and operant measures
of function were not accompanied by changes in DPOAE
threshold or amplitude, suggesting that the temporary func-
tional deficits were not a consequence of deficits in outer hair
cell function.

FIG. 5. ~A!. Neural swelling in the upper-first/lower-second turn of the
cochlea was generally equivalent to swelling in the upper-second/lower-
third turn of the cochlea. Figure~B!. Animals euthanized while AMPA-
induced 16 kHz threshold deficits were present had obvious neural swelling
while control animals with normal thresholds did not. Tissues from the
animals allowed a post-AMPA recovery period had variable swellings. Fig-
ure ~C!. Tissues from the upper-second/lower-third cochlear turn showed
obvious neural swelling in some animals despite the lack of threshold defi-
cits at the 2 kHz test frequency.

FIG. 6. The amplitude and threshold of distortion product otoacoustic emis-
sions~DPOAEs! were not affected by AMPA infusion. In contrast, DPOAE
threshold was elevated and DPOAE amplitude was depressed in neomycin-
treated ears~‘‘Neomcyin’’ ! and ears in which DPOAEs were assessed 30
min post-mortem. Noise floor amplitude was measured in every test session
and averaged across all sessions~i.e., perilymph, 3 mM s-AMPA, 10 mM
s-AMPA, Neomycin, and Dead!. Post-mortem testing was conducted only at
the two higher test frequencies@Fig. ~A!, 16 kHz; Fig.~B!, 8 kHz#. The total
number of sessions contributing to the noise floor average is therefore N518
for the 4 kHz@Fig. ~C!# and 2 kHz@Fig. ~D!# test frequencies.
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A. AMPA disrupts temporal integration

The first animals tested behaviorally~chinchillas, see
Garbeet al., 1997! demonstrated little AMPA-induced eleva-
tion of behaviorally assessed thresholds. We speculated that
AMPA-treated animals reliably integrated asynchronous au-
ditory brainstem activity, and predicted that AMPA-treated
animals would have normal operant thresholds in this inves-
tigation as stimuli used in behavioral test sessions are longer-
duration signals~up to 2.5 s! for which temporal integration
is possible~e.g., Greenet al., 1957; Watson and Gengel,
1969; Gerkenet al., 1990!. Because behaviorally assessed
deficits were equivalent to ABR-assessed deficits in the
larger sample of guinea pigs described here, we conclude
these animals could not reliably integrate asynchronous neu-
ral activity as a perceptual cue. The finding that behavioral
measures of function were generally disrupted to the same
extent as the electrophysiological measures is thus consistent
with gross deficits in temporal processing during AMPA in-
fusion.

B. Receptor homeostasis does not maintain normal
function during chronic drug delivery

Because synaptic modification of receptor properties,
distribution, and/or composition of receptor subunits can
compensate for chronic increases or decreases in excitatory
input and thus maintain homeostatic plasticity~see Turri-
giano, 1999!, we initially suggested the possibility that
chronic AMPA administration would not depress cochlear
function throughout the duration of AMPA delivery. Indeed,
chronic AMPA-induced activity in spinal cord neurons de-
creases AMPA receptor numbers and thus maintains excita-
tory output at a constant level~O’Brien et al., 1998; see also
Turrigiano and Nelson, 1998; Turrigiano, 1999!. While we
cannot exclude subtle changes in AMPA receptor organiza-
tion during the course of treatment, any homeostatic changes
in receptor composition in the cochlea were not sufficient for
restoring normal auditory function during the course of
AMPA infusion.

C. Chronic AMPA does not induce permanent deficits

Recovery of threshold sensitivity was clearly observed
after treatment with 3 mM AMPA, although we noted that
functional recovery was incomplete in two of the three ani-
mals evaluated after 10 mM AMPA. Observations from a
single animal allowed to recover following infusion of a
higher concentration~20 mM! revealed no residual threshold
deficits at day 6 post-AMPA. In addition, functional recovery
typically occurred at a rate corresponding to that described
after acute excitotoxic trauma~i.e., Puelet al., 1995; Zheng
et al., 1998!. Taken together, the data do not support the
suggestion of Pujol~1990! that chronic glutamatergic excito-
toxicity ultimately results in loss of radial afferent fibers and
type I ganglion cells~Pujol et al., 1990!. These data contrast
with reports of permanent damage to the adult rabbit optic
nerve after chronic KA exposure, in the absence of long-term
morphological deficits after brief KA exposure~Matute,
1998!.

D. AMPA concentration and cochlear distribution

The AMPA concentrations chronically infused into the
cochlea in this investigation were much greater than those in
acute perfusion experiments conducted by others. Nonethe-
less, it seems unlikely that chronic infusion of AMPA at a
very slow rate resulted in a high concentration of intra-
cochlear AMPA. Longitudinal drug distribution is presum-
ably quite rapid during perfusion between a drug delivery
port and a drainage/pressure relief port~such as in the ex-
periments conducted by Puelet al., 1991; 1994!. In contrast,
during our very slow chronic infusion, there is probably very
little increase in fluid pressure, and thus, drug diffusion de-
pends on the slow cochlear fluid gradient~approximately 1.6
nl/min, see Ohyamaet al., 1988!. Results from the work of
Salt and Ma~2001! are consistent with the suggestion that
diffusion of drugs in the cochlea depends on the slow co-
chlear fluid gradient.

We used the Washington University Cochlear Fluids
Simulator ~version 1.5, a public domain program available
on the internet at http://oto.wustl.edu/cochlea/! to model dif-
fusion of drugs delivered directly into the cochlear peri-
lymph. Drugs reached the apex within the 120 min. maxi-
mum duration of the modeling program. However, apical
concentrations remained low. The observation that AMPA-
induced functional changes at low frequencies~i.e., 2 and 4
kHz! were more limited than effects at higher frequencies is
thus consistent with the results of the modeling program.
Experimental evidence consistent with this diffusion model
comes from Lalwaniet al. ~1996!, who delivered adeno-
associated virus containing bacterialb-galactosidase using
pumps that dispensed solutions at a rate of 0.5ml/hr ~8.3-day
infusion duration!. Cochlear staining, while evident through-
out the entire cochlea, was strongest in the basal turn.

In addition to the limits imposed by a slow distribution
gradient, long-term build-up of drugs delivered into scala
tympani is limited by perilymph turnover. However, it seems
unlikely that additional constraints are imposed by biological
metabolism of the infused AMPA. AMPA does not undergo
decarboxylation in mouse brain homogenates~Nielsenet al.,
1985! and is not thought to be taken up by glutamate trans-
porters in the central nervous system~e.g., Minami et al.,
2001!. Taken together, it seems unlikely that chronic infusion
of AMPA at a very slow rate resulted in a high concentration
of intra-cochlear AMPA, particularly within the apical turn of
the cochlea. Thus, the more limited effects of AMPA on co-
chlear responses to low-frequency acoustic stimuli probably
reflect uneven distribution of AMPA within the cochlea
rather than a place-based difference in the sensitivity of neu-
rons to AMPA-induced trauma. Unpublished observations
from a single cochlear perfusion experiment in which thresh-
old changes were examined across a broad range of frequen-
cies are consistent with this interpretation~J.-L. Puel, per-
sonal communication!.

E. Neural swelling: A cause of temporary threshold
shifts?

Neural swelling induced by glutamate and its analogues
~i.e., AMPA, KA! is an excitotoxic trauma. Observation of
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neural swelling after exposure to loud sounds has led to the
proposal that loud sounds induce release of excess glutamate
which leads to neural swelling~Robertson, 1983!. Temporary
threshold shifts~TTS! have often been attributed to, or, at
least, accompanied by, neural swelling~Spoendlin, 1971;
Liberman and Mulroy, 1982; Robertson, 1983; Altschuler
et al., 1992; Puelet al., 1998!. However, a convincing argu-
ment that sound-induced neural swelling does not by itself
account for TTS deficits was recently provided by Wang
et al. ~2002!. Indeed, because acoustic overstimulation re-
sults in a number of morphological deficits, it has, to date,
been difficult to determine the extent to which functional
deficits depend on specific morphological changes. In the
current investigation, although animals with large threshold
shifts had obvious neural swelling, there were a number of
animals that recovered normal threshold sensitivity despite
significant morphological trauma~i.e., swelling!. While con-
sidering the possibility that fixation and subsequent tissue
processing may have contributed to artifactual neural swell-
ing in some recovery animals, we note that this possibility
seems unlikely given the minimal swelling in control tissues,
and the concentration-dependent increase in swelling in ani-
mals euthanized during AMPA infusion. Taken together,
these data support the argument of Wanget al. ~2002! that
there is not a simple relationship between neural swelling
and TTS. Taken together, a causative relationship between
neural swelling and temporary threshold deficits cannot be
presumed at this time.

F. Auditory neuropathy: An animal model?

Auditory neuropathy is defined as disrupted ABR in the
presence of intact DPOAEs. Chinchillas treated with carbo-
platin show deficits in CAP amplitude~Salvi et al., 1999!
and ABR thresholds are elevated~Harrison, 1998!, but otoa-
coustic emissions are normal~Harrison, 1998; Salviet al.,
1999!, suggesting a carboplatin-induced model of auditory
neuropathy. Treatment with AMPA similarly appears to in-
duce a neuropathy-like condition. Application of KA de-
presses CAP~Zheng et al., 1996; Zhenget al., 1998! and
auditory evoked potentials~measured in the inferior collicu-
lus, Zhenget al., 1997; Zhenget al., 1998! in the absence of
changes to DPOAEs~Zhenget al., 1996; Zhenget al., 1997;
Zhenget al., 1998!. While Zhenget al., ~1996; 1997; 1998!
did not explicitly argue this was an auditory neuropathy, KA
clearly produces a neuropathy-like condition similar to that
induced by AMPA in the current data set.

V. CONCLUSIONS

Chronic infusion of the glutamate agonist AMPA into
the cochlea elevated behavioral detection thresholds as well
as ABR thresholds, at least for the higher test frequencies. In
addition, the amplitude of ABR Wave III was depressed
across frequencies during AMPA infusion. Functional deficits
at 16 kHz were accompanied by significant neural swelling
in the base of the cochlea in animals euthanized during
AMPA treatment. However, the relationship between neural
swelling and threshold deficits remains unclear as animals
with complete functional recovery often had significant neu-

ral swelling. Recovery of each of the functional measures, to
pre-AMPA baselines, was observed in virtually all animals.
In contrast to the AMPA-induced deficits in neural condition,
ABR threshold and amplitude, and perceptual response mea-
sures, outer hair cell function~assessed via DPOAE integ-
rity! was intact during AMPA treatment. The combination of
impaired evoked potentials with intact DPOAEs suggests a
reversible auditory-neuropathy-like condition.
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The role of head-induced interaural time and level differences
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Three experiments investigated the roles of interaural time differences~ITDs! and level differences
~ILDs! in spatial unmasking in multi-source environments. In experiment 1, speech reception
thresholds~SRTs! were measured in virtual-acoustic simulations of an anechoic environment with
three interfering sound sources of either speech or noise. The target source lay directly ahead, while
three interfering sources were~1! all at the target’s location~0°,0°,0°!, ~2! at locations distributed
across both hemifields~230°,60°,90°!, ~3! at locations in the same hemifield~30°,60°,90°!, or ~4!
co-located in one hemifield~90°,90°,90°!. Sounds were convolved with head-related impulse
responses~HRIRs! that were manipulated to remove individual binaural cues. Three conditions used
HRIRs with ~1! both ILDs and ITDs,~2! only ILDs, and~3! only ITDs. The ITD-only condition
produced the same pattern of results across spatial configurations as the combined cues, but with
smaller differences between spatial configurations. The ILD-only condition yielded similar SRTs for
the ~230°,60°,90°! and ~0°,0°,0°! configurations, as expected for best-ear listening. In experiment
2, pure-tone BMLDs were measured at third-octave frequencies against the ITD-only,
speech-shaped noise interferers of experiment 1. These BMLDs were 4–8 dB at low frequencies for
all spatial configurations. In experiment 3, SRTs were measured for speech in diotic, speech-shaped
noise. Noises were filtered to reduce the spectrum level at each frequency according to the BMLDs
measured in experiment 2. SRTs were as low or lower than those of the corresponding ITD-only
conditions from experiment 1. Thus, an explanation of speech understanding in complex listening
environments based on the combination of best-ear listening and binaural unmasking~without
involving sound-localization! cannot be excluded. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1772396#

PACS numbers: 43.66.Ba, 43.66.Dc, 43.66.Pn@PFA# Pages: 1057–1065

I. INTRODUCTION

Listeners are often exposed to simultaneous sounds from
many sources. The problem of extracting a single target
voice from a competing milieu, so that it can be individually
understood, has been termed ‘‘the cocktail-party problem’’
~Cherry, 1953!. Most research on the cocktail-party problem
has concentrated on listeners’ ability to understand one voice
in the presence of one other, or against an undifferentiated
babble. In a recent study, Hawleyet al. ~2004! investigated
listeners’ ability to understand speech in a complex listening
environment. They measured speech reception thresholds
~SRTs! for up to three interfering sounds of different types
and in different binaural configurations. Many, but not all,1

aspects of their results were consistent with a model of bin-
aural processing in complex listening environments that in-
cludes separate mechanisms to exploit interaural time delays

~ITDs! and interaural level differences~ILDs!. In such a
model, the ITDs are exploited via the mechanism of binaural
unmasking, while ILDs are exploited purely by best-ear lis-
tening. Hawleyet al. measured monaural thresholds as a
means of assessing best-ear listening, and subtracted these
from the thresholds for binaural listening to derive a binaural
interaction effect. The present study addresses two aspects of
Hawleyet al.’s results for which the individual roles of ILDs
and ITDs were not completely clear.

First, Hawleyet al. included two spatial configurations,
~30°,60°,90°! and ~90°,90°,90°!, in which three interfering
sound sources occupied the same hemifield. In one case, they
occupied different locations in that hemifield~30°,60°,90°!,
while in the other, they occupied the same location
~90°,90°,90°!. No difference was observed between these
configurations. This aspect of the data could be interpreted as
contrary to expectation based on equalization-cancellation
~E-C! theory~Durlach, 1963, 1972!, undermining the notion
that binaural unmasking effects are sufficient to explain the
data. E-C theory suggests that a binaural processor first at-
tempts to equalize~through various transformations! the
sound input at the two ears and then subtracts one ear’s input

a!Electronic mail: cullingj@cf.ac.uk
b!Current address: Department of Otolaryngology, University of Maryland

Medical School, 16 S. Eutaw St., Suite 500, Baltimore, MD 21201.
c!Current address: University of Wisconsin Waisman Center, 1500 Highland
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1057J. Acoust. Soc. Am. 116 (2), August 2004 0001-4966/2004/116(2)/1057/9/$20.00 © 2004 Acoustical Society of America



from the other. This binaural processing only improves per-
formance when the interfering source is more intense than
the target; if the target is more intense, it is processed mon-
aurally. When the interfering source has a different ITD from
the target, the optimal equalization will compensate for the
interferer’s ITD ~since it is more intense! and the cancella-
tion stage will, in consequence, preferentially cancel the in-
terferer. For three interfering sources in different locations,
the three interferers will have different ITDs. Since the
equalization stage can only equalize a single ITD,2 one might
expect the E-C mechanism to be rather ineffective compared
to the case where the interferers share the same location and
ITD. Although the data appear not to fit this expectation,
Hawley et al.’s experiment used a combination of ILDs and
ITDs. In both the~30°,60°,90°! and~90°,90°,90°! configura-
tions, there was an advantageous signal-to-noise ratio at one
ear produced by the ILDs and the resulting effects of ‘‘best-
ear’’ listening may have obscured a difference between these
configurations.

Second, Hawleyet al. measured higher SRTs in the
~230°,60°,90°! configuration, in which interferers were
present in both hemifields, than in the~30°,60°,90°! configu-
ration, in which all sound sources were in the same hemi-
field. They interpreted this result as coming from a loss of
best-ear listening in the~230°,60°,90°! configuration, but
the difference might in some way have been related to the
differences in ITDs between these configurations.

Experiment 1 in the present series of experiments there-
fore set out to clarify the contributions of these cues using
head-related impulse responses~HRIRs! that were manipu-
lated to exclude one or other binaural cue. Experiments 2 and
3 were conducted in order to further clarify the interpreta-
tion, by analyzing the role of ITDs in each frequency band.

II. EXPERIMENT 1

A. Stimuli

The stimuli were similar to those of Hawleyet al.except
that the head-related impulse responses~HRIRs! were ma-
nipulated in the frequency domain to remove ITDs or ILDs,
and only speech and speech-shaped-noise interferers were
used. The target sentences were spoken by two male voices
~‘‘DA’’ and ‘‘CW’’ ! from the MIT recordings of the Harvard
Sentence lists~Rothauseret al., 1969!. The Harvard sentence
lists are grammatically and semantically correct sentences
with otherwise relatively low predictability; an example used
in the present study~with keywords in capitals! was ‘‘The
SMALL PUP GNAWED a HOLE in the SOCK.’’ These sen-
tences were presented against either~1! a compound of three
other sentences from the database and spoken by the same
voice, but selected for greater length, or~2! a compound of
three speech-shaped noises, each with the same mean long-
term spectrum as the target voice.

In order to place the sounds in different virtual locations,
they were convolved with anechoic HRIRs from the HMS III
acoustic manikin, as published in the AUDIS catalog
~Blauertet al., 1998!. The HRIRs were transformed into the
frequency domain and processed in two different ways. First,
in order to create HRIRs with no ITDs, the phase spectra of

a HRIR pair were each replaced with identical phase spectra
that linearly increased in phase with frequency~i.e., so that
they had a zero ITD!. HRIRs were then recreated by inverse
Fourier transform. Second, in order to create HRIRs with no
ILDs, the amplitude spectra of a HRIR pair were replaced
with identical flat spectra. In conducting the latter alteration
the scaling of the impulse responses was changed. These
scale factors were therefore calculated and compensated for
during the convolution process in order to reproduce the
original rms.

Speech and speech-shaped-noise interferers were each
convolved with the original HRIR and also with each of the
manipulated HRIRs in order to produce stereo stimuli with
both ILDs and ITDs, ILDs only, or ITDs only. These stimuli
were then mixed to give interferers whose component sounds
were distributed in virtual space3 using the desired cues. The
locations in virtual space were, as in Hawleyet al.’s three-
interferer conditions, all in front~0°,0°,0°!, distributed in
both hemifields~230°,60°,90°!, distributed in one hemifield
~30°,60°,90°!, or concentrated on one lateral location
~90°,90°,90°!.

With 3 sets of binaural cues34 spatial configurations
there were 12 different interferer conditions. For the speech-
interferer conditions, four versions of each interferer condi-
tion were created, two for each voice~‘‘DA’’ and ‘‘CW’’ !
using different sentence sets. There were, therefore, 2
voices32 sentence sets312 interferer conditions548 inter-
fering speech stimuli. An additional four interfering speech
stimuli, one in each spatial configuration, were created for
use in practice runs using both ILDs ands ITDs and voice
‘‘DA.’’ For the speech-shaped-noise conditions, there were 2
voice-spectra312 interferer conditions524 interfering noise
stimuli. In this case, the interferers with both ILDs and ITDs
were also used in the practice.

The target sentences were also convolved with manipu-
lated HRIRs, so that they possessed the same type or com-
bination of binaural cues as the interferers against which they
were to be presented~ITD, ILD or ITD 1ILD !. However, the
targets were always convolved with HRIRs for directly in
front ~0°!, so the binaural cues would be minimal. Ten target
sentences were required for each SRT measurement. The tar-
get stimuli were created from 120 sources sentences in order
to cover the 12 conditions, 60 from each voice. Once con-
volved with the 3 different HRIRs, there were 360. An addi-
tional 40 target stimuli were generated using voice ‘‘DA’’ for
use in the practice stimuli.

B. Subjects

Thirty-six listeners with no reported hearing problems
and English as a first language were recruited from among
Cardiff University students in return for course credit.

C. Procedure

Each listener attended a single 2-h experimental session.
For each listener, 16 SRTs were measured in all. The first 4
SRTs were a practice. The remaining 12 experimental SRTs
covered each of the four spatial configurations using each of
the three combinations of binaural cues. Twenty-four listen-
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ers participated in the speech-interferer condition. Twelve
listeners participated in the speech-shaped-noise condition.

For the speech interferer conditions, the interfering
voice was the same as the target voice. Whether the interferer
was the same voice, or a speech-shaped noise derived from
that voice, each participant received 6 of the 12 conditions
with a given target/interfering voice and 6 with the other.
Each participant was paired with another who received the
reciprocal allocation of voices to conditions, and experimen-
tal materials were rotated such that a given set of target sen-
tences was heard by each listener in a different binaural con-
dition.

Sounds were attenuated and mixed using a Tucker-Davis
Technologies AP2 array processor and then presented to lis-
teners via TDT System II hardware~DD1, FT6, PA4, HB6!
and Sennheiser HD414 headphones in a single-walled IAC
sound-attenuating chamber located in a sound-treated room.
The listener made responses via a computer terminal, whose
keyboard was placed within the booth and whose screen was
visible through the booth window.

SRTs were measured using the method originally de-
scribed by Culling and Colburn~2000! and based upon that
of Plomp~1986!. The listeners were instructed that the target
sentence would initially be quieter than the interferers and
that it would be heard from in front. The same interfering
complex of three sounds was presented throughout a given
SRT measurement at approximately 53 dB~A!. In each run,
the listener was informed using the computer terminal’s
screen of the transcripts of the interfering sentences. Initially,
the first target sentence was presented against this interferer,
both sentences beginning simultaneously, at a very adverse
SNR, and the listener pressed the ‘‘return’’ key on the key-
board. The stimulus was repeated, each time at a 4-dB more
favorable SNR until the listener judged that half the words of

the targets sentence were audible. The listener then entered a
transcript. When the listener’s transcript was complete, the
actual transcript was also displayed on the screen with five
keywords in capitals. The listener self-marked his or her
transcript and progressed to the next target sentence. The
remaining nine sentences were presented at different SNRs
according to a 1-up/1-down adaptive threshold algorithm,
which increased SNR by 2 dB if fewer then three keywords
were correctly transcribed and otherwise decreased SNR by
2 dB. The last eight SNRs derived in this way were averaged
to yield a threshold value. The entire transaction was logged
and displayed on the experimenter’s computer monitor to
ensure compliance with the instructions.

D. Results

The results of experiment 1 are shown in Figs. 1 and 2.
Figure 1 shows the data for speech interferers, and Fig. 2 the
data for speech-shaped-noise interferers. A three-way, mixed
analysis of variance was conducted with the two types of
interferer ~speech and speech-shaped-noise! as a between-
subject factor and the three sets of binaural cues~ILD1ITD,
ILD-only, and ITD-only! and the four spatial configurations,
~0°,0°,0°!, ~230°,60°,90°!, ~30°,60°,90°!, and ~90°,90°,90°!
as within-subjects factors. The patterns of data on these two
figures are similar across both the available binaural cues and
the spatial configurations. SRTs were significantly lower for
speech than for speech shaped noise@F(1,34)557,
p,0.0001#. As in Hawleyet al.’s results, the effects of dif-
ferent spatial configurations were smaller in magnitude for
speech-shaped-noise interferers than for speech interferers.
This effect was reflected by a significant interaction between
interferer type and spatial configuration@F(1,102)513.8,
p,0.0001#.

FIG. 1. Results of experiment 1 using speech interfer-
ers. Each panel shows speech reception thresholds for
the four virtual listening situations for one combination
of binaural cues~filled symbols!. Error bars are one
standard error of the mean. The leftmost panel also
shows predicted thresholds based on Bronkhorst’s
~2000! formula ~open symbols!.

FIG. 2. As in Fig. 1, but for speech-shaped-noise inter-
ferers.
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There was a significant effect of the available binaural
cues @F(1,68)522.3, p,0.0001#, reflecting the fact that
listeners derived more advantage from spatial separations be-
tween the target and interfering sources when both binaural
cues were available than when either was available in isola-
tion. Tukey pairwise comparisons showed that both binaural
cues in combination~ILD1ITD! produced significantly
lower SRTs than the ILD-only condition (q510.4,
p,0.001) and the ITD-only condition (q57.13,
p,0.001), but that the ILD-only and ITD-only conditions
did not differ significantly.

There was a significant effect of spatial configuration
@F(1,102)5156, p,0.0001# and the effect of the available
binaural cues depended upon the spatial configuration
@F(1,6)57.6, p,0.0001#. There were significant differ-
ences between the different cue combinations in the
~230°,60°,90°!, ~30°,60°,90°!, and ~90°,90°,90°! configura-
tions @in each case,F(1,2).20, p,0.0001], but not in the
~0°,0°,0°! configuration. The interaction was interrogated
further using Tukey pairwise comparisons, which confirmed
that there were no significant differences between effects of
different binaural cues in the~0°,0°,0°! configuration, but
showed further that the binaural advantage produced by the
other spatial configurations displayed a different pattern
across configuration. In the ITD1ILD and ITD-only con-
figurations, all spatial configurations differed significantly
from each other except the~30°,60°,90°! and ~90°,90°,90°!
configurations (p,0.01), whereas in the ILD-only condition
the ~0°,0°,0°! and~230°,60°,90°! configurations did not dif-
fer either (p.0.05). In other words, in the ILD1ITD and
ITD-only conditions, all forms of spatial separation between
target and interferer produced a spatial advantage, but, in
the ILD-only condition, this advantage did not occur
when the interferers were distributed to both hemifields
~230°, 60°, 90°, configuration!. The interaction between in-
terferer type and binaural cues and the three-way interaction
were both nonsignificant.

E. Discussion

1. The combination of ILDs and ITDs

The results obtained for the combination of ILDs and
ITDs seem to be in agreement with previous studies.
Bronkhorst ~2000! derived a descriptive expression from
several sets of published data~Bronkhorst and Plomp, 1992;
Plomp and Mimpen, 1981; Peissig and Kollmeier, 1997!,
which allows us to predict binaural intelligibility level differ-
ences~BILDs! for SRTs measured against multiple speech
interferers. In his expression, masking release,R, is predicted
for a frontal target source forN interferers with azimuths,u i ,
as follows:

R5FaS 12
1

N (
i 50

N

cosu i D 1b
1

N U(
i 50

N

sinu iUG . ~1!

The parametersa and b are constants, derived by
Bronkhorst in a regression analysis. Their values~1.38 and
8.02! have not been altered to accommodate the present data
set. Values ofR produced by the formula were used to derive
predicted differences between the measured~0°,0°,0°! data

and the other three configurations. Figure 1 shows predic-
tions based on his formula and parameters with open sym-
bols. The fit appears to be quite good. The formula predicts
that there is a substantial masking release in the
~230°,60°,90°! and ~30°,60°,90°! configurations, although
not quite as large as that observed in the experiment. In the
equation, the cosine term evaluates the average angular dis-
parity between the target and each of the interferers, while
the sine term makes a symmetry-dependent contribution,
which is lower when the arrangement is more symmetrical. It
is the latter term, therefore, that introduces a difference be-
tween the predictions for~230°,60°,90°! and ~30°,60°,90°!,
while the former term introduces a difference between
~30°,60°,90°! and ~90°,90°,90°!. It is also worth noting that
there is nothing in this formula that would reduce predicted
thresholds directly as a result of interferers having different
locations and therefore different ITDs.

2. Effect of ITDs alone

Eliminating ILDs from the stimuli produced an effect of
spatial configuration that was reduced in magnitude~Figs. 1
and 2, rightmost panels!, but similar in form to that of the
combination of ILDs and ITDs~leftmost panels!. These re-
sults show that the binaural system is able to exploit ITDs
not only when a single interferer is present~Bronkhorst and
Plomp, 1992!, but also when multiple interferers have mul-
tiple sources. At first sight, the result seems inconsistent with
Durlach’s ~1963, 1972! E-C model, since the cancellation
mechanism can only apply a single delay and cancel opera-
tion; in the current experiment one would expect this mecha-
nism to eliminate only one of the three spatially distributed
interferers and produce a rather small binaural advantage. In
order to assess whether this interpretation is justified we
evaluated this listening situation using a conceptual approach
developed by Levitt and Rabiner~1967!.

Levitt and Rabiner showed that it was possible to predict
the effect of interaural temporal disparities in the BILD by
assuming that the binaural advantage produced in each fre-
quency band by the temporal differences is equivalent to an
increase in SNR of the same magnitude. They divided the
frequency spectrum into third-octave bands and used an ex-
pression for the size of the pure-tone BMLD at each center
frequency to give the effective improvement in SNR for that
band. They then used AI theory~Fletcher and Galt, 1950;
Kryter, 1962! to predict improvement in speech recognition.

It is not straightforward to use Levitt and Rabiner’s
~1967! method to predict the BILD produced by ITDs for
multiple interfering sources of the present experiment di-
rectly from the stimulus configuration. Experiments 2 and 3
therefore assessed empirically whether it is reasonable to
suppose that the observed pattern of data can be predicted by
improvements in this ‘‘effective’’ SNR in each frequency
band. Further discussion of the effects of ITDs is deferred
until after these experiments are described.

3. Effect of ILDs alone

The results of the ILDs-only condition are quite striking,
in that they indicate quite clearly that listeners’ use of ILDs
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is overwhelmingly dominated by best-ear listening. The con-
clusion is mainly based upon the fact that SRTs were the
same in the~230°,60°,90°! configuration, where the interfer-
ing sources were spatially separated, as in the~0°,0°,0°! con-
figuration, where they were coincident with the target source.
This result is in marked contrast to what one would expect if
listeners were using ILD as a sound-localization cue and at-
tending to sound coming from directly in front. If that were
so, one would expect that the~230°,60°,90°! configuration
would show some advantage over the~0°,0°,0°! configura-
tion. This result is entirely consistent with best-ear listening,
because in the~230°,60°,90°! configuration interfering
sources are located on both sides of the head, so that neither
ear is shadowed from all the interferers by the head.

In addition, if listeners were attending to a particular
location, one would also expect there to be little difference
between the~230°,60°,90°! and ~30°,60°,90°! configura-
tions, since in each case there are interfering sounds 30°, 60°,
and 90° from the target source. In fact, there is a difference
of about 4 dB between these configurations. Again, this re-
sult is entirely consistent with best-ear listening, because in
the ~30°,60°,90°! configuration, all three interfering sources
are in the same hemifield leaving one ear in an acoustic
shadow, while in the~230°,60°,90°! configuration, neither
ear is shadowed from all the interferers.

4. Effects of interferer type

Several recent studies have observed that spatial un-
masking is greater for multiple speech interferers than for
noise interferers~Peissig and Kollmeier, 1997; Noble and
Perret, 2002; Hawleyet al., 2004!. This effect was also ob-
served for reversed-speech interferers~Hawley et al., 2004!.
Comparing across Figs. 1 and 2, the present results replicate
this effect. It is not obvious how these results can be inter-
preted in terms of simple binaural processing strategies. One
possibility is that, for speech interferers, there is an addi-
tional effect of informational masking which makes the
threshold particularly high in the~0°,0°,0°! configuration. A
more detailed evaluation of the possible role of informational
masking is presented in Hawleyet al. ~2004!.

III. EXPERIMENT 2

Levitt and Rabiner~1967! showed that the effects of
ITDs in the BILD can be predicted from pure-tone masking
release data by~1! assuming that the effect of a given bin-
aural configuration is, effectively, to reduce the spectrum
level of the noise in accordance with magnitude of the pure-
tone BMLD at each frequency, and~2! predicting intelligi-
bility in the effectivenoise level using the articulation index
~Kryter, 1962!. In order to apply this model to the current
data set, we first measured pure-tone BMLDs for the ITD-
only, speech-shaped-noise maskers from experiment 1.

A. Method

Masked detection thresholds were measured for pure
tones at 15 frequencies in13-oct intervals between 200 and

5080 Hz. The maskers were the ITD-only, speech-shaped-
noise maskers employed in experiment 1. Four listeners each
produced 120 thresholds~4 spatial configurations315
frequencies32 interfering voices!. Recall that speech-shaped
noises were modeled on two different voices. Thresholds
were measured in 2I-FC, 2-down/1-up adaptive-threshold
procedure with trial-by-trial feedback. The last 12 of 20 re-
versals contributed to each mean threshold. BMLDs for the
~230°,60°,90°!, ~30°,60°,90°!, and ~90°,90°,90°! configura-
tions was determined by subtracting the equivalent thresh-
olds in the~0°,0°,0°! configuration.

B. Results

Eight of the 480 thresholds were rejected because they
differed by more than 10 dB from the mean for frequency
and spatial configuration. The remaining results, averaged
across the four listeners, are plotted in the upper panel of
Fig. 3. It is evident that all three spatial configurations
produce a BMLD relative to the~0°,0°,0°! configuration
at low frequencies; the differences in ITD between the
three maskers in the~230°,60°,90°! and ~30°,60°,90°! con-
figurations do not abolish masking release, although they
do reduce it at some frequencies compared to the
~90°,90°,90°! configuration. Masking release is smaller in
magnitude in the~230°,60°,90°! configuration than in the
other two up to 400 Hz. From 504 Hz upwards, the release is
larger in magnitude in the~90°,90°,90°! configuration than in
the other two. From 1600 Hz upwards there was no masking
release.

FIG. 3. Upper panel: pure-tone BMLDs for So tones measured at third-
octave frequencies between 200 and 5008 Hz against three speech-shaped-
noise interferer complexes with ITDs only. Error bars are one standard error
of the mean. Lower panel: mean predictions for the same three conditions
from E-C theory, implemented using Eq.~2! as well as for predicted thresh-
olds in uncorrelated noise and for NoSp. Error bars are one standard devia-
tion.
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C. Discussion

Experiment 2 shows that the BMLD is a surprisingly
robust effect in the~230°,60°,90°! and ~30°,60°,90°! con-
figurations, where the interferers come from different direc-
tions. It is noteworthy that this was also the case in the
~230°,60°,90°!, where the range of interferer ITDs encom-
passes that of the target. These results can be better under-
stood with reference to the interaural statistics of the com-
bined interference stimuli. Figure 4 shows cross-
correlograms and channel-by-channel coherence
measurements for the~230°,60°,90°!, ~30°,60°,90°!, and
~90°,90°,90°! interference stimuli~ITD-only, speech-shaped
noise!. The cross-correlograms on the left-hand panels show
the modulation of Pearson’sr with interaural time delay at
third-octave frequencies between 200 and 5000 Hz. The
right-hand panels show the coherence~the maximum of the
cross-correlation function! at the same frequencies. The error
bars on the right-hand panels show the standard deviation of
the coherence across a series of 100-ms temporal windows.
The coherence values give some indication of the potential
for binaural unmasking at each frequency.

The E-C model suggests that the binaural system detects
a signal through the size of the residue after cancellation, but
if the masker is incoherent, the masker will not cancel prop-

erly and will also be present in this residue. Detection will,
therefore, be best with a coherent masker, but a second con-
dition must also be met for binaural unmasking to be effec-
tive. In order to avoid being cancelled with the masker, the
interaural phase of the signal must differ from that of the
masker at the frequency in question. Durlach and Colburn
~1978! pointed out that to a first approximation the pure-tone
BMLD is dependent upon the phase difference between sig-
nal and masker. In principle, therefore, one can generate an
approximate E-C prediction4 for the BMLD at any fre-
quency,v, from the coherence,r, of the masker at that fre-
quency and the phase difference (fs2fm), between the sig-
nal and the masker at its maximum in the cross-correlation
function.

Durlach ~2003! has provided an expression that allows
us to predict from E-C theory the binaural advantage, BMLD
~in dB!, from v, c, and (fs2fm):

BMLD5

10 log10F 11se
22cos~v~fs2fm!!exp~2vs

2sd
2!

c~11se
22exp~2vs

2sd
2!!1~12c!~11se

2!
G .

~2!

In this formula,c is the proportion of noise that is com-
mon at both ears. It can be related tor using Eq.~3!. sd and
se are taken from Durlach~1972! and have the fixed values
of 0.000 105 and 0.25, respectively. Phase and frequency are
in radians and radians/second:

c5
Ar

Ar1A12r
. ~3!

The lower panel of Fig. 3 shows predictions that are
based on these formulae combined with coherence and phase
difference values measured from each type of ITD-only,
speech-shaped-noise stimulus.5 The plotted curves take ac-
count of Durlach’s~1963! assumption that listeners’ thresh-
olds are never below their monaural thresholds, so where the
formula returns a negative BMLD, the value has been set to
zero. The predictions from E-C theory are broadly consistent
with the observed thresholds in the upper panel of Fig. 3,
although there is a marked deviation at low frequencies for
the ~230°,60°,90°! condition. Also plotted is the theoretical
prediction for uncorrelated noise, derived by settingr to zero
and (fs2fm) to p in Eq. ~2! and for NoSp. Comparing this
curve with the others demonstrates that the~230°,60°,90°!
and~30°,60°,90°! maskers are not equivalent to uncorrelated
noise from the standpoint of E-C theory. Clearly, E-C theory
can predict a robust BMLD for multiple, spatially distributed
interferers and more so than one might expect on the basis of
being able to cancel just one of them. We set out below an
explanation of how the E-C mechanism handles these mul-
tiple interfering sources.

In the ~90°,90°,90°! configuration, Fig. 4 shows that the
coherence is high at all frequencies. The target speech signal
is not, however, out of phase with the complex of interferers
at all frequencies. The phase of the target is always zero. The
phase of the complex of interferers can be seen in the left
panel in Fig. 4 from its cross-correlation function. At 504 Hz

FIG. 4. The left-hand panels show a series of cross-correlations of corre-
sponding left- and right-hand frequency channels from a gamma-tone filter-
bank~Pattersonet al., 1987, 1988! at third-octave frequencies between 200
and 5008 Hz within a 100-ms exponentially tapering temporal window.
Separate panels show such cross-correlograms for the~230°,60°,90°!,
~30°,60°,90°!, and ~90°,90°,90°! interferers ~ITD-only, speech-shaped
noise!. The right-hand panels show the corresponding coherence~the maxi-
mum value of the cross-correlation function! averaged over a series of ap-
proximately 100-ms analysis windows. The duration and shape of these
windows was measured by Culling and Summerfield~1998!. Error bars are
one standard deviation of this mean across the series of windows.
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the masker cross-correlation has a trough near zero ITD, in-
dicating a phase difference ofp radius between masker and
signal, so a maximal masking release will occur at this fre-
quency@i.e., the~90°,90°,90°! threshold is close to the NoSp
threshold#. However, at all other frequencies the phase dif-
ference is smaller. Whenever target and masker differ in ITD,
there will always be frequencies at which the phase differ-
ence is less thanp ~or even zero!. It is for this reason that
different ITDs are never as effective in producing large
BILDs as the NoSp condition ~e.g., Schubert, 1956!, for
which signal and masker are out of phase at all frequencies.

In the ~30°,60°,90°! configuration, the coherence of the
masker is lower at high frequencies than in the~90°,90°,90°!
configuration, but is similar up to about 500 Hz where the
pure-tone thresholds for these two configurations diverge
~Fig. 3!. E-C theory predicts some difference between
~30°,60°,90°! and~90°,90°,90°! below 500 Hz, but not a very
large one~;2 dB!.

In the ~230°,60°,90°! configuration, there are few fre-
quencies that show high coherence, reflected by the consis-
tently small BMLD in Fig. 3. Predictions and observations
show some similar features as a function of frequency. It is
noteworthy, however, that both the observed and the pre-
dicted BMLDs tend to be above those predicted for uncorre-
lated noise.

IV. EXPERIMENT 3

Although Levitt and Rabiner~1967! used the articulation
index to predict the BILD, we decided to employ an empiri-
cal approach by adopting their assumption that the effective
spectrum level of the masker is reduced by its interaural
configuration with respect to the signal. Culling and Sum-
merfield ~1995! postulated that, in the binaural system, each
frequency band operates independently, such that the un-
masking in each individual frequency band is unaffected by
across-frequency differences in interaural configuration~note
that peaks in cross-correlation functions in Fig. 4 do not all
occur at the same delay!. Here we combine these ideas to
predict that the effective improvement in SNR at each fre-
quency can be measured from pure tone BMLDs~like those
from in experiment 2! without regard to the differences in
equalization parameters required in different frequency chan-
nels. The size of the pure-tone BMLD predicts the effective
reduction in the masker level. Therefore, an equivalent re-
duction in the actual level of the masker should yield the
same thresholds. Experiment 3 tests this prediction.

A. Stimuli

The ~0°,0°,0°! speech-shaped noise maskers were fil-
tered in the frequency domain in order to attenuate each fre-
quency by the magnitude of measured pure-tone BMLD at
that frequency from experiment 2. BMLD was linearly inter-
polated between the frequencies measured in experiment 2.
Attenuated stimuli of this sort were created to simulate the
masking release of the~230°,60°,90°!, ~30°,60°,90°!, and
~90°,90°,90°! configurations. SRTs were then measured in
seven conditions using diotic target speech as in experiment
1. Four of these conditions were replications of the four ITD-
only conditions from experiment 1. In addition, there were

simulations of the ~230°,60°,90°!, ~30°,60°,90°!, and
~90°,90°,90°! configurations based on the filtered copies of
the ~0°,0°,0°! masker.

B. Procedure

Fourteen listeners each took part in a single 2-h session.
During these sessions they completed a total 16 SRTs. The
first two were practice runs, similar to those of experiment 1
and the following 14 were two SRTs in each of the seven
conditions. As in experiment 1, the sentence materials were
rotated round the different conditions from one participant to
the next.

C. Results

The results are plotted in Fig. 5. Thresholds from the
simulation condition were similar to, or lower than, those for
the ITD-only condition. The results were analyzed using
a 233 analysis of variance. This analysis covered the
ITD-only versus simulation conditions and the three
spatial configurations,~230°,60°,90°!, ~30°,60°,90°!, and
~90°,90°,90°!, that confer binaural advantage. The~0°,0°,0°!
configuration could not be accommodated within this facto-
rial analysis, since it was not replicated for the ITD-only and
simulation conditions. The analysis revealed significant main
effects of spatial configuration@F(2,26)511.9,p,0.0005#
and ITD-only versus simulation@F(1,13)57.8,p,0.02#.
There was also a significant interaction between the two
@F(2,26)53.6,p,0.05#.

The interaction was interrogated using simple main ef-
fects: the simulation condition produced significantly lower
thresholds than ITD-only condition in the~90°,90°,90°! con-
figuration@F(1)517.7,p,0.005#, but did not differ signifi-
cantly in the ~230°,60°,90°! and ~30°,60°,90°! configura-
tions.

D. Discussion

A significant difference was observed between the ITD-
only and the simulation conditions only in the~90°,90°,90°!
configuration. This result is therefore partially consistent

FIG. 5. Replicated SRTs for ITD-only stimuli~filled symbols! and SRTs for
stimuli that simulate effects of the~230°,60°,90°!, ~30°,60°,90°!, and
~90°,90°,90°! spatial configurations~open symbols!. Simulation was
achieved by filtering the~0°,0°,0°! interferers, so that each frequency is
attenuated in accordance with the measured pure-tone BMLDs~see Fig. 3!.
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with Levitt and Rabiner’s contention that the BILD results
from an effective attenuation of the masker’s spectrum in
line with the pure-tone masking release at each frequency. If
we assume that the pure-tone masking release reflects the
action of an E-C mechanism, then such a mechanism can
also explain the observed BILDs in the~230°,60°,90°! and
~30°,60°,90°! configurations.

The right-hand panels of Fig. 4 show a further notewor-
thy effect. The standard deviations of the coherence measure-
ments are much larger in the~230°,60°,90°! and
~30°,60°,90°! configurations than in the~90°,90°,90°! con-
figuration. In order to understand speech in noise, one would
expect that the binaural system would need to extract infor-
mation about the modulation of the residue from cancellation
over time in each frequency channel. This modulation in this
residue would mirror modulations in coherence of the signal
1masker~Culling and Colburn, 2000!. Figure 4 shows that
in the ~230°,60°,90°! and ~30°,60°,90°! configurations,
where several maskers occupy different spatial positions,
there is considerable modulation in coherence across time in
the interferer complex itself. One might expect that this
coherence-modulation noise would provide an additional
source of high thresholds in the~230°,60°,90°! and
~30°,60°,90°! configurations. However, it appears on current
evidence that consideration of this ‘‘noise’’ is not necessary
to predict the observed performance.

The failure of experiment 3 to produce similar thresh-
olds for the simulated effect of binaural unmasking to the
ITD-only condition in the~90°,90°,90°! configuration is an
outstanding puzzle. The main purpose of the experiment was
to test whether the~230°,60°,90°! and ~30°,60°,90°! con-
figurations could be simulated in this way, since it was dif-
ficult without a more detailed examination to see how an E-C
mechanism would deal with these maskers. However, it is
the ~90°,90°,90°! configuration that was not well simulated
by filtering the~0°,0°,0°! interferer. Levitt and Rabiner’s as-
sumption therefore appears to predict better performance for
ITD-only stimuli than was observed. While we are not cur-
rently able to explain this result, it does, at least, help to
refocus our inquiry into the lack of difference between
~30°,60°,90°! and ~90°,90°,90°!. This lack of difference has
been a consistent feature of all the experiments in this series.
The current results suggest that, consistent with E-C theory,
the ~90°,90°,90°! configuration should bebetter than the
~30°,60°,90°! configuration; the pure tone thresholds are
lower and the simulation based on these thresholds did yield
lower SRTs in ~90°,90°,90°! than in ~30°,60°,90°! ~albeit
nonsignificantly!. It remains to find out why listeners seem to
underperform ~compared to the prediction! in the
~90°,90°,90°! configuration.

V. CONCLUSIONS

Previous research has mostly examined the effect of one
masking sound on speech intelligibility in noise. The present
study and that of Hawleyet al. ~2004! have extended this
research to cover the effects of multiple independent inter-
fering sounds in common or distributed locations. The find-
ings suggest that existing and well-documented mechanisms,
best ear listening and binaural unmasking, are largely suffi-

cient to explain performance in these circumstances. Two
findings argue against a significant role for sound localiza-
tion.

First, in experiment 1, SRTs in the ILD-only condition
were lower only when the interfering sources were in one
hemifield, allowing the contralateral ear an advantageous
signal-to-noise ratio. If listeners used binaural cues to attend
to the locations of target sources, one would expect improved
intelligibility when the interfering sources were separate
from the target source regardless of the effect at an indi-
vidual ear. This result was observed for both speech and
speech-shaped noise interferers.

Second, at least for the case of a speech-shaped noise, a
combination of binaural unmasking and best-ear listening ap-
pear sufficient to explain listeners’ performance with mul-
tiple, spatially separated interferers. Although one might ex-
pect both the BMLD and the BILD to be very poor for three
spatially distributed interferers, we found that this intuition is
neither predicted by conventional theories of binaural un-
masking, nor observed experimentally. Experiment 1 found
that, using ITDs alone, listeners were able to produce a spa-
tial unmasking effect for spatially distributed interferers of
both the speech and speech-shaped-noise types. Experiment
2 showed that the BMLD is quite robust to spatial distribu-
tion of speech-shaped noise interferers and E-C theory pre-
dicted the BMLD for these interferer complexes with reason-
able accuracy. Experiment 3 showed that the BILD in the
ITD-only condition was equal to or less than the effect of
reducing the spectrum noise level at each frequency in ac-
cord with the size of the pure-tone BMLD at that frequency.
Given that the pure-tone BMLDs were broadly predictable
from E-C theory, such a mechanism~operating indepen-
dently in each frequency channel! appears sufficient to ex-
plain the intelligibility data for these configurations.

Thus, simple binaural processing strategies, such as
channel-independent equalization-cancellation, are quite ro-
bust in complex listening situations and can explain the data
for speech-shaped-noise interferers quite adequately. How-
ever, larger effects of spatial unmasking are observed when
multiple speech or reversed speech interferers are used
~Hawleyet al., 2004!. The pattern of thresholds is very simi-
lar, but the effects are larger. It is not obvious how these data
can be explained by simple binaural processing strategies,
but it is apparent from the present experiment that ILDs and
ITDs make independent contributions to the spatial unmask-
ing for speech, just as they do for speech-shaped-noise. The
same arguments against a role for sound localization can
therefore be applied.
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1The exceptional effect was an interaction between voicing of the interfering
sounds and spatial distribution. If the interferers were speech or reversed
speech, then the advantage of spatial separation attributable to binaural
interaction was about twice as great as when the interferers were speech-
shaped noise or speech-modulated, speech-shaped noise.

2The E-C model can also compensate for interaural differences in level. In
this article, the time- and level-equalization processes will, until Sec. III C,
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be assumed to operate efficiently, leaving the multiplicity of interfering
sources at different ITDs as the main factor limiting performance. ILDs
will mainly be considered for their effect on monaural performance at the
ear with the most favorable signal-to-noise ratio.

3Although the stimuli contained realistic ILDs and ITDs for external virtual
locations, the stimuli tended to be perceived as within the head, even when
the full set of binaural cues was included.

4This application of E-C theory is only approximate because it assumes that
the stimulus is composed of one noise that is identical at the two ears
except for some interaural time delay and two that are independent and
applied to different ears. The stimulus is not constructed that way, but by
adding together three noises with different interaural time delays. The ap-
proximation relies on the assumption that within a given frequency channel,
there is no effective difference between these two constructions, provided
that the resulting coherence and time delay are identical. The advantage of
making the approximation is that the same formula can be applied to prac-
tically any stimulus configuration.

5Interaural phase and coherence of the masker complex at each frequency
were measured from the output of a gammatone filterbank using a cross-
correlation with a 100-ms window. The phase of the target was always zero.
Twenty samples were taken at 100-ms intervals and BMLDs calculated
separately for each sample.
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Hearing thresholds measured with high-frequency resolution show a quasiperiodic change in level
called threshold fine structure~or microstructure!. The effect of this fine structure on loudness
perception over a range of stimulus levels was investigated in 12 subjects. Three different
approaches were used. Individual hearing thresholds and equal loudness contours were measured in
eight subjects using loudness-matching paradigms. In addition, the loudness growth of sinusoids
was observed at frequencies associated with individual minima or maxima in the hearing threshold
from five subjects using a loudness-matching paradigm. At low levels, loudness growth depended on
the position of the test- or reference-tone frequency within the threshold fine structure. The slope of
loudness growth differs by 0.2 dB/dB when an identical test tone is compared with two different
reference tones, i.e., a difference in loudness growth of 2 dB per 10-dB change in stimulus. Finally,
loudness growth was measured for the same five subjects using categorical loudness scaling as a
direct-scaling technique with no reference tone instead of the loudness-matching procedures.
Overall, an influence of hearing-threshold fine structure on loudness perception of sinusoids was
observable for stimulus levels up to 40 dB SPL—independent of the procedure used. Possible
implications of fine structure for loudness measurements and other psychoacoustic experiments,
such as different compression within threshold minima and maxima, are discussed. ©2004
Acoustical Society of America.@DOI: 10.1121/1.1760106#

PACS numbers: 43.66.Cb@GK# Pages: 1066–1080

I. INTRODUCTION

When absolute hearing thresholds are evaluated with
small frequency increments, consistent quasiperiodic pat-
terns of threshold change with frequency~threshold fine
structure or microstructure1! can be obtained. Regions of
relatively stable poor sensitivity~hearing threshold maxima!
are separated by narrow regions of greater sensitivity~thresh-
old minima!. In this study, we investigated in detail the rela-
tion between hearing-threshold fine structure and fine struc-
ture in loudness perception of sinusoidal signals for
frequencies around 1800 Hz to receive a broader base for the
understanding of loudness perception at low levels. Isolated
investigations~Elliot, 1958; van den Brink, 1970; Thomas,
1975! of threshold fine structure were described in the litera-
ture prior to 1979, establishing that the frequency spacing of
the threshold fine structure appeared to be a constant fraction
of estimates of the frequency resolution capacity of the ear
~the critical band!. In 1979, Kemp noted that the capacity of
the healthy ear to generate sounds~known as otoacoustic

emissions—OAE! could be due to the same mechanisms as
those responsible for the threshold fine structure~Kemp,
1979!. These OAEs are generated by the processes respon-
sible for the remarkable sensitivity of the human ear, and
even small amounts of hearing loss correspond to signifi-
cantly reduced levels of OAEs. All types of OAEs in humans
are characterized by strikingly similar fine-structure patterns
in the frequency domain with a frequency spacing between
adjacent maxima or minima on the order of 0.4 bark~e.g., He
and Schmiedt, 1993; Mauermannet al., 1997; Zwicker and
Peisl, 1990; Zweig and Shera, 1995!. Threshold minima are
associated with frequencies near spontaneous OAEs
~SOAEs! or large evoked OAEs~EOAEs! ~Zwicker and
Schloth, 1984; Long and Tubis, 1988a, b; Horst and de
Kleine, 1999!. The depth of the minima is not simply related
to the level because high-level emissions can interact with
the stimuli and elevate thresholds~Long and Tubis, 1988a, b;
Smurzynski and Probst, 1998!. Changes in the emission fre-
quency are associated with changes in the threshold-fine-
structure frequency~Long and Tubis, 1988a; He, 1990; Furst
et al., 1992!. Overall, the spacing of the threshold fine struc-
ture is very similar to that of otoacoustic emissions. Further-
more, it has been observed that normal-hearing subjects with
weak otoacoustic emissions show a reduced ‘‘audiogram
ripple’’ ~Kapadia and Lutman, 1999!.

a!Parts of this study were presented at the 23rd Midwinter Research Meeting
of the Association for Research in Otolaryngology 2000 in St. Petersburg
Beach, Florida@Mauermannet al., Abstract No. 984, p. 284#.

b!Electronic mail: manfred.mauermann@uni-oldenburg.de
c!Current affiliation: City University of New York; Graduate School and
University Center, 365 Fifth Avenue, New York, N.Y. 10016-4309. Elec-
tronic mail: glong@gc.cuny.edu
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Experimental evidence for a close link between OAE
fine structure and threshold fine structure has been supported
by different cochlear models. Any sound generated in the
cochlea must be conducted through the middle ear if it is to
be detected in the ear canal as an OAE. But, not all sound
generated in the cochlea will be transmitted through the
middle ear. Due to the impedance mismatch at the stapes,
some sound will be reflected back into the cochlea~e.g.,
Shera and Zweig, 1993!. The returning reflection will either
enhance or partially cancel any energy at the original reflec-
tion site depending on the round-trip travel time. If the sound
was initially reflected~and is not canceled by the returning
echo!, it will be reflected again unless the properties of the
cochlea have changed. Multiple internal reflections of co-
chlear traveling waves will occur~Zweig and Shera, 1995!,
leading to the resonance behavior of the cochlea originally
suggested by Kemp~1980! as an explanation for fine struc-
ture in stimulus frequency OAEs~SFOAE!. This resonance
will naturally enhance the response of the basilar membrane
to sounds at some frequencies, and reduce its response to
sounds at others. Frequencies at which the basilar-membrane
response at CF is maximal will result in threshold fine-
structure minima, and frequencies at which this basilar-
membrane response is minimal will result in threshold fine-
structure maxima. This same resonance behavior can be used
to explain the origin of the pseudoperiodicity observed in all
OAE fine structure with a single origin, and thus provides a
common origin of the OAE fine structure and threshold~and
other psychoacoustic! fine structures~see Talmadgeet al.,
1998!. Even though OAE and psychoacoustic fine structure
are based on the same underlying mechanisms, and the peri-
odicity is similar from the model point of view, the pattern of
both does not necessarily match over all frequencies~Tal-
madgeet al., 1998!.

In addition to the theoretical implications of cochlear
fine structure, there are practical implications for psychoa-
coustic research. Except for the investigation of the relation
between threshold fine structures and OAEs, there are only a
small number of psychoacoustic studies investigating the de-
pendence of suprathreshold psychoacoustic data on threshold
fine structure. Variations of psychoacoustic observations re-
lated to threshold fine structures have been found in~a! the
perceived loudness of low-sensation-level tones~Kemp,
1979!; ~b! temporal integration~Cohen, 1982!; ~c! masked
thresholds~Long, 1984!; ~d! amplitude-modulation thresh-
olds ~Zwicker, 1986; Long, 1993!; ~e! monaural diplacusis
~Kemp, 1979; Long, 1998!; and ~f! binaural diplacusis~van
den Brink, 1970, 1980!. The effects of cochlear fine structure
get smaller as stimulus level is increased in most paradigms,
and there is some indication that the spacing of the psychoa-
coustic fine structures can change at the highest levels tested
~Long, 1984!. In addition to screening of loudness maxima
and minima at about 10 dB SL in 42 normal-hearing ears,
Kemp ~1979! showed equal-loudness contours for one sub-
ject around a pronounced threshold minimum, which flattens
out with increasing levels at about 35 dB SPL. Van den Brink
~1970! measured thresholds and isophons with a high-
frequency resolution, using a 1-kHz reference tone at 40, 60,
and 80 dB SPL, so they could be compared with patterns of

diplacusis. He found ‘‘some recruitment at low SPLs for the
extreme peaks,’’ i.e., a flattening of threshold fine structure at
40 dB. In the example shown~van den Brink 1970, Fig. 10!,
he linked maxima and minima in threshold with extrema in
the isophons up to 80 dB SPL, which suggests a preservation
of a reduced fine structure in isophons~with fluctuations of
about 2–3 dB! for reference tones up to 80 dB SPL.

In studies taking the fine structure into account, the vari-
ance at each frequency is comparable to the within-subject
variance seen in most other psychoacoustic research with
well-trained subjects. The across-frequency variance is, how-
ever, much larger and comparable to the between-subject
variance seen in many experiments. One interpretation of
these results is that much of the between-subject variance
seen might depend on the position of the stimuli within the
cochlear fine structure. Hellman and Zwislocki~1961! found
that presenting the stimuli at equal SL in comparison to equal
SPL reduces the variability among listeners’ loudness judg-
ments, especially at low levels. Any effects of cochlear fine
structure on psychoacoustic research will increase the vari-
ance and thus limit our ability to evaluate the underlying
impact of some stimulus manipulations. Nevertheless, with a
few exceptions, most psychoacoustic research with sinusoids
is done at discrete, widely spaced frequencies chosen without
any attempt to determine whether these tones lie in a mini-
mum, a maximum, or a transition region within the cochlear
fine structure. For studies interested in average effects over a
sufficiently large number of subjects, it is certainly reason-
able to ignore potential effects of cochlear fine structure. But,
it might be necessary to strengthen the consideration of co-
chlear fine-structure effects on psychoacoustic measurements
~a! to get a more detailed understanding of hearing mecha-
nisms;~b! to investigate interindividual variations; and~c! to
possibly increase the potential value of audiological tools for
more precise and individual diagnoses, or for diagnoses at
very early stages of cochlea injury. The aim of this study is
to further examine the potential influences of the cochlear
fine structure on perceived loudness of sinusoidal signals. Do
the interference effects of cochlear mechanics most probably
responsible for threshold fine structure, affect loudness per-
ception? To get a broader base of detailed data on loudness
perception taking the threshold fine structure into account,
the following experiments were performed: Experiment 1 in-
vestigated the range of stimulus levels for which loudness
fine structure is preserved in eight subjects. Thresholds and
equal-loudness contours for different stimulus levels were
measured with a high-frequency resolution. Experiment 2
observed loudness growth at low to moderate levels using
test-tone frequencies associated with adjacent minima and
maxima in individual thresholds in an attempt to describe the
change in response with level for these different conditions.
We also examined whether the position of the reference tone
within threshold fine structure affected the measured loud-
ness growth, to check whether threshold fine structure may
influence loudness-matching procedures at low levels.

In experiment 3, loudness growth was again measured
for different frequencies—matching either a minimum or a
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maximum of threshold—but using a different paradigm. In
this experiment, a categorical loudness scaling was used as a
direct scaling technique in addition to the loudness-matching
procedures used in experiments 1 and 2. By comparing
across experiments, we can determine how the effects of fine
structure depend on the measurement procedures.

II. GENERAL METHODS

A. Subjects

Ten normal-hearing subjects~GL, GM, JO, KW, MO,
MW, RH, TB, RM, SU—six male, four female! with thresh-
olds better than 15 dB HL at the standard audiometric fre-
quencies from 125 Hz to 8 kHz, and two subjects with a
slight hearing loss~MM—male, 25 dB HL at 8 kHz; DS—
male, 25 dB HL at 3 and 4 kHz! participated in this study.
The subjects TB, GL, JO, KW, MM, and MO had been
scanned for spontaneous otoacoustic emissions~SOAE! in
another study~Mauermannet al., 1999!. Three of these sub-
jects ~GL, TB, and MO! show weak SOAE within the fre-
quency regions observed here. The frequencies of detectable
SOAE are always indicated as asterisks in the first figure that
shows a threshold fine structure of the respective subject~GL
in Fig. 1~a! TB in Fig. 3~a!, and for subject MO in Fig. 8!.
All frequencies of detected SOAE correspond to minima in
threshold perception. The subjects were the authors, mem-
bers of the medical physics group at the University of Old-
enburg, and students getting paid for the measurements. For
all subjects, the measurements were conducted on one ear.
During the measurements, the subjects were seated in a
double-walled sound-insulated booth~IAC!.

B. Instrumentation and software

Adaptive loudness matches, and most of the threshold
measurements, were controlled by the signal-processing soft-
wareSI running on an Indy computer system~Silicon Graph-
ics!. The signals were generated digitally at a sampling rate
of 44 100 Hz by theSI software, and converted by the 16-bit
DA converters of the computer. They were attenuated by a
computer-controlled audiometer and presented via an Ety-
motic Research ER2 insert ear phone. The presentation of
each observation interval in one trial was marked optically
by an LED, attached to the side of the computer display in
the booth.

A PC/MATLAB -controlled setup was used for some of the
interleaved adaptive threshold measurements, all of the ad-
justment measurements, and the categorical loudness scaling.
The signals were generated digitally at a sampling rate of
44 100 Hz in theMATLAB programs and sent through an
RME Digi96/8 PAD digital I/O card to a SEKD 2496 24-bit
DA converter. After amplification~Behringer headphone am-
plifier Powerplay II! the signals were presented via an ER2
insert phone. Each observation interval was marked optically
on the computer screen instead of using the LED marker.
The ER2 were calibrated using an artificial ear for insert
phones~Bruel & Kjaer type 4157!.

III. EXPERIMENT 1: PRESERVATION OF THRESHOLD
FINE STRUCTURE IN EQUAL-LOUDNESS
CONTOURS

When Kemp ~1979! investigated the equal-loudness
contours around a pronounced sensitivity maximum in one
subject, the threshold fine structure could be observed when
the reference tone was about 35 dB SPL. To determine how,
and up to what levels, loudness perception depends on
threshold fine structure, data were gathered in detail from
more subjects and a wider frequency region. Hearing thresh-
olds were measured with a high-frequency resolution from
1600–2000 Hz and compared with equal-loudness contours.
While Kemp ~1979! used test tones fixed in level, we con-
centrated on a paradigm with the reference tone kept fixed in
level.

A. Methods

1. Subjects

Subjects were GL, GM, JO, KW, MO, MW, RH, and TB
~four male, four female!. Subject GL~second author! per-
formed measurements on hearing thresholds and extended
measurements on equal-loudness contours using adaptive in-
terleaved paradigms~see the procedures below!. Hearing
thresholds and equal-loudness contours using an adaptive-
interleaved paradigm were also measured in subjects GM,
MW, and to some extent in subject KW. Adjustment methods
were used in subjects JO, KW, MM~first author!, MO, TB,
and partially in subject MW.

2. Procedures

a. Hearing thresholds (adaptive). Measurements of hear-
ing thresholds were obtained from subjects GL, KW, MW,
and GM using a 3 alternative forced choice~AFC! adaptive
~1-up, 2-down! paradigm with feedback. Sinusoids of
250-ms duration were used as stimuli~including 25-ms
Hanning-shaped ramps!. The three observation intervals in
each trial were marked optically and were separated by 500
ms of silence. The subject’s task was to indicate the interval
in which the tone was presented. The frequencies~1600–
2000 Hz in 12.5-Hz steps! were divided into three blocks
including 11 frequencies. Each of these blocks was measured
in separate sessions.

Every track started with level steps of 8 dB. At each
reversal, the step size was reduced to 4-, 2-, and finally 1-dB
steps. The median of the final eight reversal points~at 1-dB
steps! was taken as the preliminary estimate of the threshold.
These measures were obtained in three sessions~exceptions
are indicated in the figure captions!. The mean of the three
median values provided the final estimate of the threshold at
each frequency.

b. Equal-loudness contours (interleaved adaptive). The
instrumentation and signals were the same as those used for
the loudness measurements. A frequency resolution of 25 Hz
was used. During one session, all test-tone frequencies for
one level were measured as 16 interleaved tracks~subject
GL, GM! for the frequency range from 1600 to 2000 Hz. For
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the subjects KW and MW, the measurements were divided in
two sessions with eight interleaved tracks. The order of the
1000-Hz reference tone and the respective test tone were
randomized in each trial. The subjects had to decide which of
the two sinusoids presented in consecutive intervals was
louder. The reference tone was held fixed in level while the
test tones followed an adaptive 1-up, 1-down procedure con-
verging to the 50% point of the psychometric function~this
is the traditional isoloudness procedure!. The measurements
for each frequency started with level steps of 8 dB, which
were decreased to 4 and finally to 2-dB steps at each rever-
sal. The median from the final four reversals~with constant
level changes of 2 dB! was taken as the preliminary estimate
of equal loudness. Each session was repeated three times
~exceptions are indicated in the figure captions! with differ-
ent start levels of the test tones. In each session, the start
levels for the stimuli were either the same as the reference
tone levelL ref in dB SPL level orL ref610 dB ~1/3 of the
stimuli at each start level!. In each session, a different start
level was chosen for each frequency so that all the frequen-
cies were tested with each start level. The order of test and
reference tone in each trial was randomized. The mean of the
resulting median values was taken as the final estimate for
the level of equal loudness, referred to as the point of sub-
jective equality~PSE!.

For subject GL, the 1000-Hz reference tone was close to
a threshold minimum. Additional equal-loudness contours
were measured using a reference tone at 1800 Hz, which is
close to a threshold maximum in this subject. A set of equal
loudness contours was measured in comparison to a refer-
ence tone at 1000 Hz, as well as for a reference tone at 1800
Hz. All other parameters were the same as for the measure-
ment of the equal-loudness contours. The position of the
1000-Hz reference tone within the fine structure was not
evaluated in the other subjects.

c. Inverse loudness contours. In addition to the loudness
matches using a reference tone with fixed level, subject GL
provided ‘‘inverse’’ loudness contours with a variable refer-
ence tone level, while the test-tone level was kept fixed. In
this procedure, the stimuli are not set to be equally loud.
Instead, an estimate of the loudness in phons at each fre-
quency and level is provided.

d. Equal loudness contours (adjustment). Due to the ex-
cessive measurement time and numerous critical remarks
about the interleaved adaptive method from the majority of
the subjects, we decided to find a quicker paradigm for the
loudness measurements. This was done to avoid problems
with massive reduction of subject motivation, and to permit
higher frequency resolution with acceptable measurement ef-
fort. Consequently, a different setup was designed. The sub-
jects’ task was to adjust the test tone to be equally loud as the
reference tone at 1 kHz. The subjects were allowed to hear a
pair of reference and test tones~in fixed order—reference
tone first! as often as they wanted by clicking on a ‘‘play’’
button. Each tone had a duration of 500 ms. They could
change the level of the test tone by adjusting a slider on the
computer screen. This permitted a maximum change in level
of 66 dB during one step, not indicated to the subjects
~minimal possible step size was 0.5 dB!. When the subject

clicked on the play button after a level adjustment, the tone
pair was presented with the test tone at the new level. The
slider control jumped back to the zero point when a new
frequency was presented to avoid anchor effects stemming
from the optical position of the slider. The two observation
intervals in each trial were marked optically on the computer
screen. When the subject was sure that both tones were
equally loud, he/she was advised to press an ‘‘is equal’’ but-
ton to proceed to the next frequency. The order of frequen-
cies was randomized. These measures were obtained in three
sessions. The mean of three adjusted levels was taken as the
estimate for the PSE. The same frequency range was mea-
sured as for the adaptive interleaved paradigm, but with a
higher a frequency resolution of 12.5 Hz instead of 25 Hz.

e. Hearing thresholds (adjustment). Subjects who per-
formed the adjustment method for loudness matching also
used an adjustment paradigm to measure the hearing thresh-
old in quiet. The subject could replay a single tone pressing
the play button and change its level by adjusting the slider on
the computer screen. The subject’s task was to report a just-
noticeable level. So, the subjects performed a kind of self-
controlled audiogram with high-frequency resolution. The
signals ~sinusoids of 500-ms duration including 25-ms
Hanning-shaped ramps! were identical to the ones used for
the loudness matching used in the adjustment paradigm.
Again, the order of frequencies was randomized. Each ses-
sion, containing all frequencies, was repeated three times.
The mean of the three adjusted levels was taken as the esti-
mate of threshold.

B. Results

Most of the subjects participating in this study had
threshold fine structure, i.e., maxima and minima in hearing
thresholds with level differences of more than 5 dB. The only
exception was subject RH~not shown here!, who showed
limited threshold and isophon variation~up to 65 dB SPL for
the reference tone! for the frequencies investigated here.
Subjects MO, KW, and JO showed reduced or no fine struc-
ture for frequencies between 1800 and 2000 Hz. The fre-
quency range investigated in subject MO~data not shown
here! was changed to 1400–1800 Hz, where he showed a
more pronounced fine structure.2 In frequency regions with
fine structure, we mostly see a characteristic quasiperiodic
pattern for the fine structure of hearing thresholds. The dif-
ferences of the adjusted threshold levels for adjacent maxima
and minima varied individually from about 5 dB up to about
15 dB.

The shape of the threshold fine structure was visible in
the equal-loudness contours of all subjects up to a reference
tone of at least 25 dB SPL~Figs. 1, 2, 3!, and for subject GL
~the one with most practice at the task! even up to 50 dB SPL
~see Figs. 1, 4, 5!. Overall, the pattern flattened out with
increasing level. In some subjects, the patterns tended to shift
or change shape at intermediate levels before becoming
smooth~see, e.g., subject GL in Fig. 1 at 45 to 55 dB for the
reference tone and subject GM in Fig. 2~b! for 35 and 45
dB!. These observations hold for both paradigms used.
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Figure 6 shows a comparison of threshold measurements and
equal loudness contours~reference tone level at 15 dB SPL!
from both paradigms, i.e., the interleaved adaptive and the
adjustment paradigm. High consistency between the patterns
from the two paradigms can be seen.

When the reference tone was fixed in level, the fre-
quency regions with the lowest thresholds~most sensitive!

presented as minima in the equal-loudness contours, while
maxima line up with the maxima in the threshold fine struc-
ture. The level of the louder probe was reduced to match the
loudness of the fixed-level reference. Varying the level of the
reference tone while keeping the test tone fixed in level gave
the reverse pattern with maxima in the loudness function
associated with minima in the threshold fine structure. In this

FIG. 1. ~a! Hearing threshold and equal-loudness contours from subject
GL—right ear, for a reference tone fixed at 1 kHz, measured with the inter-
leaved adaptive paradigm~data are averages of 6 thresholds!. From bottom
to top: hearing threshold~gray line with open circles!, equal loudness con-
tours with reference level from 10 to 70 dB SPL in steps of 5 dB~alternating
thin lines without symbols and thick lines with filled circles!. The reference-
tone levels of the thick lines are indicated by labels next to the lines. Two
independent sets of thresholds showed similar patterns.~b! shows the results
from ‘‘inversed’’ equal-loudness contour measurements keeping the test tone
fixed in level while varying the level of the 1-kHz reference tone. In order to
compare the difference in dynamic ranges for the two different paradigms,
data with 10-dB step size are indicated with thick lines and symbols in both
~a! and ~b!. Shaded areas give the standard deviation from one set of three
repetitions of the loudness matches. While in~a! the most sensitive frequen-
cies are represented by minima in the curves, in~b! the most sensitive
frequencies are given by the maxima of the adjusted level; note, further-
more, the different dynamic range for the same reference-tone levels or
test-tone levels, respectively~compare thick black lines with filled circles in
the left and right panel!. Within the observed frequency range subject GL
has two SOAE at 1762 Hz~29.9 dB SPL! and 1874 Hz~212.3 dB SPL!.
The frequencies of the SOAE are indicated as black asterisks with labels
that give the SOAE level in the sealed ear canal.

FIG. 2. Hearing threshold and equal-loudness contours from~a! subject
MW—left ear and~b! subject GM—left ear, measured with the interleaved-
adaptive paradigm. The curves are labeled with the reference levels used or
‘‘threshold,’’ respectively. The shaded areas give the standard deviation of
three repetitions. The hearing threshold shown for subject GM is the result
from only one measurement.

FIG. 3. Hearing threshold~gray! and equal-loudness contours~black! from
~a! subject TB—left ear;~b! subject KM—right ear;~c! subject MM—left
ear; and~d! subject JO—left ear measured with the adjustment paradigm.
The curves are labeled with the reference levels used or ‘‘threshold,’’ respec-
tively. The shaded areas give the standard deviations of three repetitions.
The black asterisks in panel~a! indicate the SOAE frequencies found in
subject TB—left ear. The levels of the SOAE are indicated as labels beside
the asterisks. There were no SOAE detected in the other three subjects.

FIG. 4. Loudness growth functions from subject GL—right ear. The data are
extracted from the data shown in Fig. 1 for reference tones fixed in level
~solid lines, crosses! and ~b! for the reference tone varied in level~dashed
lines, open circles! both for two test-tone frequencies 1600 Hz~black lines!
at a threshold minimum and 1950 Hz~gray lines! at a threshold maximum.
While the data from the two paradigms are very consistent, a different
position of the reference-tone frequency within fine structure results in dif-
ferent loudness slopes.
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paper, these are called inverse loudness contours. The level
of the reference tone was increased to match the probes,
which were loudest near threshold minima. Figure 1 com-
pares results for these two strategies of loudness matching
from the same subject. The pattern of the fine structure is
reversed in Fig. 1~b!. The level of the adjusted reference tone
shows maxima at frequencies near threshold minima~the
level of the reference tone is increased to match the louder
probe and reduced near threshold maxima!. However, the
width of the fine structure is the same as for the equal-
loudness contours@compare, e.g., Figs. 1~a! and ~b!#. To il-
lustrate the consistency of the data, Fig. 4 shows test-tone
level as function of the reference tone level extracted from
both the equal loudness contour data from Fig. 1~a! as well
as from the inverse equal-loudness contours shown in Fig.
1~b! for one sensitive frequency at 1600 Hz and a more in-
sensitive one at 1950 Hz. While the growth functions are

different for the two frequencies, the two matching strategies
are identical within the limits of measurement error. The pro-
nounced fine-structure pattern of thresholds flattens out to-
wards equal-loudness contours at higher levels. This leads,
obviously, to a difference in loudness compression of tones
at frequencies of threshold maxima or minima, respectively
~see also Fig. 5!. At low to moderate levels, the growth of the
level adjusted to sound equally loud as the reference tone has
considerably~loudness-level-growth function! steeper slopes
for tones at very sensitive frequencies~threshold minima!
than for less responsive regions. This is equivalent to a
higher loudness compression of the more sensitive frequen-
cies for which a larger range of levels is mapped to the same
range of loudness than for less sensitive frequencies. To il-
lustrate the differences of loudness-level-growth functions
from frequencies at threshold maxima and minima, Fig. 5
shows loudness-level-growth functions extracted for fre-
quencies at three different threshold maxima and three
minima for subject GL@Fig. 5~a!# and three different thresh-
old maxima and two minima for subject TB@Fig. 5~b!#.

In Fig. 7, equal-loudness contours for a reference tone at
1 kHz ~fixed in level! are compared with equal-loudness con-
tours obtained with a reference tone at 1.8 khz. While 1 kHz
falls within a threshold minimum of the subject~GL—
threshold at 1 kHz is 3.25 dB SPL!, 1.8 kHz lies near a
threshold maximum. The equal-loudness contours referenced
to the tone near a threshold minimum~1 kHz! from the same
subject and the same frequency range, are closer together,i.e.,
indicating less loudness compression than the ones refer-
enced to a tone near a maximum~1.8 kHz!. Due to the flat-
tening of fine structure with increasing stimulus level, a ref-
erence tone at a threshold maximum needs a smaller range of
stimulus levels for the same change in loudness~less loud-
ness compression! than a reference tone at a threshold mini-
mum. That means a tone near a threshold minimum shows a
higher dynamic range, or larger amount of compression than

FIG. 7. Equal-loudness contours from subject GL—right ear for reference
tone levels of 25, 40, 55 dB SPL~indicated by labels within the plot!. The
black lines with circles show data from measurements using a reference tone
at 1 kHz; the gray lines with triangles show data for a reference tone at 1.8
kHz. While 1 kHz lies close to a local hearing threshold minimum, the
reference at 1.8 kHz matches a threshold maximum. Note that the equal-
loudness contours referenced to a tone near a threshold minimum~black
lines! are closer together, i.e., indicate less loudness compression than the
ones referenced to a tone near a maximum~gray lines!.

FIG. 5. Loudness growth functions~a! from subject GL—right ear~ex-
tracted from data shown in Fig. 1! and~b! TB—left ear@extracted from data
shown in Fig. 3~a!# at different frequencies. While the data in~a! were
collected using the adaptive interleaved paradigm, the data for~b! stem from
measurements using the adjustment procedure. Both show similar loudness
growth for stimuli from threshold maxima at three different frequencies
~gray lines, for frequencies see the legend! that is different from the loud-
ness growth from minima~black lines!.

FIG. 6. Comparison of hearing threshold and equal-loudness contour mea-
surements for two different paradigms.~a! From subject KW—right ear;~b!
subject MW—left ear. The black lines with triangles show hearing thresh-
olds and equal-loudness contours using the interleaved-adaptive paradigm,
while the gray lines with open circles show results from adjustment mea-
surements. The shaded areas give the standard deviation from three repeti-
tions. Note the qualitative and quantitative correspondence between the two
paradigms.
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a tone at an adjacent threshold maximum. Therefore, loud-
ness matching of test signals with a reference tone near a
threshold minimum~relatively high compression! will lead
to a shallower loudness-level-growth function~indicating
less compression!, than loudness matching of the identical
test tones matched with a reference tone at a frequency close
to a threshold maximum~relative low compression!, as can
be seen in Fig. 7.

IV. EXPERIMENT 2: LOUDNESS GROWTH AT
FREQUENCIES IN THRESHOLD MAXIMA AND
MINIMA—LOUDNESS MATCHING

The results from the equal-loudness-contour measure-
ments in experiment 1 indicate different loudness growth
with increasing level depending on the position of the refer-

ence tone within the hearing-threshold fine structure. One
may argue that the effect observed for different reference
tones in subject GL might be mainly influenced by the dif-
ferent distance of the reference tones to the test tones or due
to an overall difference in the dynamic characteristics of
loudness growth around 1 kHz vs 1.8 kHz. Consequently, we
investigated loudness growth functions for test-and reference
tones from different maxima or minima in thresholds which
are closer in frequency. The different character of loudness
growth is clearly reflected in loudness growth functions at
single frequencies, although some of the equal-loudness-
contour patterns~experiment 1! show slight shifts in fre-
quency with increases in level. This can be seen in Fig. 5 for
two sets of representative growth functions for different test-
tone frequencies extracted from the equal loudness contour

FIG. 8. Hearing-threshold fine structures~top row! for four subjects, from left to right: MO—right ear; TB—left ear; SU—right ear; and RM—right ear. The
panels in the medium row show the associated loudness growth functions from a loudness-matching procedure for an individually selected test tone in a
threshold maximum compared to a neighboring reference tone within a threshold maximum~black lines and asterisks! or minimum~gray lines and triangles!,
respectively. The lower panels show the loudness growth functions of a test tone at a threshold minimum in comparison to a reference frequency at a
maximum~gray lines and asterisks! and a minimum~black lines and triangles!. The symbols indicate each data point measured. Each loudness match was
measured three times. A least-squares linear regression was computed for each data set. The slopem and its standard deviation for each fitted function is given
in the legend of each panel as indicator for the different loudness growth behavior~compare Table I!. The asterisk in the top left panel~subject MO! indicates
the frequency of a SOAE in this subject.
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data of experiment 1. Consequently, loudness growth func-
tions with level were measured directly in five subjects. An
interleaved-adaptive loudness-matching procedure was used
to investigate the different patterns of loudness growth~using
a level resolution of 5 dB! for frequencies near threshold
maxima and minima. The reference frequency was matched
to two different positions on the individual’s measured fine
structure:~a! to a maximum and~b! to a minimum. This was
done to investigate the influence of the different position of
the reference-tone frequency on the measured loudness
growth. The loudness growth was evaluated for reference
conditions paired with test-tone frequencies from both a
threshold maximum and minimum.

It is assumed that the loudness growth is almost the
same for pure tones with adjacent frequencies and similar
thresholds. Therefore, placing both reference and test-tone
frequencies at either similar pronounced maxima or at simi-
lar minima in threshold should, ideally, give loudness match-
ing ~plotting the adjusted test-tone level as function of the
reference tone level! which has an almost linear growth close
to 1 dB/dB. When the reference tone is near a maximum but
the test-tone frequency falls near a threshold minimum this
should lead to an expansive growth.1 dB/dB. However,
when a reference-tone frequency is within a minimum and
the test tone near a threshold maximum we would expect a
compressive growth with a slope,1 dB/dB. When probe
tones are from both maxima and minima, the loudness
growth function for a specific test-tone frequency is expected
to be steeper for reference tones near threshold maximum
than for reference tones at a threshold minimum.

A. Methods

1. Subjects

Four normal-hearing subjects~TB, MO, RM, SU! with
thresholds of 15 dB HL or better in the clinical audiogram
~125 Hz–8 KHz! and one subject~DS! with 25 dB HL at 3
and 4 kHz participated in this study. Subjects TB and MO
also participated in experiment 1.3

2. Procedures

a. Hearing thresholds. The same adaptive paradigm de-
scribed in experiment 1 was used for measuring hearing
thresholds. Two frequency ranges from 1600–1800 and
1812.5–2012.5 Hz were each measured as 17 interleaved-
frequency tracks with a frequency resolution of 12.5 Hz.
Subjects MO and DS were also tested from 1387.5 to 1587.5
Hz to scan for regions with more pronounced fine structure.

b. Loudness growth functions. The stimuli were identical
to the stimuli used in the interleaved-adaptive equal-
loudness-contour experiments. The frequencies of individual
threshold maxima and minima, as well as the appropriate SL
conversion, were determined from the hearing threshold
measurements. Loudness matching with a reference tone
near a threshold maximum or a minimum was paired with a
test tone close to a maximum and a test tone near a mini-
mum. This gave four reference/test-tone conditions. Eleven
different reference levels~5 to 55 dB SL in 5-dB steps! were
presented using an interleaved-adaptive 2 AFC 1-up, 1-down
procedure as previously described for experiment 1. The step

size started at 8 dB and was halved at each reversal, ending
with 2-dB steps. The median of the final four reversals with
2-dB steps was taken as an estimate of the PSE. The mea-
surements were repeated three times with different test-tone
start levels~in one session the start levels were the same as
the reference tone levelL ref in dB SPL level, and in the two
further sessions a start level ofL ref610 dB was used!. The
order of test- and reference-tone presentation was random-
ized. A linear function was fitted to all estimates of the PSEs
for each reference/test-tone condition. These slopes give in-
dicators for the growth behavior for the different test-tone/
reference-tone conditions.

B. Results

The slopes of the linear functions fitted to the data indi-
cate the loudness growth for the different test-tone/reference-
tone conditions. Figure 8 shows the results from four of the
five subjects tested. The results for all five subjects are sum-
marized in Table I. The slopes when two adjacent sinusoidal
tones are compared vary around 1 dB/dB as expected. The
comparison of either two minima~mean 0.96, standard de-
viation 0.04! or two maxima~mean 0.98, standard deviation
0.05! results in slopes quite close to 1 dB/dB, while the
comparison of frequencies, one at a maximum and the other
at a minimum, have slopes that depart from 1 dB/dB.

For all subjects, the slope of loudness growth at a test-
tone frequency chosen to fall near a threshold maximum or
minimum is steeper~indicating less loudness compression!
when the reference tone is near a threshold maximum~mean
slope 1.11, standard deviation 0.08! than when the reference
tone is near a threshold minimum, i.e., a more sensitive place
~mean 0.82, standard deviation 0.05!. Thus, the results of
loudness-matching paradigms using single sinusoids as ref-
erence stimuli are influenced by the position of this tone
within threshold fine structure. The differences in loudness
growth for a specific test frequency referenced to either a
frequency within a threshold minimum or maximum, respec-
tively, ranged from 0.13 to 0.30 dB/dB. Only subject DS
~who has a slight hearing loss at 3 and 4 kHz! showed
smaller slope differences but his data followed the same
trend. The position of the reference tone within the fine
structure and the position of the test tone are both important
for the estimates of loudness growth as determined by loud-
ness matching. For a fixed reference tone, the measured
loudness growth of two adjacent test-tone frequencies is dif-
ferent if one is near a threshold minimum and the other
around a maximum. That means results on loudness growth
obtained with loudness-matching paradigms using sinusoidal
test signals may be influenced by the position of the test tone
in threshold fine structure. When the test tone is fixed in
level, the observed dynamic in loudness growth, dependin-
gon the reference or test tone frequencies, is reversed@com-
pare Figs. 1~a! and ~b!#.

The cochlear fine structure is unique to each individual.
This means that the same reference/test tone may fall near a
minimum in one subject, while in another subject it will fall
near a threshold maximum. This may—in part—explain the
intersubject differences in loudness growth in similar psy-
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choacoustical experiments done at levels near the absolute
threshold.

V. EXPERIMENT 3: LOUDNESS GROWTH AT
FREQUENCIES IN THRESHOLD MAXIMA AND
MINIMA—CATEGORICAL LOUDNESS SCALING

Loudness growth functions were measured using a
loudness-scaling paradigm to investigate the effects of co-
chlear fine structure when measured with a direct scaling
technique in addition to the loudness matching procedures
used in experiments 1 and 2.

A. Methods

1. Subjects

Same as in experiment 2.

2. Procedures

a. Categorical loudness scaling. A two-step loudness
scaling procedure was implemented, which is similar to the
one proposed by Heller~1985! and Hellbrück and Moser
~1985!. In the first step, the subject had to choose a response
alternative out of the verbal categories ‘‘very soft,’’ ‘‘soft,’’
‘‘medium,’’ ‘‘loud,’’ ‘‘too loud,’’ or ‘‘inaudible’’ after hearing
the stimulus. In the second step, the subject had to refine
his/her judgment using a finer scale by using numbers around
the previously chosen category@very soft ~1–10!, soft ~11–
20!, medium~21–30!, loud ~31–40!, too loud~41–50!#. Us-
ing this procedure, loudness is mapped by the subjects to a
numerical scale from 0~inaudible! to 50. We refer to these
numbers as categorical units~cu! ~Brand and Hohmann,
2002!.4 The ‘‘cu’’ are directly used as loudness indicators for
further analysis~i.e., in contrast to the loudness-level func-
tions, a shallower slope indicates higher loudness compres-

sion!. Stimuli were sinusoids of 500-ms duration including
50-ms Hanning-shaped ramps. The measurements from four
individually selected frequencies, two from maxima and two
from minima of the threshold fine structure~the same as for
the loudness growth measurements from loudness matching
described in experiment 2! were interleaved. Two different
level ranges were used:~a! Stimuli from a subject indepen-
dent SL range~in 2-dB steps! were presented randomly for
each frequency investigated in a subject. To control for pos-
sible effects of stimulus range due to differences in thresh-
olds ~b! Stimuli with identical SPLs were presented ran-
domly for all frequencies for each subject. Where
appropriate, the specific ranges used were adjusted depend-
ing on the subject’s thresholds at that frequency~the level
ranges used are presented in Table II!. Each measurement
was repeated in three sessions in which all levels were
shifted by60.5 dB from above levels to aid smoothing func-
tions to the data.

Since categorical scaling is not necessarily expected to
provide equal interval scales, the assumptions underlying a
parametric fit to the data may be violated. Therefore, a robust
locally weighted scatter plot smooth~robust lowess—

TABLE I. Frequencies of test- and reference tones and individual hearing thresholds for frequencies used in experiment 2. The next to last column shows the
slopes of loudness growth for each test-tone frequency when compared with a reference tone at a threshold minimum or maximum, respectively. The last
column shows the difference of loudness growth for a test tone when compared either to a reference at a threshold minimum or maximum.

Subject
side

Frequency
of test tone

in Hz

Hearing thres. of
test tone

in dB SPL

Frequency
of ref. tone

in Hz

Hearing thres. of
ref. tone

in dB SPL
Slope m
in dB/dB

Difference of
slopes

RM
right

test Min. 1875 9.67 ref. Min. 1675 7.75 0.94Á0.04 0.1660.08
ref. Max. 1625 15.50 1.1Á0.04

test Max. 1825 18.5 ref. Min. 1675 7.75 0.78Á0.04 0.1660.07
ref. Max. 1625 15.50 0.94Á0.03

TB
left

test Min. 1875 3.75 ref. Min. 1725 1.75 1Á0.05 0.2460.11
ref. Max. 1662.5 16.00 1.24Á0.06

test Max. 1775 14 ref. Min. 1725 1.75 0.76Á0.04 0.3060.09
ref. Max. 1662.5 16.00 1.06Á0.05

SU
right

test Min. 1975 7.33 ref. Min. 1725 7.00 0.93Á0.05 0.2460.1
ref. Max. 1600 13.80 1.17Á0.05

test Max. 1887.5 14 ref. Min. 1725 7.00 0.85Á0.04 0.1460.07
ref. Max. 1600 13.80 0.99Á0.03

MO
right

test Min. 1612.5 5.17 ref. Min. 1550 6.33 0.92Á0.04 0.1360.07
ref. Max. 1587.5 16.50 1.05Á0.03

test Max. 1525 14.83 ref. Min. 1550 6.33 0.87Á0.03 0.1660.06
ref. Max. 1587.5 16.50 1.03Á0.03

DS
left

test Min. 1612.5 4.33 ref. Min. 1512.5 3.33 1.01Á0.05 0.0560.08
ref. Max. 1462.5 11.66 1.06Á0.03

test Max. 1650 14.5 ref. Min. 1512.5 3.33 0.85Á0.03 0.0960.07
ref. Max. 1462.5 11.66 0.94Á0.04

TABLE II. Individual level ranges used for the categorical loudness scaling
in experiment 3.

Subject
SL range
in dB SL

SPL range
in dB SPL

SPL range
in dB SL

MO 24 to 56 24.83 to 71.17 210 to 66
RM 28 to 72 20.25 to 89.75 28 to 82
SU 28 to 72 21.00 to 85.00 28 to 78
TB 26 to 74 26.25 to 87.75 28 to 86
DS 28 to 72 24.67 to 85.33 28 to 82
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MATLAB 6.5, Curve Fitting Toolbox! was used to extract the
trends from the categorical scaling data~e.g., Cleveland,
1979!. This nonparametric locally weighted regression
method computes linear least-squares regression of a first-
degree polynomial to the locally weighted data points.5 The
whole range of presented levels was used in the smoothing
procedure.

The presented levels were extended to negative SL to
allow loudness judgments of 0 cu, i.e., ‘‘not audible.’’ Since
a threshold estimated by a 3-AFC 1-up, 2-down procedure
gives the level of a tone heard 70.7% of the time, occasion-
ally tones below the threshold estimate will be heard and will
have a loudness greater than 0 cu.

B. Results

Due to technical restrictions~maximum level of the
ER2! the loudness could not be scaled over the whole dy-
namic range of each subject. This may bias the shape of the
perceived loudness growth functions. However, a ‘‘true’’
loudness function was not the aim of this study; the aim was
to investigate differences in adjacent frequencies falling ei-
ther near a minimum or near a maximum of cochlear fine
structure. There could have been range effects modifying the
differences near threshold. If there was any major effect it
should have been observable as a difference in the results
from the two measured level ranges. We found no such dif-
ference.

Figure 9 shows typical scatter plots and fitted curves
obtained by loudness scaling of tones from a threshold maxi-
mum and a threshold minimum for two subjects~MO, TB!.

The scaling data obtained from three measurements~slightly
shifted in stimulus levels! are fitted by a robust locally
weighted scatter plot smoothing procedure. The top panels in
Fig. 9 show the data when the range of stimulus levels was
based on SL, while the lower panels show the results for the
SPL range. The data from the two level ranges show a very
similar pattern.

All loudness functions show a more compressive region
from about 30 to 60 dB SPL, and a steeper growth for higher
levels. Although the loudness curves for adjacent frequencies
tend to converge at higher levels~up to at least 20 dB SPL in
subject SU, up to 40 dB SPL in subject TB!, frequencies near
threshold maxima had steeper loudness growth~see Fig. 10!.
Overall, the results are consistent with the results from ex-
periments 1 and 2. The curves from threshold maxima and
minima converge at levels which are similar to the levels at
which the fine structure of the equal loudness contours flatten
out. In almost all cases, a categorical loudness of 1 cu~which
is always quite close to hearing threshold! for frequencies
associated with threshold maxima or minima is clearly dif-
ferent. The curves for the different frequencies converge at
around 30 dB SPL. Therefore, the loudness-scaling data also
show different slopes of loudness growth at low levels for
frequencies at threshold maxima or minima.

VI. DISCUSSION

Different paradigms were used to investigate how much
cochlear fine structure typically affects loudness perception.
Three consistent effects were found:~a! The fine structure of
equal-loudness contours flattens out at reference-tone levels
around 30–40 dB SPL;~b! the slope of loudness growth
differs up to 0.3 dB/dB for reference tones in maxima versus
adjacent threshold minimum;~c! loudness curves from cat-
egorical loudness scaling converge at levels of about 30 dB

FIG. 9. Loudness growth functions from categorical loudness scaling mea-
surements for two subjects MO—right ear, panel~a! and ~c!; TB—left ear
~b! and~d!. The upper panels~a! and~b! show the results when the stimuli
covered the same SL range for each frequency, while the lower panels~c!
and ~d! give the results, from the same subjects, when the stimuli covered
the identical SPL range for all frequencies. The symbols indicate the scaled
points from three measurement sessions~asterisks for measurements within
a threshold minimum, triangles at a frequency close to a threshold maxi-
mum!. The lines are smoothed functions obtained from a robust ‘‘lowess’’
procedure. Note the different growth behavior at low stimulus levels for all
subjects and level ranges depending on whether the frequency of the scaled
tone lies near a threshold minimum~black lines! or maximum~gray lines!.
The asterisk in the top left panel~subject MO! indicates the frequency of a
SOAE in this subject; the adjacent label indicates the level of this emission
measured in the sealed ear canal.

FIG. 10. Each panel shows the loudness growth functions obtained by a
robust ‘‘lowess’’ procedure from the categorical loudness scaling data for
frequencies at two individual fine-structure maxima~thick gray lines! and
minima ~thin black lines!. From top to bottom: subject MO—right ear; sub-
ject RM—left ear; subject SU—right ear; and subject TB—left ear. Only the
curves for the SL-range measurements are shown. The SPL-range measure-
ments have very similar properties.
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SPL but show different slopes at lower levels. Overall, it can
be concluded that cochlear fine structure affects loudness
perception of sinusoids up to levels in the order of 40 dB
SPL ~for the frequency range investigated here!. The aim of
this study was not to obtain exact loudness functions but to
evaluate differences in loudness perception stemming from
cochlear fine structure. Consequently, we did not try to avoid
all known bias effects, e.g., in the loudness-scaling measure-
ments, we did not test the whole dynamic range of the sub-
jects. However, the differences in loudness perception from
minima and maxima in the fine structure were reliable. Bias
effects, which may influence the differences with frequency,
were avoided, e.g., range effects in the categorical loudness
scaling due to different minimal levels for the different fre-
quencies. One consequence of the loudness fine structure is
that the slope of loudness growth at low levels depends on
whether the reference tone lays within a threshold minimum
or at a threshold maximum. Although this effect was only
investigated for sinusoidal test tones, it is reasonable to as-
sume that this is of relevance for all other kinds of test sig-
nals whenever a sinusoid is used as reference tone. The fine
structure can influence the results of loudness matches be-
tween different reference frequencies~a! within one subject
and~b! between subjects since the fine structure is unique to
each individual.

Since the isophons, or equal-loudness contours, flatten
out at about 40 phons, a larger dynamic range has to be
mapped to the same loudness range for stimuli with frequen-
cies near threshold minima than for stimuli with frequencies
near threshold maxima. That means that loudness compres-
sion is greater for stimuli in threshold minima than stimuli
related to threshold maxima. This is consistent with the re-
sults for low-level stimuli in both loudness matching~experi-
ment 2! and categorical loudness scaling~experiment 3!.
Methodological differences between the two experiments
mean that there are differences in the patterns of loudness
growth. In the categorical loudness-scaling procedure, the
subject is evaluating each tone in isolation, providing a direct
estimate of subjective loudness. However, in the loudness-
matching experiment, the subject is comparing the loudness
of two sets of stimuli, and the slope of loudness growth
depends on the position of both the test and reference tones
within threshold fine structure. When the reference tone is
fixed in frequency~e.g., at a threshold minimum! and the
data are plotted as a function of the reference-tone level
~loudness-growth function!, the different compression for
varying test-tone frequencies~e.g., one close to a threshold
maximum while the other is close to threshold minimum! is
indicated by distinct slopes of the matching functions. Com-
pare the black lines~reference tone at a maximum! or gray
lines ~reference tone at a minimum!, respectively, in the sec-
ond and third rows of Fig. 8. The matching function is
steeper, i.e., indicating more compression, if the same
reference-tone frequency is matched with a test tone in a
minimum than if it is matched with a test tone in a maximum
~see also Table I!. Similarly, the results from the categorical
loudness scaling at low levels for frequencies close to thresh-
old minima are more compressive than for frequencies close
to threshold maxima~Figs. 9 and 10!. In the loudness-

matching experiment, the slopes for test tones from maxima
differ on average by about 1.4 dB/dB from the slopes for
tones from minima matched to the same reference tone. This
indicates 6 dB less compression at threshold maxima com-
pared to threshold minima over the range of 40 dB relevant
for fine structure.

The absolute slopes of the loudness-matching functions
depend on the position of the reference tone within the fine
structure. If the reference tone is fixed to a frequency close to
a minimum~more compressive site!, loudness matching will
lead to shallower slopes in the loudness-growth function
(L test/L ref representation! than matches to a reference tone at
a threshold maximum~less compressive site!. This means
that differences in loudness-matching functions stemming
from the choice of reference-tone position within threshold
fine structure, most probably, depends on differences in com-
pression at threshold maxima or minima. For example, Fig. 5
shows the loudness-growth function extracted from the fine-
structure measurements of subjects GL@Fig. ~5a!# and TB
@Fig. ~5b!#. Threshold measurements around 1 kHz from sub-
ject GL indicate that the reference tone at 1 kHz is located
near a minimum leading to gradual slopes at low levels. The
steeper slopes in subject TB indicate that the reference tone
at 1 kHz is most probably placed close to a threshold maxi-
mum in this subject.

Several authors have suggested a link between basilar-
membrane compression and loudness. Florentineet al.
~1996!, for instance, have derived a loudness function from
loudness temporal integration data which shows similar char-
acteristics to basilar-membrane measurements~e.g., Ruggero
et al., 1997!. These functions are relatively linear near
threshold and more compressive at moderate levels. The dif-
ferent loudness compression at low levels for frequencies
related to threshold maxima or minima, respectively, is also
most probably closely related to BM compression. A class of
cochlea models, which explain a wide range of fine-structure
effects of otoacoustic emissions, can also explain fine struc-
ture in hearing threshold~Talmadgeet al., 1998!. In this kind
of model, the threshold fine structure is obtained by a local
enhancement or reduction of BM excitation due to construc-
tive or destructive interference of the initial traveling wave
and multiple reflections between the characteristic site of the
stimulus frequency and the oval window. In the case of con-
structive interference, the BM excitation will be enhanced
around the characteristic site for the stimulus frequency and
so leads to a reduced threshold. The magnitude of the initial
and subsequent reflections depends on local properties
~roughness! on the basilar membrane. Therefore, the size of
the reflection depends on the basilar-membrane input/output
function. We assume that the BM compression is~a! a func-
tion of BM excitation amplitude and the same over a suffi-
ciently wide frequency range and~b! close to linear at low
BM excitation and compressive at moderate BM excitation
~as suggested from physiological data, e.g., Ruggeroet al.,
1997!. Under these assumptions, there will be a difference in
the magnitude of vibration for the same stimulus levels at
BM sites with in-phase reflections and out-of-phase reflec-
tions. Consequently, sites with in-phase reflections will be
affected by BM compression at lower stimulus levels than
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BM sites with reduced BM excitation due to interference.
BM sites with reduced excitation~threshold maxima! are
kept in the more linear range of BM characteristics for a
wider range of stimulus levels and, therefore, show less loud-
ness compression. In this model, the different loudness com-
pression for low to moderate levels at frequencies from
threshold maxima and minima is closely, but not directly,
linked to the BM compression. The locally different loudness
compression is not the result of locally different BM com-
pression but caused by a shift of the operating point due to
internal cochlea reflections.
This kind of cochlea model also explains most of the prop-
erties of SOAE~Talmadgeet al., 1998; Shera, 2003! and
their close relation to threshold fine structure~Talmadge
et al., 1998!. This relation can also be seen from experimen-
tal comparisons of threshold fine structure and SOAE fre-
quencies~e.g., Zwicker and Schloth, 1984; Long and Tubis,
1998a, b!. Independent SOAE always occur at threshold
minima ~there are some SOAE that are distortion products of
other SOAE, and there may be no minima at these frequen-
cies!. Large evoked OAE are seen at every threshold mini-
mum. At frequencies where the multiple reflections between
characteristic BM sites and the oval window interfere con-
structively and lead to an enhancement of BM excitation, the
resulting standing wave in the cochlea is preserved by the
amplification of the active cochlea mechanisms and stabi-
lized by BM compression. When a fraction of the energy of
the standing wave is transmitted through the middle ear, it
can be detected as a SOAE. Consequently, frequencies of
enhanced BM excitation are directly linked to SOAE fre-
quencies~for a detailed description of SOAE mechanism see,
e.g., Shera, 2003!. Several studies investigating the relation
of SOAE and fine structure showed that the interaction of a
strong SOAE and an external tone can sometimes be per-
ceived as beating~discussed, e.g., in Long, 1998!, which
may give additional cues for signal detection at threshold.
When the external tone is close to the frequency of the emis-
sion, no beating is detected because the SOAE becomes en-
trained by the external tone and oscillates at the same fre-
quency and phase~reviewed in Long, 1998!. High-level
emissions are only entrained by tones very close to the
SOAE, while low-level emissions are more easily entrained.
Under these conditions, the acoustic stimulation in the co-
chlea will be the in-phase sum of the external tone and the
SOAE. Consequently, with fixed stimulus level, the stimula-
tion on the basilar membrane will be greater at places near
SOAE than at other places. We do not know how large the
stimulus is in the cochlea, but previous research has shown
that little beating is detected at the levels of SOAE observed
in this study ~Long, 1998!. Consequently, we assume that
effects of beating with SOAE have minimal effect on the
threshold and loudness fine structure observed in this paper.

Psychoacoustic tasks other than loudness measurement
are also influenced by fine structure. Cohen~1982! showed
the temporal integration function at threshold to be consid-
erably steeper for more sensitive frequencies, i.e., a fading
out of threshold fine structure for shorter stimuli. The fine
structure for short sinusoidal signals probably fades out for
two reasons:~1! Spectral smearing for short stimuli and even

more important~2! insufficient time to build up a stable in-
terference pattern within the cochlea. Cohen questioned
whether this effect of temporal integration at threshold holds
for higher stimulus levels. Due to the preservation of fine
structure in equal-loudness contours up to at least 40 dB SPL
~see experiment 1!, it is probable that the influence of co-
chlear fine structure on temporal integration will hold for
levels up to 40 dB SPL, at least for sinusoidal signals.

Zwicker ~1986! found a negative correlation between the
level of hearing thresholds of the carrier frequency and the
just-noticeable degree of amplitude modulation~JNDAM!
using modulation frequencies of 1, 4, 16, and 64 Hz. These
are two examples of the influence of cochlear fine structure
on psychoacoustical measurements in addition to loudness
measurements. However, the majority of psychoacoustical
studies has not considered potential effects of cochlear fine
structure even when measuring loudness at low levels and
when using sinusoidal signals. There are only a few studies
which partially regard possible effects. For example, Buus
et al. ~1998! measured loudness of tone complexes at low
levels in comparison to a sinusoidal reference. Therefore,
they selected complex components individually to avoid fre-
quency components within a pronounced threshold maxi-
mum or minimum, respectively. All components were ad-
justed to individual sensation levels~SL!. Reckhardtet al.
~1999! measured loudness matches at low frequencies from
200 Hz up to 1 kHz in comparison to a 1-kHz reference tone
at 30 and 50 dB SPL. They found nearly half the interindi-
vidual variation in equal-loudness matches when the indi-
vidual hearing threshold was taken into account. Corrections
to the SL may compensate for fine structure of low-level
loudness perception. Based on Reckhardtet al. ~1999!, it is
even possible that the fine structure below 1 kHz is preserved
up to higher SPLs than in the frequency region observed in
the current study. However, a simple SL correction will lead
to an overcompensation for higher stimulus levels when fine
structure in loudness perception flattens out~see experiment
1!.

Sinusoids, such as those used in the current study, are a
very special type of stimuli. However, they are well defined
and for that reason often used for technical acoustic measure-
ments, in audiology~e.g., tone audiogram!, and in many psy-
choacoustic experiments. The question arises whether co-
chlear fine structure influences only the perception of this
very special type of stimulus, or if it also affects the percep-
tion of a wider range of signals. Long and Tubis~1988a!
found that narrow-band noise stimuli had little effect on
threshold fine structure until the bandwidth reached the
bandwidth of the fine structure~in their study, 100 Hz!. They
observed an overall flattening out of threshold fine structure
for signals of increasing bandwidth, leading to increased
thresholds near threshold fine-structure minima and de-
creased thresholds for stimuli near threshold maxima. In
these circumstances, the threshold is probably due to integra-
tion of neural activity across the bandwidth of the stimuli
and, thus, may provide an indication of growth of loudness
uncontaminated by threshold fine structure. Using narrow-
band noises, instead of sinusoids, as test and reference
stimuli in the measurement of equal-loudness contours
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would, most probably, decrease intersubject variability.
There are multiple effects influencing the variability of
equal-loudness contours between studies, such as measure-
ment room and choice of test-tone levels~e.g., Gabriel, 1996;
1997!. The individual fine structure most probably has only a
small effect on the differences. Since most studies investi-
gated about ten or more subjects~e.g., Betke and Mellert,
1989; Suzukiet al., 1989; Fastlet al., 1990; Poulsen and
Thøgersen, 1994; Takeshimaet al., 1997!, the individual fine
structure should be averaged out in the mean data.6 Since
most studies on equal-loudness contours are performed in a
free field, the individual head-related transfer functions
~HRTF! will probably determine more of the across-subjects
variability than threshold fine structure.

Fine structure is possibly only a side effect of cochlea
mechanics, but the existence of more sensitive resonance
points may even provide some gain for near-threshold sig-
nals with broader bandwidth. Fine structure might be useful
as an indicator of a healthy cochlea whether or not it leads to
any gain in hearing, influences our perception significantly,
or is a minor side effect. The fine structure in the so-called
‘‘normal’’-hearing subjects in the current study is variable.
While in some subjects it is pronounced, in others it was
hard to measure. Therefore, the question arises whether the
absence of fine structure may indicate the beginning of co-
chlear damage, or conversely, a pronounced fine structure
may be an early sign of cochlea damage. There are some
indications that cochlear fine structure is a property of a
healthy ear. For example, fine structure is very sensitive to
cochlea insult. DPOAE fine structure reappears at a very late
stage of recovery after a sudden hearing loss~Mauermann
et al., 1999!. Ototoxic aspirin consumption leads to a loss of
fine structure in OAE as well as in threshold fine structure.
Shortly after beginning aspirin consumption, there is an im-
provement of thresholds near threshold maxima while
thresholds associated with threshold minima are only el-
evated following 3 or 4 days of aspirin consumption~Long
and Tubis, 1988a, b!. Although McFadden and Platsmier
~1984! claimed that there was no consistent trend in thresh-
olds with aspirin consumption, threshold shift due to aspirin
consumption was negatively correlated with the initial
thresholds~a rough estimate of the position of the tones in
the cochlear fine structure!. Similar effects can be observed
for DPOAE fine structure in ears with noise-induced tempo-
rary threshold shift~Furst et al., 1992; Engdahl and Kemp,
1996!. Overall, these effects are in agreement with results
from cochlea modeling~e.g., Talmadgeet al., 1998! which
indicate that damage affecting the cochlear amplifier will
cause a reduction in fine structure. On the other hand, they
also say that the model predicts damage, which does not
directly affect the cochlear amplifier but which causes an
enhanced roughness in the mechanical parameters of the co-
chlea. Such damage would result in a more pronounced fine
structure. The amount of fine structure differs between indi-
viduals, and the differences most probably depend on the
health of the cochlea, the properties of the basilar membrane,
and the condition of the middle ear. The high sensitivity of
fine structure to cochlear damage may offer the opportunity
to further categorize the group of the ‘‘normal-hearing’’ sub-

jects and to find methods for early diagnosis of incipient
cochlear damage. Such methods might be based on psychoa-
coustic experiments or on OAE measurements. Before the
properties of cochlear fine structure can serve as an early
indicator of hearing loss, further research on cochlear fine
structure and its effects on perception is necessary.

VII. SUMMARY

Fine structure of hearing thresholds and loudness per-
ception was investigated in detail for frequencies around
1800 Hz, using different measurement paradigms. The fol-
lowing experiments were carried out: measurements of iso-
phons with a high-frequency resolution~experiment 1!, mea-
surement of loudness growth functions at frequencies either
around a threshold maximum or minimum, using a loudness-
matching paradigm~experiment 2!, and categorical loudness
scaling ~experiment 3!. In all experiments, the results are
affected by the position of the frequency within threshold
fine structure for levels up to 40 dB SPL. These fine-
structure variations in threshold and loudness perception for
adjacent frequencies are probably one reason that there is
significant intersubject variability in several psychoacoustic
experiments on loudness at low to moderate levels, e.g., this
fine structure influences loudness-matching paradigms when
using sinusoids either as reference or test signals.

Most probably, fine structure in hearing thresholds and
loudness perception is caused by interference effects of in-
coming and reflected traveling waves within the cochlea
closely linked to the mechanisms responsible for the fine
structure observed in otoacoustic emissions.

While fine-structure effects are observable in most of the
normal-hearing subjects, there are some listeners with no
pathological findings who do not show noteworthy fine
structure. Therefore, in future studies it might be valuable to
investigate whether the presence of fine structure indicates a
very healthy ear or, perhaps, initial damage already observ-
able in most normal-hearing adults.
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1In the literature, the term ‘‘threshold microstructure’’ is often used instead
of fine structure. For reason of convenience, here we consistently use the
term fine structure.

2This was done because subject MO also participated in a different study for
which a frequency region with a sufficient pronounced fine structure was
needed.

3The results for subject TB from study 1 are about 2 years older than from
study 2/3, i.e., the thresholds measured with the simple adjustment para-
digm in study 1 and the adaptive interleaved in study 2/3 are not necessarily
identical.

4Brand and Hohmann used a one-step procedure with 11 categories mapped
to the same range of numbers~0–50!.

5The initial weightswi for the adjacent data points within the span are given
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by the tricube functionwi5(12u(x2xi)/d(x)u3)3, wherex is the predictor

value associated with the response value to be smoothed, thexi are the
adjacent points tox within the selected span of data points aroundx, d(x)
gives the distances betweenx and the most distant predictor value within
the span. The data point to be smoothed has the largest weight, i.e., the
most influence on the fit, while data points outside a selected span have
zero weight, i.e., no influence on the fit. For the current data an empirically
selected span of 31 data points was used to receive a smoothing function
that keep details of the data while avoiding an oscillating curve. To reduce
the influence of outliers for the robust lowess procedure, the residuals are
computed from the initially obtained smooth function as described above.
Then, the residuals are used to compute robust weights for each data point
in the span. The robust weights are given bywi

5$ 0 if ur i u>6MAD
(12(r i /6MAD) 2)2 if ur i u,6MAD , wherer i is the residual of thei th data point

produced by the initial smoothing procedure, and MAD5median(ur u) is the
median absolute deviation. Ifr i is greater than 6 MAD, the robust weight is
0; if the residualr i is small compared to 6 MAD, the robust weight is close
to 1. The data are smoothed again using both the local regression weight
and the robust weight for computation. Again, the residuals from the
smoothed function to the original data are calculated and new robust
weights are derived. This procedure is repeated for a total of five iterations
to obtain the final smoothed function.

6If we assume amplitude variations due to fine structure of67 dB, and~as
a raw guess! that the amplitude of averaged fine structures from different
subjects goes down with 1/AN ~similar to noise!, and if we have a group of
ten subjects, then the variation due to fine structure will be approximately
62 dB, i.e., on the order of intraindividual variation of equal-loudness
contour measurements~see Gabriel, 1996!
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puterunterstu¨ztes psychologisches Verfabren zur Ho¨geräteanpassung,’’
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Speech recognition performance was measured in normal-hearing and cochlear-implant listeners
with maskers consisting of either steady-state speech-spectrum-shaped noise or a competing
sentence. Target sentences from a male talker were presented in the presence of one of three
competing talkers~same male, different male, or female! or speech-spectrum-shaped noise
generated from this talker at several target-to-masker ratios. For the normal-hearing listeners,
target-masker combinations were processed through a noise-excited vocoder designed to simulate a
cochlear implant. With unprocessed stimuli, a normal-hearing control group maintained high levels
of intelligibility down to target-to-masker ratios as low as 0 dB and showed a release from masking,
producing better performance with single-talker maskers than with steady-state noise. In contrast, no
masking release was observed in either implant or normal-hearing subjects listening through an
implant simulation. The performance of the simulation and implant groups did not improve when
the single-talker masker was a different talker compared to the same talker as the target speech, as
was found in the normal-hearing control. These results are interpreted as evidence for a significant
role of informational masking and modulation interference in cochlear implant speech recognition
with fluctuating maskers. This informational masking may originate from increased target-masker
similarity when spectral resolution is reduced. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1772399#
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I. INTRODUCTION

Speech recognition by cochlear-implant users has im-
proved significantly over the past decade as a result of ad-
vances in technology, with scores averaging 70%–80% for
sentences in quiet. However, the ability of most implant us-
ers to understand speech in noisy environments remains
quite poor. In general, cochlear-implant listeners require
much higher target-to-masker ratios than normal-hearing lis-
teners to achieve similar levels of performance on speech
recognition tasks in noise~Kessler et al., 1997; Dorman
et al., 1998; Zeng and Galvin, 1999!. Poor performance in
noise in cochlear-implant listeners is due, at least partially, to
the limited number of electrodes that can be safely inserted
into the cochlea and the spectral mismatch from the warped
frequency-to-electrode allocation~Shannon et al., 2001;
Friesenet al., 2001; Garnhamet al., 2002!. When normal-
hearing subjects listened to an eight-channel implant simula-
tion, their speech recognition scores for sentences embedded
in steady-state speech-shaped noise dropped from 100% cor-
rect in quiet to 55% correct at12 dB signal-to-noise ratio,
and to 16% correct at22 dB signal-to-noise ratio~Dorman

et al., 1998!. Compared to eight channels required to achieve
maximum speech recognition in quiet, 12 or more channels
were required to achieve maximum performance for speech
in noise ~Dorman et al., 1998; Fu et al., 1998!. Potential
masking effects and mechanisms contributing to the poor
performance by cochlear-implant subjects in noise are de-
scribed below.

Energetic masking is thought to be a peripheral masking
phenomenon that occurs when energy from two or more
sounds overlaps both spectrally and temporally, thereby re-
ducing signal detection. Studies on speech intelligibility in
noise with hearing impaired and cochlear-implant listeners
have typically used energetic maskers. When steady-state
speech-spectrum-shaped noise~SSN!, one of the most effec-
tive energetic maskers of speech, is presented as a masker,
the difference in the speech recognition threshold between
normal-hearing and hearing-impaired listeners ranges from 2
to 5 dB ~e.g., Glasberg and Moore, 1989; Plomp, 1994!.
Much larger differences of 7–15 dB can be found when the
background fluctuates in intensity~Duquesnoy, 1983; Taka-
hashi and Bacon, 1992; Eisenberget al., 1995!. When the
masking noise is speech, dips in intensity can occur during
brief pauses between words or during the production of low-
energy phonemes such as stop consonants. Spectral dips can
occur in the valleys between formant peaks, or at low fre-
quencies during the production of fricative sounds. Normal-

a!Portions of this work were presented at the 25th ARO Annual Midwinter
Research Meeting, St. Petersburg Beach, FL, 2002.

b!Electronic mail: stickney@uci.edu
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hearing listeners have the ability to take advantage of these
brief intensity and/or spectral dips to produce improved
speech intelligibility and release from masking. In contrast,
hearing-impaired listeners show little or no masking release
with fluctuating background sounds~Duquesnoy, 1983; Fes-
ten, 1987; Festen and Plomp, 1990; Hyggeet al., 1992!. In
addition to their higher thresholds in quiet and, consequently,
poorer signal-to-noise ratios during the dips of the masker,
the lack of masking release and the poorer performance of
hearing-impaired listeners has been attributed to a loss of
spectral and temporal resolution~Festen and Plomp, 1990!.

More recent studies, however, have found that fluctuat-
ing maskers do not always allow masking release even in
normal-hearing listeners. For example, some studies have
found greater masking with a single competing talker than
with SSN in normal-hearing individuals~Brungart, 2001;
Hawley et al., 2004!. It is believed that the poorer perfor-
mance with single-talker maskers is due to a combination of
‘‘energetic masking’’~resulting from overlap of the target
and masker in the auditory periphery! and a second type of
masking called ‘‘informational masking’’@resulting from
competition between the target and masker at more central
stages of auditory processing~e.g., Brungart, 2001!#.

Traditionally, informational masking had been defined
as a higher-level masking phenomenon that arises from
masker uncertainty in detection tasks~Pollack, 1975; Watson
et al., 1976!. In terms of speech perception, the temporal and
spectral pattern in a competing voice is much less predictable
than in a SSN masker. This variation might make it more
difficult for the listener to develop certain knowledge about
the competitor, and hence the listener may experience more
difficulty segregating the target from competing sounds. An-
other component of informational masking with single-talker
maskers can be attributed to the linguistic nature of the
masker. Brungart~2001! observed that when listeners were
asked to identify the closed-set number and color categories
of a target phrase masked by a simultaneous phrase from the
same corpus of materials, they often reported one of the
words in the masker phrase, as opposed to a random re-
sponse. Finally, informational masking is believed to occur
when the listener is unable to segregate the target’s compo-
nents from those of the similar sounding masker. Thus tem-
poral and spectral similarities between the masker and target
appear to play a role in informational masking~Arbogast
et al., 2001; Brungart, 2001; Oh and Lufti, 2000; Kiddet al.,
2001!.

Informational masking can be reduced by introducing a
cue that reduces the similarity between the target and masker.
For example, when two voices compete, it is easier to under-
stand one voice if the competing voice has a different pitch,
or occupies a different fundamental frequency~F0! range
~Assmann and Summerfield, 1990; Bird and Darwin, 1998;
Brokx and Nooteboom, 1982!. Because cochlear-implant us-
ers do not receive a strong sensation of pitch through either
the temporal or the place coding mechanism~Zeng, 2002!,
they would have great difficulty separating voices with simi-
lar F0’s. In addition, due to the relatively small number of
spectral channels in cochlear implants, the formants and their
transitions are not well defined. Qin and Oxenham~2003!

found that normal-hearing subjects listening to speech pro-
cessed through a 4-, 8-, or 24-channel cochlear-implant
simulation had difficulty segregating a target sentence from a
competing voice. Normal-hearing subjects listening to simu-
lated implant processing and cochlear-implant users may
therefore experience more informational masking with a
single-talker masker than has been found with normal-
hearing subjects listening to natural, unprocessed speech.

Greater informational masking can also occur when the
temporal modulation properties of competing sounds are
similar. Support for this conclusion comes from psycho-
physical studies investigating modulation interference~Yost
et al., 1989!. In two more recent studies, weaker masking
effects have been observed with unmodulated maskers com-
pared to modulated noise with modulation rates similar to
those found in natural speech, but only when the target
speech was band-limited~Kwon and Turner, 2001!, pre-
sented to implant listeners, or presented as an implant simu-
lation ~Nelsonet al., 2003!. Based on these results, it appears
that when the noise was modulated at speechlike rates, it
became perceptually indistinguishable from the spectrally
limited, processed speech.

The present study investigated speech recognition in
cochlear-implant and normal-hearing listeners using sen-
tences masked by either SSN or one of three competing
voices with varying degrees of temporal and spectral simi-
larity to the target speech. It was hypothesized that cochlear-
implant users would experience greater difficulties with com-
peting single-talker speech than SSN because of the greater
role of informational masking when spectral resolution is
reduced. The masking effects were evaluated in normal-
hearing listeners as a function of the number of noise bands
in a cochlear-implant simulation~experiment 1! and in
cochlear-implant listeners~experiment 2!. The main objec-
tive was to determine if, and under what circumstances, lis-
teners with reduced spectral information exploit temporal
and/or spectral differences to segregate competing speech
stimuli and thereby reduce informational masking.

II. EXPERIMENT 1: SPEECH RECOGNITION BY
NORMAL-HEARING SUBJECTS WITH SINGLE-
TALKER AND SSN MASKERS

A. Methods

1. Listeners

Three groups of 25 young native English speakers~five
subjects for each of the five channel conditions! were re-
cruited from the Undergraduate Social Sciences Subject Pool
at the University of California, Irvine. All subjects reported
normal hearing. Subjects received course credit for their par-
ticipation.

2. Test materials

Subjects listened to IEEE sentences~Rothauseret al.,
1969! in two conditions: unprocessed and vocoder-
processed. All sentences in this study consisted of a subset of
the 72 phonetically balanced lists of ten sentences~five key-
words each! that were recorded by Hawleyet al. ~1999!. The
target sentences were spoken by a male talker in the presence
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of either steady-state, speech-spectrum-shaped noise~SSN!,
or a different sentence. Three different talkers and the SSN
generated from that talker were used as the maskers for each
of three groups of 25 listeners. The competing sentence
could be spoken by the same male talker as the target sen-
tence~mean F05108 Hz!, a different male talker~mean F0
5136 Hz!, or a female talker~mean F05219 Hz!. The F0
values were estimated using a Matlab implementation of the
TEMPO algorithm~Kawaharaet al., 1999!. The same com-
peting sentence~‘‘Port is a strong wine with a smoky taste’’!
was used throughout testing to avoid confusion of the target
and masker sentences when the same male was used as the
masker. The SSN maskers were constructed by filtering
white noise with the masker sentence’s long-term spectral
envelope derived via a 20-order autocorrelation LPC analy-
sis. The LPC approach removed the harmonicity and period-
icity associated with F0 while producing the same long-term
spectrum as the masker sentence. The masker and target had
the same onset, but the masker’s duration was longer than all
target sentences. The level of the masker was set to approxi-
mately 65 dB SPL~Brüel & Kjær 2260 Investigator sound
level meter; Bru¨el & Kjær Type 4152 artificial ear! and the
level of the target varied around 65 to 85 dB SPL depending
on the target-to-masker ratio~TMR!.

3. Signal processing

The unprocessed sentences and SSN were scaled to the
same root-mean-square value prior to reducing the target
sentence attenuation~TDT-II PA4! to allow the following
TMR conditions:120, 115, 110, 15, and 0 dB. The target
sentence was then mixed with the masking signal~TDT-II
SM3!. In the cochlear-implant simulation, the combined tar-
get and masking signal was processed by a real-time noise-
excited vocoder~DSP sound card: Turtle Beach FIJI; Mo-
torola DSP chip: DSP56311EVM!. The mixed signal was
preemphasized using a first-order Bessel IIR filter with a
cutoff frequency of 1200 Hz and processed into 1, 2, 4 or 8
frequency bands using sixth-order elliptical IIR filters based
on the Greenwood map~Greenwood, 1990!. The bandpass
filter cutoff frequencies for the two-channel simulation were
300, 2009, and 10 000 Hz. For the four-channel simulation,
the cutoff frequencies were 300, 840, 2009, 4536, and 10 000
Hz. Cutoff frequencies for the eight-channel processor were
300, 519, 840, 1314, 2009, 3032, 4536, 6748, and 10 000 Hz.
The envelope from each band was extracted by half-wave
rectification followed by low-pass filtering using second-
order Bessel IIR filters at a 500-Hz cutoff frequency. The
envelope was then used to modulate a white noise carrier
processed by the same bandpass filter used for the original
analysis band. The envelope-modulated noise from each
band was then combined and delivered through headphones.

4. Procedure

The stimuli were presented monaurally to the right ear
through headphones~Sennheiser HDA 200!, with subjects
seated in an IAC sound booth. Prior to testing, subjects were
presented with three practice sessions of ten sentences each.
The subjects typed their response using the computer key-

board and were encouraged to guess if unsure. Subjects were
instructed to correct typos and avoid misspellings. Their re-
sponses were collected and automatically scored by the per-
centage of the keywords correctly identified. In the first prac-
tice session, subjects listened to unprocessed sentences in
quiet at an average level of 65 dB SPL. Correct identification
of at least 85% of the sentence key words was required to
partake in the test session. Approximately 5% of the subjects
were disqualified based on this performance criterion. The
second and third practice sessions were used to familiarize
listeners with the specific masking and channel condition
that they were assigned to in the test session. Separate prac-
tice sessions were used for single-talker and noise maskers.
In both of the latter practice sessions, two sentences were
presented for each of the five TMR conditions used in the
actual experiment: 0, 5, 10, 15, and 20 dB. No score was
calculated for these two practice sets.

In the test session, each group of 25 subjects listened to
one of the three competing talkers in one session, and the
corresponding SSN in a separate session, with the order of
sessions randomized. Each session took approximately 30
min to complete. Within each group of 25 listeners, there
were five subjects for each of the randomly assigned speech
processing conditions~one, two, four, or eight channels, or
the unprocessed speech!. Each subject was presented with
one talker and speech processing combination, but received
all five TMRs. There were ten randomized sentences~five
keywords each! for each TMR, for a total of 50 sentences for
the single-talker masker and another 50 sentences for the
SSN masker. Results were scored in terms of the percentage
of keywords correctly identified at each TMR. Results with
one and two channels were close to 0% and were not in-
cluded in the statistical analyses.

Because of the ceiling and floor effects for the natural
and four-channel conditions, respectively, the TMR condi-
tions were extended for a second group of ten subjects~five
subjects each for the four-channel and natural speech condi-
tions!. For the four-channel condition, higher TMRs were
added as well as a quiet condition, producing the following
five conditions: 15, 20, 25, and 30 dB TMR and ‘‘in quiet’’.
For natural speech, lower TMRs were added~210 and215
dB TMR!, producing five conditions: 5, 0,25, 210, and
215 dB TMR. Only the different male talker and the SSN
generated from that talker were used as maskers, otherwise
the previous procedures and sentences were retained.

B. Results

1. Speech recognition in noise as a function of the
number of channels

Using HINT sentences, higher scores around 20% have
been observed with a two-channel simulation~Friesenet al.,
2001!. The lower performance with the IEEE sentences used
here was most likely due to their reduced contextual infor-
mation ~Nittrouer and Boothroyd, 1990; Rabinowitzet al.,
1992!.

Figure 1 shows speech recognition results as a function
of the TMR for three types of maskers: same male talker as
the target~top row!, different male talker than the target
~middle row!, or a female talker~bottom row!. These were
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each presented either as natural speech~left column! or an
eight-channel~middle column! or four-channel~right col-
umn! cochlear-implant simulation. Within each panel, results
are compared for SSN~open squares! and single-talker~filled
triangles! maskers. The SSN maskers had a constant inten-
sity over time, whereas the single-talker masker was a sen-
tence which varied in intensity and spectral content over
time. Note that, similar to there being three single-talker
maskers, there were three SSN maskers that were each gen-
erated from one of the three talkers. A mixed design ANOVA
was performed with talker and channel as between-subjects
variables and the TMR as a within-subjects variable. The
general finding was that the cochlear-implant simulation pro-
duced significantly poorer performance than the natural con-
dition @F(2,36)5711.13, p,0.001]. A posthoc Scheffé
analysis ~Scheffé, 1953!, collapsed across masker type,
showed significant differences among the three processing
conditions (p,0.001). Higher performance was found with
more channels, and natural speech produced the best perfor-
mance. Performance generally increased as a function of the
TMR @F(4,33)5145.06,p,0.0001], and there was a sig-
nificant interaction between TMR and processing@F(8,66)
527.42, p,0.001]. Figure 1 demonstrates that natural
speech maintained fairly high levels of intelligibility down to
0 dB TMR. Although performance with natural speech
dropped to 40% at lower TMRs, it remained generally high
compared with all other conditions. In the 8-channel condi-

tion, even the highest TMR of 20 dB resulted in less than
80% correct responses.

Of particular interest in the present findings was the sig-
nificantly different performance between the SSN and the
single-talker masker@F(1,36)536.00, p,0.001] and the
significant interaction between the masker type and the pro-
cessing@F(2,36)55.21,p,0.01]. A simple effects analysis
revealed that single-talker maskers produced lower perfor-
mance than noise maskers with natural speech@F(1,12)
56.405, p,0.05] and eight channels@F(1,12)58.404, p
,0.05], but not with four channels (p50.43). For natural
speech this occurred only when the masker was the same
talker as the target. This was most apparent when the masker
and target were at similar levels, suggesting that the same
male masker produced some informational masking. Perfor-
mance with the other two talkers was at or near ceiling and
therefore failed to show an effect of masker. Likewise per-
formance with four channels was so low for most TMR con-
ditions that there was no masker effect. For the eight-channel
condition, only the female talker showed a difference across
masker types, with the single-talker masker producing lower
performance than the noise masker. The combined results
contributed to a main effect of talker@F(2,36)510.78, p
,0.001], a significant interaction of talker3masker
@F(2,36)54.27, p,0.05], and a significant four-way inter-
action of talker3masker3processing3TMR @F(16,101)
52.65,p,0.01].

FIG. 1. Speech recognition performance of normal-hearing subjects listening to either a single-talker masker~filled triangles! or steady-state, speech-
spectrum-shape noise, SSN~unfilled squares!, as a function of the target-to-masker ratio~TMR!. Separate panels show performance as a function of the
number of channels~columns! and talker~rows! used for the masker. Error bars represent the standard error of the mean.
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The TMR conditions were subsequently extended in the
four-channel and natural speech conditions to examine dif-
ferential amounts of masking from single-talker and noise
maskers without confounding floor and ceiling effects, re-
spectively. Because independent samplet-tests showed no
differences between standard and extended TMR subject
groups with similar TMR conditions (p>0.06), data from
the two groups were averaged. Figure 2 shows pooled results
with the different male masker for the natural speech~top!
and the four-channel~bottom! processing conditions. A
three-parameter sigmoid function was fitted with the solid
line representing the fit to the single-talker masker data and
the dashed line to the SSN data~Zeng and Galvin, 1999!.
The sigmoid function was well fit to the natural speech (r 2

50.99) and natural SSN (r 250.99) data, producing the es-
timated speech reception threshold~i.e., the TMR required to
produce a score of 50%! of 29 dB for the single-talker
masker and24 dB for the SSN masker. The fit to the four-
channel data was reasonable~single talker:r 250.90; SSN:
r 250.81), producing the estimated speech reception thresh-
old of 11 dB for the single talker masker and 10 dB for the
SSN masker. For the natural speech data, note that from 0 to
210 dB TMR the difference in intelligibility between the
single-talker and SSN masker increased. Although extending
the TMRs below 0 dB produced significantly poorer perfor-
mance for the SSN than for the single-talker masker
@F(1,4)521.92, p,0.01] in the natural speech condition,
extending the TMRs above 20 dB in the four-channel condi-
tion produced no difference in performance between the two
masker types (p50.07) and no further improvement in
speech recognition scores. In the natural speech condition
~for TMRs,0 dB!, the better performance with the single-

talker masker than with the noise masker indicated a release
from masking, a phenomenon that was never observed in
cochlear-implant simulations.

2. Comparison of SSN maskers across talkers

For a closer inspection of the spectral energetic maskers,
Fig. 3~a! shows the long-term SSN amplitude spectrum~left
panel! and speech spectrum~right panel! for the same male
~solid line!, different male~dashed line!, and female talkers
~dotted line!. The spectral shapes of the two male voices
were fairly similar in comparison to the female voice, which
had less energy at intermediate frequencies between 2 and 5
kHz but more energy at higher frequencies. To facilitate
comparison, Fig. 3~b! replots the SSN data from Fig. 1 and
contrasts speech recognition performance with different talk-
ers in the same panel for both natural~left panel! and simu-

FIG. 2. Speech recognition performance with extended target-to-masker ra-
tios ~TMRs! for the natural speech~upper panel! and four-channel condi-
tions ~lower panel!. Performance is shown for single-talker~filled triangles!
and SSN maskers~unfilled squares!. The data in this figure was for the
‘‘different male’’ masker condition only, since this was the only talker used
for the ‘‘extended TMR’’ group.

FIG. 3. ~a! The long-term average spectral shape of the two male~‘‘same
male:’’ solid line; ‘‘different male:’’ dashed line! and female talkers~dotted
line!. Similar spectral shapes were found for the steady-state, speech-
spectrum-shaped noise masker, SSN~left panel!, and the single-talker
masker~right panel!. ~b! Speech recognition performance with each steady-
state, speech-spectrum-shaped noise masker~SSN! as a function of the
target-to-masker ratio~TMR! and number of channels~columns!. Results for
the ‘‘same male’’ SSN as the masker are shown as filled circles with solid
lines, unfilled circles and dashed lines are used for the ‘‘different male’’
SSN, and unfilled triangles with dotted lines are used for the ‘‘female’’ SSN.
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lation conditions~two right panels!. A simple effects analysis
focusing on the three SSN maskers collapsed across channels
revealed a significant effect of talker@F(2,36)516.58,
p,0.001]. A posthocScheffé analysis showed significant
differences between male and female masker~same male:
p,0.001; different male:p,0.01), but no differences be-
tween the two male maskers (p50.16). These results are
consistent with greater differences in the long-term average
spectral shape for the female SSN relative to the male SSN
maskers. Different from the female SSN, the two male SSN
maskers provide similar amounts of spectral energetic mask-
ing.

For each channel condition, a Scheffe´ analysis along
with an examination of the means showed that the natural
speech condition did not exhibit any differences across SSN
maskers@F(2,12)53.36,p50.07] due to the ceiling effect.
For the eight-channel condition, the highest performance was
obtained with female SSN~female versus same male:p
,0.01; female versus different male:p,0.05) and no dif-
ference was found between the two male SSN maskers (p
50.56). For the four-channel condition, the highest scores
were again obtained for the female SSN, but significant dif-
ferences were only found between the most intelligible~i.e.,
the female SSN! and the least intelligible~i.e., the same male
SSN! masker (p,0.01).

3. Comparison of single-talker maskers

Figure 4 shows speech recognition with single-talker
maskers as a function of channel condition and talker.
Simple effects analyses of single-talker maskers, averaged
across processing conditions, revealed a significant effect of
talker @F(2,36)55.17,p,0.05]. AposthocSchefféanalysis
revealed that the lowest performance occurred with the same
male single-talker masker (p,0.05), and no significant dif-
ferences were found between the different male and female
maskers (p50.99).

An analysis of each channel condition showed that the
differences across single-talker maskers stems exclusively
from the natural speech condition@F(2,12)511.54,
p,0.01], which showed the lowest performance with the
same male single-talker masker~Scheffé: p,0.01) and no
difference between the other two single-talker maskers (p
50.98). In contrast, no significant talker differences were
found across any of the single-talker maskers for the eight-
and four-channel conditions. This interesting finding is un-
like that found with each of the SSN maskers, and an expla-
nation is offered in Sec. IV.

III. EXPERIMENT 2: SPEECH RECOGNITION BY
COCHLEAR-IMPLANT SUBJECTS WITH
SINGLE-TALKER AND SSN MASKERS

A. Methods

1. Listeners

Five postlinguistically deafened users of the Nucleus co-
chlear implant participated in this experiment~Table I!. All
cochlear-implant subjects were native English speakers with
5 to 13 years of experience with their device.

2. Test materials

The cochlear-implant subjects listened to only the un-
processed, natural sentences, which included the same target
and masker sentences used for the normal-hearing listeners
in experiment 1. As with the normal-hearing listeners, there
was no repetition of the test material.

3. Procedure

The stimuli were passed through a Cochlear Corporation
Audio Input Selector~AIS! connected to the subjects’ speech
processor. The AIS attenuates the analog output from the
TDT or soundcard before it is delivered to the speech pro-
cessor. Prior to testing, subjects listened to sentences and
were asked to adjust the level of the AIS to a comfortable

FIG. 4. Speech recognition performance with each competing talker as a
function of the target-to-masker ratio~TMR! and number of channels~col-
umns!. Results for the ‘‘same male’’ talker as the masker are shown as filled
circles with solid lines, unfilled circles and dashed lines are used for the
‘‘different male’’ talker, and unfilled triangles with dotted lines are used for
the ‘‘female’’ talker.

TABLE I. Subject demographics.

Subject Age Implant
Speech
strategy

Duration of
hearing loss

~years!

Duration of
deafness
~years!

Duration of
implant use

~years!

CI1 45 Nucleus-22 SPEAK ,1 ,1 10
CI2 51 Nucleus-22 SPEAK ,1 5 12
CI3 60 Nucleus-22 SPEAK 51 13 11
CI4 69 Nucleus-22 SPEAK 43 5 13
CI5 68 Nucleus-24 SPEAK ,1 17 5
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listening level. If the maximum setting was reached on the
AIS, the subject then adjusted the sensitivity of their speech
processor to reach a comfortable loudness.

One potential confound when testing subjects who use
amplification devices is the possibility of presenting stimuli
at intensities where compression occurs~Stone and Moore,
2003!. This is particularly problematic for experiments that
attempt to deliver a sound within the very narrow dynamic
range of electric hearing. Figure 5 demonstrates the effect of
compression using a schematic input–output function. In the
Nucleus device, used by all five cochlear-implant subjects in
this study, the input dynamic range is only 30 dB~User
Manual, The Nucleus 22 Channel Cochlear Implant System,
p. 4-SP!. This means that compression will limit the sound
input to a 30-dB range to fit within the cochlear-implant
user’s dynamic range, defined within the boundaries of the
patient’s threshold~T-level! and upper comfort level~C-
level!.

The right panel of Fig. 5 shows that when the masker
level is fixed at 65 dB and the target level is adjusted above
the level of the masker to produce each TMR, there would
only be 5 dB of head room to effectively change the target-
to-masker ratios. Thus, compression limits the intended 0–20
dB TMR range to 5 dB or less in cochlear-implant users,
possibly producing a plateau or drop in performance~due to
peak clipping! as the TMR is increased. On the other hand,
when the target level is fixed at 65 dB and the masker level
is adjusted from a lower intensity to produce the 0–20 dB
TMR range~left panel!, there would be about 25 dB of leg
room which would minimize the compression effect. Both
compressive~masker fixed; target increased above the most
comfortable loudness level! and less-compressive techniques
~target fixed; masker increased from below the comfortable

loudness level! were used and compared in experiment 2,
and all masker and talker conditions were performed with
both techniques.

After establishing the appropriate level, cochlear-
implant subjects were presented with a practice session in
quiet. They were asked to type their response into the com-
puter and were encouraged to guess if unsure. Because co-
chlear implant users typically have a wide range of perfor-
mance variability, no formal minimum performance
requirement was set other than that the subjects have some
open-set, speech understanding with auditory cues alone.
Scores for the cochlear implant subjects on the practice ses-
sion ranged from 78% to 92%. For the test session, unlike
the normal-hearing subjects, cochlear-implant listeners par-
ticipated in all single-talker and SSN test sessions over a
period of several days, with each session lasting between 1
and 2 h per day. All testing was performed with subjects
seated in an IAC sound-booth. Results were scored in per-
cent correct for the following TMRs: 0, 5, 10, 15, and 20 dB
TMR.

B. Results

1. Speech recognition performance by cochlear-
implant subjects

Figure 6 shows performance as a function of the TMR
for single-talker and SSN maskers. The results in the figure
are from the ‘‘fixed masker’’ data to provide an easier com-
parison with the normal-hearing listeners who used the same
procedure. Average speech recognition performance in quiet
was 83%, determined by the IEEE practice sentences. Con-
sistent with previous studies, sentence recognition perfor-
mance in noise by cochlear-implant subjects was between
that obtained with a 4- to 8-channel simulation in normal-
hearing listeners~Friesenet al., 2001; Garnhamet al., 2002!.

FIG. 5. Schematic of a compression input-output function. The input dy-
namic range~x axis! is shown as a function of the output dynamic range~y
axis! for the two procedures used in experiment 2. The left panel shows the
schematic for the procedure where the target~T! is fixed at a comfortable
loudness and the masker~M! is adjusted from below that level to produce
each target-to-masker ratio~TMR!. The right panel shows the function for
when the masker~M8! was fixed at the comfortable loudness level and the
target~T8! was raised above that level to produce each TMR~right panel!.
Note the much greater range of TMRs~arrows along they axis! available to
the listener when both the masker and target are kept at or below the upper
comfort level~C!. Above the C-level the sound would be peak-clipped.

FIG. 6. Speech recognition performance for cochlear-implant subjects lis-
tening to a single-talker masker~filled triangles! or steady-state, speech-
shaped noise masker, SSN,~unfilled squares!. Results are shown as a func-
tion of the target-to-masker ratio~TMR! and talker~columns! used for the
masker. The cochlear-implant data shown here~experiment 2! is with the
‘‘fixed masker’’ procedure~the same procedure used for the normal-hearing
listeners! for a better comparison of implant and normal-hearing data. Error
bars represent the standard error of the mean.
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The average performance by cochlear-implant subjects was
slightly better than normal-hearing subjects listening to a
four-channel simulation, but only the highest performing
cochlear-implant subjects were able to obtain similar levels
of speech understanding as the normal-hearing subjects lis-
tening to an 8-channel simulation. Although Fig. 6 shows a
trend for speech recognition performance in noise to improve
with increasing TMRs, a repeated measures ANOVA failed
to demonstrate a significant main effect of TMR for the
cochlear-implant users (p50.19). However, Bonferonni
pairwise comparisons~Dunn, 1961! demonstrated a signifi-
cant drop in performance from a 10 to 5 dB TMR (p
,0.01), but no significant decrements in performance from
a 5 to 0 dB TMR or improvements above a 10 dB TMR. As
found in normal-hearing subjects listening to the eight-
channel simulation, there was an effect of masker@F(1,4)
511.92,p,0.05], with single-talker maskers again produc-
ing lower performance~32.9%! than SSN maskers~41.8%!.
There was also a main effect of talker when collapsed across
both masker types@F(2,3)510.77, p,0.05]. This is dis-
cussed in more detail in the following two sections.

2. Comparison of SSN maskers across talkers

Figure 7 replots the SSN data from Fig. 6 to contrast
performance with each of the three SSN maskers as a func-
tion of the TMR. Bonferonni pairwise comparisons con-
firmed significant differences between the female SSN
masker and the different male SSN@F(1,4)529.92,
p,0.01], but no differences between the two male SSN
maskers (p50.62). These results are similar to those found
with the 8-channel simulation in experiment 1, and closely
follow the differences in the long-term average speech spec-
trum shown in Fig. 3~a!.

3. Comparison of single-talker maskers

Figure 8 contrasts speech recognition performance with
single-talker maskers as a function of the TMR and talker.
No significant differences were found across single-talker
maskers~Bonferonni pairwise comparisons:p50.26). Thus,
even though the cochlear-implant users were able to use
gross spectral differences to segregate the steady-state fe-
male noise masker from the temporally fluctuating male
speech target, the spectral differences were not sufficient for
cochlear-implant users to segregate two fluctuating speech
sounds. This result is similar to the normal-hearing subjects
listening to the eight-channel simulation.

4. Effects of compression on performance in noise

Figure 9 compares the effect of compression on speech
recognition in noise with either the masker fixed~filled tri-
angles! or the target fixed~open triangles! at the most com-
fortable loudness for single-talker~upper panel! and SSN
~lower panel! maskers. The ANOVA showed no main effect
of method~i.e., masker fixed or target fixed!, but there was a
significant interaction between the method used and the TMR
@F(4,1)51574.27,p,0.05]. Pairedt-tests confirmed sig-
nificant differences between the two methods only at the
highest TMRs for single-talker maskers~i.e., 15 and 20 dB!
and at a 20 dB TMR for SSN maskers (p,0.01 for all three
results!. When the masker was fixed and the target was in-
creased above the most comfortable loudness~Fig. 9: filled
triangles!, performance either reached a plateau or decreased
at high TMRs. This effect was most evident for single-talker
maskers whose peak amplitudes could exceed the upper
comfort level and become peak-clipped. In contrast, perfor-
mance generally improved with higher TMRs when the tar-
get was fixed and the masker was kept at or below the com-
fortable loudness level~open triangles!. This pattern of
results was consistent with the prediction shown in the sche-
matic compression function~Fig. 5!.

FIG. 7. Cochlear-implant data with the steady-state, speech-shaped noise
~SSN! masker as a function of the TMR and talker used as the masker.
Results for the ‘‘same male’’ SSN as the masker are shown as filled circles
with solid lines, unfilled circles and dashed lines are used for the ‘‘different
male’’ SSN, and unfilled triangles with dotted lines are used for the ‘‘fe-
male’’ SSN.

FIG. 8. Cochlear-implant data showing performance with single-talker
maskers as a function of the TMR and competing talker. Results for the
‘‘same male’’ talker as the masker are shown as filled circles with solid
lines, unfilled circles and dashed lines are used for the ‘‘different male’’
talker, and unfilled triangles with dotted lines are used for the ‘‘female’’
talker.
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IV. GENERAL DISCUSSION

Although normal-hearing subjects listening to natural
speech were able to maintain high levels of intelligibility for
TMRs down to 0 dB, performance for cochlear-implant lis-
teners and normal-hearing subjects listening to spectrally de-
graded speech declined sharply with the addition of noise.
Even at high TMRs, performance was dramatically reduced
from that obtained in quiet. Another difference among the
subject groups was in their ability to take advantage of the
temporal dips in the fluctuating masker to glimpse portions
of the target sentence, allowing higher performance with a
single-talker masker than SSN, and indicating a release from
masking. As seen previously at low TMRs~Brungart, 2001;
Peterset al., 1998; Qin and Oxenham, 2003!, normal-hearing
subjects listening to natural speech at TMRs less than 0 dB
showed a 20% improvement in score with the different male,
single-talker masker over the steady-state noise masker.
However, the higher performance with single-talker maskers
relative to SSN maskers was not found in the simulation or
cochlear-implant results presented here.

Regardless of whether sentences were presented in quiet
or in noise, it was very difficult for normal-hearing listeners
to recognize words from sentences with the four-channel
simulation. It is likely that with only four coarse spectral
channels, listeners found the low-context, processed IEEE
target sentence too difficult to understand, in which case it
was treated as ‘‘noise’’ in a similar manner as the SSN
masker. In the study by Nelsonet al. ~2003!, who also used
IEEE target sentences, four-channel sentence recognition
performance in noise showed very small differences between

a steady and modulated noise masker at all of the gate fre-
quencies tested. Only a very slight amount of masking re-
lease was found in the116 and 0 dB TMR conditions, and
none with the18 dB TMR. These results suggest that with
four or fewer functional channels, listeners may have more
difficulty distinguishing between the target speech and the
masker, regardless of whether the masker is steady-state
noise or a modulating masker. It should be pointed out, how-
ever, that Qin and Oxenham~2003! found greater masking
effects for single-talker than noise maskers with as few as
four channels. One possible explanation for this result is that
Qin and Oxenham used excerpts from a speech passage as a
masker that varied from trial to trial whereas this study used
a single sentence that was repeated each trial. Thus the fixed
masker used here might have reduced the degree of informa-
tional masking.

In contrast with the four-channel simulation, greater
masking was observed for single-talker than noise maskers
with the eight-channel simulation and with cochlear-implant
listeners. The most plausible explanation for these effects is
that in addition to energetic masking, the single-talker
masker contained meaningful information, thereby acting as
a higher-level~informational! masker. Informational masking
comprises at least three factors: stimulus uncertainty, target-
masker similarity~which relates to modulation interference!,
and linguistic masking. Since the same masking sentence
was used repeatedly, stimulus uncertainty most likely played
a minor role. Linguistic masking, on the other hand, might
have been an important factor with a single-talker masker.
That is, informational masking is possible when the speech
masker~e.g., reversed speech or a foreign language! is unin-
telligible ~possesses no semantic content!, but carries
language-based context. This would parallel observations by
Hawley et al. ~2004! and Freymanet al. ~2001! who found
similar informational masking patterns with speech~content!
and time-reversed speech~context!. Although not intelli-
gible, time-reversed speech maskers preserve some of the
phonetic properties of natural speech which may become
confused with those of the target sentence. Last, masking
introduced by target-masker similarity might have contrib-
uted to the poorer performance found with competing speech
compared to noise maskers. It is well known that the spectral
and intensity variations in the speech masker are much more
difficult for the listener to track and ignore when the target
has similar variations~Arbogastet al., 2002; Brungart, 2001;
Kwon and Turner, 2001!. The acoustic redundancy available
to normal-hearing listeners provides a greater range for
spectral-temporal discriminations. This makes auditory
streaming~i.e., the process by which sound elements are
grouped into auditory objects! an easier task by allowing the
listener to first identify the masker separate from the target
and then to use this information as an aid to glimpse un-
masked portions of the target sentence. When the spectral
detail is not available, the results presented here and else-
where~Arbogastet al., 2002; Kwon and Turner, 2001; Qin
and Oxenham, 2003! suggest that it may be more difficult to
perform the first step for auditory streaming, which is to
identify which fluctuating sound is the target and which is
the masker. As indicated in a recent study in our laboratory,

FIG. 9. Comparison of the two procedures~i.e., ‘‘masker fixed’’ or ‘‘target
fixed’’ ! used to examine the effects of compression in cochlear-implant us-
ers. Performance~y axis! is shown as a function of the target-to-masker ratio
~x axis!. The data is plotted separately for single-talker~upper panels! and
SSN maskers~lower panels!. Data for each talker is shown in columns.
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speaker identification is a very difficult task for cochlear-
implant listeners, most likely because pitch and temporal fine
structure cues are not adequately coded~Kong et al., 2003!.
In support of this, the cochlear-implant users in the present
study and the normal-hearing subjects listening to the simu-
lations ~both here and in the study by Qin and Oxenham!
showed no greater benefit of one talker over another, even
when the masker and target speech differed in gender.

With steady-state noise, the masker is more predictable,
and obvious differences in temporal envelope between the
masker and speech target make segregation a much easier
task. Although the female single-talker masker failed to show
a significant improvement over that obtained with the same
male masker, there was a benefit from gross spectral differ-
ences when the masker was SSN~i.e., higher performance
was observed with the ‘‘female SSN’’ over the ‘‘same male
SSN’’!. These results demonstrate that cochlear-implant us-
ers can segregate competing sounds much more easily if it is
a simple, temporally based, ‘‘steady vs. fluctuating’’ distinc-
tion, but not when both masker and target are fluctuating and
the listener is forced to rely on the coarse spectral informa-
tion from their speech processor to segregate a female single-
talker masker from a male speech target. This suggests that
modulation interference may limit performance when spec-
tral information is reduced.

V. SUMMARY AND CONCLUSIONS

Consistent with previous studies, these results demon-
strate that most cochlear implant listeners can use the enve-
lope information delivered through the speech processor to
follow conversations in quiet environments, but their perfor-
mance deteriorates substantially with background noise, par-
ticularly if the noise is also speech. Although not directly
examined in the present study, the potential contributors to
poor performance in noise include reduced spectral resolu-
tion and the lack of fine structure information in current co-
chlear implants. Additionally, the compression mechanism
used in cochlear implants may often produce less than opti-
mal TMRs and poorer speech recognition performance as
demonstrated here. The cochlear-implant listener is therefore
at a serious disadvantage for speech understanding in realis-
tic listening environments, such as classrooms, restaurants,
and other social gatherings that require more acoustic redun-
dancy than current cochlear implants provide.

~i! Similar to the results of Qin and Oxenham~2003!, the
current study found poorer performance with a com-
peting talker than SSN for normal-hearing subjects
listening through an implant simulation, and the con-
verse was observed when normal-hearing listeners
heard natural, unprocessed speech stimuli.

~ii ! The results presented here extend those of Qin and
Oxenham by including data from actual cochlear-
implant listeners who, like normal-hearing subjects
listening to the 8-channel simulation, demonstrated
lower scores with a competing talker than with SSN.

~iii ! The combined effect of informational and energetic
masking most likely contributed to the poorer perfor-
mance with speech maskers. Informational masking

appears to have a strong influence on spectrally im-
poverished speech since listeners have great difficulty
distinguishing the components of the target speech
from the masking speech. As a result, portions of the
masker may become perceptually integrated with the
target.
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Carlyon and Shackleton@J. Acoust. Soc. Am.95, 3541–3554~1994!# presented an influential study
supporting the existence of two pitch mechanisms, one for complex tones containing resolved and
one for complex tones containing only unresolved components. The current experiments provide an
alternative explanation for their finding, namely the existence of across-frequency interference in
fundamental frequency~F0! discrimination. Sensitivity (d8) was measured for F0 discrimination
between two sequentially presented 400 ms complex~target! tones containing only unresolved
components. In experiment 1, the target was filtered between 1375 and 15 000 Hz, had a nominal F0
of 88 Hz, and was presented either alone or with an additional complex tone~‘‘interferer’’ !. The
interferer was filtered between 125–625 Hz, and its F0 varied between 88 and 114.4 Hz across
blocks. Sensitivity was significantly reduced in the presence of the interferer, and this effect
decreased as its F0 was moved progressively further from that of the target. Experiment 2 showed
that increasing the level of a synchronously gated lowpass noise that spectrally overlapped with the
interfererreducedthis ‘‘pitch discrimination interference~PDI!’’. In experiment 3A, the target was
filtered between 3900 and 5400 Hz and had an F0 of either 88 or 250 Hz. It was presented either
alone or with an interferer, filtered between 1375 and 1875 Hz with an F0 corresponding to the
nominal target F0. PDI was larger in the presence of the resolved~250 Hz F0! than in the presence
of the unresolved~88 Hz F0! interferer, presumably because the pitch of the former was more salient
than that of the latter. Experiments 4A and 4B showed that PDI was reduced but not eliminated
when the interferer was gated on 200 ms before and off 200 ms after the target, and that some PDI
was observed with a continuous interferer. The current findings provide an alternative interpretation
of a study supposedly providing strong evidence for the existence of two pitch mechanisms.
© 2004 Acoustical Society of America.@DOI: 10.1121/1.1766021#

PACS numbers: 43.66.Fe, 43.66.Hg, 43.66.Ba@NFV# Pages: 1092–1104

I. INTRODUCTION

Many of the periodic sounds that we encounter in every-
day life are broadband, and contain harmonics that differ
widely in the extent to which they are resolved by the pe-
ripheral auditory system. A distinction that has informed
much experiment and theory is that between the lower har-
monics, which are resolved by the peripheral auditory sys-
tem, and the higher harmonics, which are not~Plomp, 1964;
Houtsma and Smurzynski, 1990; Fine and Moore, 1993;
Moore and Ohgushi, 1993; Shackleton and Carlyon, 1994!.
The transition from resolved to unresolved harmonics ap-
pears to be around the 10th harmonic, but the exact locus
seems to depend on the specific measure~e.g., fundamental
frequency discrimination thresholds or the ability to hear out
individual components! used to determine this transition~for
a discussion see Bernstein and Oxenham, 2003b!. The unre-

solved harmonics interact within auditory filters and, in the
case of consecutive harmonics, produce a modulation at a
rate equal to the fundamental frequency~F0!. A wide body of
evidence has shown that although this cue can give rise to a
perception of pitch~Burns and Viemeister, 1976; Moore and
Rosen, 1979!, it is the resolved harmonics that dominate the
pitch of broadband sounds~Plomp, 1967; Ritsma, 1967;
Ritsma, 1970; Mooreet al., 1985!. Furthermore, difference
limens for F0~F0DLs! are also lower for resolved than for
unresolved harmonics~Houtsma and Smurzynski, 1990!.

Early models, proposed to account for the pitch of com-
plex tones, fall into two different classes. In the first, pitch is
derived solely from the periodicity arising from the within-
channel interaction of multiple harmonics~Schouten, 1940;
Schouten, 1970!. Such a mechanism would be effective for
deriving the pitch of complex tones containing only unre-
solved components~referred to as ‘‘unresolved complexes’’
hereafter!. In the second class of models, pitch is derived by
a form of ‘‘pattern recognition’’ across resolved harmonics
~Goldstein, 1973; Terhardt, 1974!. This sort of mechanism
would be effective for deriving the pitch of complex tones
containing resolved components~referred to as ‘‘resolved

a!Parts of this work were presented at the 145th meeting of the Acoustical
Society of America, Nashville, Tennessee, 28 April–2 May 2003@J.
Acoust. Soc. Am.113, 2290~2003!#.

b!Author to whom correspondence should be addressed; electronic mail:
hedwig.gockel@mrc-cbu.cam.ac.uk
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complexes’’ hereafter!. A limitation of pattern recognition
models is that they have difficulty in accounting for the weak
but significant pitch percepts produced by unresolved har-
monics~but see Houtsma and Smurzynski, 1990!.

In contrast, a modern class of models, based loosely
around the concept of autocorrelation, can produce a pitch
estimate both from resolved and from unresolved harmonics
~Slaney and Lyon, 1990; Meddis and Hewitt, 1991; Patterson
et al., 1992!. Leaving aside, for the moment~but see Sec.
VI !, the question of whether the particular implementations
of such a unitary model can account for all the findings in the
pitch area, there is a more basic problem. This is the question
of whether it isnecessaryto assume two separate mecha-
nisms for extracting the pitch or whether one common
mechanism wouldin principle be sufficient~Licklider, 1951;
Meddis and Hewitt, 1991; Pattersonet al., 1992; Moore,
2003!. This issue has been discussed repeatedly~Houtsma
and Smurzynski, 1990; Carlyon and Shackleton, 1994; Med-
dis and O’Mard, 1997; Carlyon, 1998; Grimaultet al., 2002!
and here we present findings which are relevant for this
topic.

If there exists only one common pitch mechanism, then
one would expect two complex tones with similar fundamen-
tal frequencies~F0s! which are presented simultaneously—
one resolved and one unresolved—to be processed together,
in the same way. The output of the single mechanism, the
pitch estimate, would be expected to be dominated by which-
ever input gives the strongest output. Two pitches might be
heard in the presence of strong segregation cues for the two
tones, for example, an onset asynchrony. Two pitches might
also be heard if the F0s of the two tones differ sufficiently.
On the other hand, in the absence of strong segregation cues
and large F0 differences, the single pitch perceived probably
would be determined to a large extent by those components
of the input that give the strongest pitch. Complex tones with
resolved harmonics usually give a more salient pitch than
complexes containing only unresolved harmonics~see, e.g.,
Moore and Glasberg, 1986!; pitch salience has been deter-
mined by comparing subjects’ ability to identify simple
melodies or to identify musical intervals for high-pass fil-
tered complex tones with various cutoff frequencies~Moore
and Rosen, 1979; Houtsma and Smurzynski, 1990!, and by
comparing thresholds for F0 discrimination~Hoekstra and
Ritsma, 1977; Moore and Glasberg, 1988; Houtsma and
Smurzynski, 1990; Moore and Glasberg, 1990; Moore and
Peters, 1992; Shackleton and Carlyon, 1994!. Furthermore,
the dominance region for pitch is concentrated around lower
harmonic numbers~Plomp, 1967; Ritsma, 1967; Ritsma,
1970; Mooreet al., 1985; Dai, 2000!. Therefore, one might
expect the pitch of two simultaneously presented complex
tones—one resolved and the other unresolved—to be domi-
nated by the resolved complex. As a consequence, perfor-
mance in a task requiring judgement of the pitch of the un-
resolved complex tone might be strongly impaired by the
presence of a fixed-pitch resolved complex tone, even when
presented in a different spectral region. In other words, one
might see an interference in the pitch domain which is remi-
niscent of that seen in the modulation domain, i.e., modula-
tion detection and modulation discrimination interference

~MDI !, ~Yost and Sheft, 1989; Yostet al., 1989!. In contrast
to MDI, which can occur when the interferer is lower in
frequency than the target, or vice versa, the ‘‘pitch discrimi-
nation interference’’~PDI! would be expected to be asym-
metric; more interference would be expected from a resolved
complex than from an unresolved complex when judging the
pitch of an unresolved complex in a well separated spectral
region. This direction of asymmetry would be expected be-
cause subjects would try toignore the simultaneous inter-
ferer, as it carries no information for the task at hand. The
contribution of a resolved interferer to the perceived pitch
would be harder to ignore than that of an unresolved inter-
ferer, as the former evokes a more salient pitch~see earlier!.

An asymmetric across-frequency interference effect
somewhat similar to the one expected here, has been found
for the discrimination of interaural time differences. Low-
frequency interferers strongly impair the lateralization of
high-frequency targets, while high-frequency interferers have
little or no effect on the lateralization of low-frequency tar-
gets~McFadden and Pasanen, 1976; Bernstein and Trahiotis,
2001; for a short summary, see Moore, 2003!.

The experiments presented here show that such PDI
does indeed exist, and reveal some of the characteristics of
PDI. Later on we will discuss data by Carlyon and Shackle-
ton ~1994!, which have been interpreted as evidence for the
existence of two separate pitch mechanisms, one for complex
tones containing resolved and one for complex tones con-
taining only unresolved components. We will argue that the
current findings provide an alternative explanation for their
results, and therefore question their evidence for the exis-
tence of two pitch mechanisms, which strongly influenced
further research.

II. EXPERIMENT 1: THE INTERFERENCE EFFECT
AND ITS TUNING IN F0

A. Stimuli

Listeners had to discriminate between the F0s of two
sequentially presented complex tones~the targets! which had
a nominal F0 of 88 Hz. Each target was bandpass filtered
between 1375 and 15 000 Hz~3 dB down points! with a
slope of 48 dB per octave; thus it contained a large number
of only unresolved components~Carlyon and Shackleton,
1994; Shackleton and Carlyon, 1994!. The pitch salience of
such a wide-band unresolved complex would be increased
relative to a narrow-band version, but it would nevertheless
be considerably weaker than for a resolved complex~Kaern-
bach and Bering, 2001!. The target was either presented
alone~condition ‘‘None’’!, or it was accompanied by another
complex tone~the interferer!. The interferer had an F0 of 88
Hz or higher, and was bandpass filtered between 125 and 625
Hz ~3 dB down points! with a slope of 48 dB per octave; thus
it contained resolved components only. Note that, as the tar-
get and the interferer were filtered into well-separated fre-
quency regions, one would not expect them to interact in the
auditory periphery; therefore any effect must be more cen-
tral. When present, the interferer was gated synchronously
with the target, and its F0 relative to the nominal target F0
was unchanged for a block of trials. The independent vari-
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able of the first experiment was the amount by which the F0
of the interferer was above that of the nominal target F0;
possible values were: 0%, 2%, 4%, 6%, 10%, 14%, 20%, or
30%. The F0 difference between the low-F0 and the high-F0
targets~DF0! was fixed for each subject; it was determined in
such a way that performance was below 100% correct in the
easiest condition and was above 50% correct in the most
difficult condition. The following values forDF0 were em-
ployed: 7.1% for one subject, 3.5% for four subjects, and 2%
for the sixth subject.

The F0 of the digitally generated stimuli~see later! was
randomly varied over the range610% between trials by
varying the sample rate~also producing a slight variation in
duration and in the filter cutoffs!. This F0 randomization dis-
couraged subjects from basing their decision on a long-term
memory representation of the sound, and encouraged them to
compare the pitch of the two targets presented in each trial.
For both target and interferer, the level per component was
45 dB SPL, and components were always summed in sine
phase. The nominal stimulus duration was 400 ms, including
5 ms raised-cosine onset and offset ramps. In order to mask
possible distortion products, a continuous white background
noise, lowpass filtered at the lower cutoff frequency of the
target ~nominally at 1375 Hz! with a slope of 96 dB per
octave, was presented. The overall root-mean-square~rms!
level of the noise in the region from 125 to 625 Hz, the
nominal frequency band covered by the interferer, was 10 dB
below that of the interferer. Schematic spectrograms of the
stimuli are shown in Fig. 1.

The complex tones were generated and bandpass filtered
digitally. They were played out using a 16-bit digital-to-
analog converter~CED 1401 plus!, with a sampling rate
which was varied between trials over the range 40 kHz
610%. This led to a variation of F0 and to a concomitant
proportional change in the bandpass region of the tones.
Stimuli were passed through an antialiasing filter~Kemo
21C30! with a cutoff frequency of 17.2 kHz~slope of 96
dB/oct!, and presented monaurally, using Sennheiser HD250
headphones. Subjects were seated individually in an IAC
double-walled sound attenuating booth.

B. Procedure

A two-interval two-alternative forced choice task was
used to measure percent correct for the fixed values ofDF0.
The subjects were required to indicate the interval containing
the target with the higher F0. The interferer was presented in
both intervals in each trial. Its F0 was identical in both inter-
vals and fixed at a certain percentage above the nominal
target F0 throughout a block of 100 trials. The silent interval
between presentations of the two stimulus intervals in a trial
was fixed at 500 ms in all conditions~see Fig. 1!. Each
interval was marked by a light and visual feedback was pro-
vided following each response.

The total duration of a single session was about 2 h,
including rest times. At least four~mostly five! blocks of 100
trials were run for each condition and subject. The order of
the conditions was counterbalanced within and across sub-
jects. One block was run for each condition in turn, before
additional blocks were run in any other condition. To famil-
iarize subjects with the procedure and equipment, they par-
ticipated in at least three sessions, more if practice effects
within conditions were seen, before data collection proper
was started.

C. Subjects

In this and all following experiments, subjects ranged in
age from 19 to 41 years, and their quiet thresholds at octave
frequencies between 250 and 8000 Hz were within 15 dB of
the 1969 ANSI standard. In all experiments, one of the sub-
jects was the first author. In experiment 1, six subjects par-
ticipated in all nine conditions. Four of the six subjects had
considerable musical experience, and these were the ones
with the lower values ofDF0.

D. Results and discussion

Figure 2 shows the results averaged over all subjects and
the corresponding standard errors. Performance in terms of

FIG. 1. Schematic spectrograms of stimuli presented over the course of one
2AFC trial in experiment 1. FIG. 2. The mean performance, and the associated standard errors~across

subjects! obtained in experiment 1. The circle indicatesd8 in the absence of
an interferer. The solid line indicatesd8 plotted as a function of the ratio
between the F0 of the interferer and the nominal target F0.
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d8 is plotted as a function of the ratio between the F0 of the
interferer and the nominal F0 of the target. Performance was
best, with ad8 value of about 1.96, in the absence of an
interferer~leftmost symbol, None!. Performance was worst,
at ad8 value of about 0.94, when the interferer’s F0 was at
the nominal target F0~ratio of one!. With increasing differ-
ence between the interferer’s F0 and the nominal target F0
performance recovered slowly. When the F0 of the interferer
was 30% above the nominal target F0, performance was
nearly, but not quite, back to that observed without any in-
terferer~a d8 value of 1.76!.

To determine the statistical significance of the results, a
repeated-measures one-way ANOVA~with nine levels for the
factor condition! was calculated, using the meand8 value for
each subject and condition as input. This showed a highly
significant main effect of condition@F(8,40)521.6, p
,0.001].1 Calculation of simple contrasts showed that all
conditions with an interferer differed significantly from con-
dition None. For the eight parameter values the followingF
values and significance levels were obtained. 0%:F(1,5)
527.7, p50.003; 2%: F(1,5)534.1, p50.002; 4%:
F(1,5)536.4,p50.002; 6%:F(1,5)529.4,p50.003; 10%:
F(1,5)522.2, p50.005; 14%: F(1,5)523.1, p50.005;
20%: F(1,5)520.2, p50.006; 30%: F(1,5)513.6, p
50.014.

In summary, F0 discrimination between two targets con-
taining only unresolved components was clearly impaired in
the presence of a tone complex with resolved components
and an F0 similar to the nominal target F0. Importantly, this
was true even though the target and interferer were filtered
into well-separated spectral regions. Thus, peripheral interac-
tions were unlikely to be responsible for this effect. The in-
terference effect showed tuning between the F0s of target
and interferer, which again suggests that the effect does not
have a peripheral origin. Subjectively, the increase in F0 dif-
ference between target and interferer led to increased percep-
tual segregation of the two sounds. For interferers with an F0
within 10% of the nominal target F0, perceptual segregation
was reported to be either absent or weak. When the interfer-
er’s F0 was 20% or 30% above that of the target, two sound
sources were perceived. Nevertheless, a small impairment in
F0 discrimination was still observed.

III. EXPERIMENT 2: EFFECT OF LEVEL OF
SYNCHRONOUSLY GATED LOWPASS NOISE

The first experiment showed that the interference effect
depended on the similarity between the interferer’s F0 and
the nominal F0 of the target. The second experiment pro-
vided a further test of whether the interference effect de-
pends on the pitch characteristics of the added sound, or
simply the presence of energy in the dominance region of
pitch of the F0 of the target. The lowpass-filtered white
noise—presented continuously in the first experiment—was
now gated synchronously with the complex tone interferer
and the target, in order to avoid them being segregated due to
onset asynchrony. Thus, the added sound now consisted of a
tonal and a noise component, and the level of the noise com-
ponent was varied. Because the lowpass noise spectrally
overlapped with the complex tone used as interferer in ex-

periment 1, increasing the noise level would lead to a de-
crease in the tonality of the added sound, i.e., to a decrease in
pitch strength and/or loudness of the tonal component of the
added sound, due to the decrease of the tone-to-noise ratio in
the spectral region containing the complex tone.

A. Stimuli and procedure

The basic stimuli and procedure were the same as in
experiment 1, with the following exceptions. The level of the
lowpass white noise was either the same as in experiment 1,
i.e., 10 dB below that of the complex tone interferer in the
frequency band covered by the tone~condition210 dB!, or
it was 10 dB above that of the complex tone interferer in the
frequency band covered by the tone~condition110 dB!. For
the latter, the tone-to-noise ratio was around threshold. The
noise was gated synchronously with the tones. In order to
produce synchronously gated noise, we used digitally gener-
ated 400 ms bursts of white noise which were lowpass fil-
tered digitally. Twenty different versions of noise bursts were
pregenerated and stored on disk. One out of these 20 realiza-
tions of noise was chosen at random for each presentation in
order to avoid masking effects that are specific to a particular
‘‘frozen’’ noise sample~Hanna and Robinson, 1985!. The
values forDF0 were 7.1% and 3.5% for all subjects.

Five blocks of 100 trials each were run for each condi-
tion and subject. The order of the conditions was counterbal-
anced within and across subjects. One block was run for each
condition in turn, before additional blocks were run in any
other condition. Subjects participated in at least one practice
session before data collection proper was started.

Five subjects participated in all four conditions; three of
them had considerable musical experience. Three of the five
subjects were the same as in experiment 1, two of whom
participated in experiment 2 before they ran in experiment 1.

B. Results and discussion

Figure 3 shows the mean results and the corresponding
standard errors. The left and the right pairs of columns show
d8 values for F0 discrimination withDF0 equal to 3.5% and
7.1%, respectively. The white and black columns are for
noise levels of210 and110 dB, respectively, re the level of
the complex tone interferer in the band covered by the tone.
As expected, overall performance was higher when theDF0
was 7.1% than when it was 3.5%. More importantly, in both
cases performanceimprovedwhen the level of the lowpass
noise was increased by 20 dB. These results were confirmed
by the outcome of a repeated-measures two-way ANOVA
~with factorsDF0 and level of noise!. The main effects of
DF0 @F(1,4)570.1, p,0.01] and level of noise@F(1,4)
526.9, p,0.01] were highly significant, while the interac-
tion between the two was not significant.

In summary, F0 discrimination performance in the pres-
ence of a complex tone interferer filtered into a spectrally
remote region was improved by increasing the level of a
lowpass noise which spectrally overlapped with and was
gated synchronously with the interferer. This is one of the
rare occasions where more noise helps~Warren, 1970; Car-
lyon, 1987; Plack and Viemeister, 1992; Plack and White,
2000a; Carlyonet al., 2002a!. More noise probably helped,
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because it reduced the perceived tonality of the added sound,
i.e., the pitch strength and/or loudness of the tonal compo-
nent of the added sound. This finding provides converging
evidence that the interference effect does not primarily de-
pend on the amount of energy present in the dominant region
for pitch for the F0 used, and rules out an origin for the
interference effect at a very peripheral stage of processing.
Together with the findings from experiment 1, it suggests
interference at the level of pitch processing itself.

IV. EXPERIMENT 3: PITCH SALIENCE VERSUS
ENVELOPE MODULATION OF THE INTERFERER

The first two experiments showed that the tonality of the
added sound and the similarity between the F0s of the target
and interferer played a crucial role in PDI. In an attempt to
further clarify the characteristics of the interference process,
the next two experiments explored the role of two other as-
pects of a complex tone interferer, its resolvability and its
degree of envelope modulation.

Resolved components are dominant in determining the
pitch of a complex tone~Plomp, 1967; Ritsma, 1967;
Ritsma, 1970; Mooreet al., 1985!, and the pitch produced by
complex tones containing resolved components is more sa-
lient than that produced by complexes containing only unre-
solved components~Houtsma and Smurzynski, 1990; Shack-
leton and Carlyon, 1994!. As mentioned in the Introduction,
if there exists only one common pitch mechanism, then one
might expect the pitch estimate to be dominated by whatever
components of the input give the strongest pitch. Therefore,
one would predict more interference on F0 discrimination
between two unresolved target tones by a resolved interferer
than by an unresolved one. In contrast, if there exist two
different independentpitch mechanisms whose outputs can
be assessed independently, then one would not expect to see
any PDI in the presence of a resolved interferer. However,
PDI would be expected in the presence of an unresolved

interferer, as this would feed into the same pitch mechanism
for unresolved components as the target. If twononindepen-
dent pitch mechanisms exist, then interference would be ex-
pected with both, resolved and unresolved interferers.

In the latter case, the relative amount of interference
observed in the presence of a resolved or an unresolved in-
terferer might depend on when the interference occurs. If the
inteference across mechanisms occurs relatively early, then
one might expect the unresolved interferer to be more dis-
ruptive than the resolved interferer. The reasoning for this is
as follows. First, only an unresolved complex would feed
directly into the putative pitch mechanism specific for unre-
solved components. Second, the unresolved interferer will
produce a higher degree of envelope modulation at the out-
puts of the excited auditory filters than a resolved one. As the
pitch of the unresolved target complex will partly or mainly
be derived from envelope cues, one might expect more inter-
ference from an added complex with a strongly modulated
internal envelope than from one with less modulation, i.e., an
interference that is related to MDIwithin the putative spe-
cific pitch mechanism for unresolved complexes might be
present. If the interference across mechanisms occurs at a
late stage, i.e., after the pitch within each mechanisms has
been estimated, then one might expect more interference in
the presence of a resolved than an unresolved interferer, due
to the more salient pitch evoked by the former. Experiments
3A and 3B investigated these possibilities.

A. Experiment 3A

1. Stimuli and procedure

The basic task and procedure were the same as in the
first experiment. The stimuli differed in the following way:
Listeners had to discriminate between the F0s of two sequen-
tially presented target tones which had a nominal F0 of either
88 or 250 Hz. Each target was bandpass filtered between
3900 and 5400 Hz~3 dB down points, a slope of 48 dB/oct!;
thus, for both F0s it contained only unresolved components
~Plomp, 1964; Carlyon and Shackleton, 1994!. The target
was either presented alone, or it was accompanied by an
interferer with an F0 which was identical to that of the nomi-
nal target F0. The interferer was bandpass filtered between
1375 and 1875 Hz~3 dB down points, slope of 48 dB/oct!.
For the 88 Hz F0 this meant that the interferer’s components
were unresolved, while for the 250 Hz F0 they were re-
solved. As in the previous experiments, the level per compo-
nent was 45 dB SPL for both target and interferer. For all
subjectsDF0 was equal to 3.5%.

To mask possible distortion products, a continuous pink
background noise was presented with a spectrum level of 15
dB SPL at 1 kHz; this level was comparable to that of the
lowpass-filtered white noise background used in experiment
1. Five blocks of 100 trials each were run for each condition
and subject. The order of the conditions was counterbalanced
within and across subjects. One block was run for each con-
dition in turn, before additional blocks were run in any other
condition. Subjects participated in at least one session, be-
fore data collection proper was started.

FIG. 3. The mean performance, and the associated standard errors~across
subjects! obtained in experiment 2.d8 for F0 discrimination is plotted as a
function of DF0 ~3.5% and 7.1%! between the two target tones. The white
and black columns are for noise levels of210 and110 dB, respectively, re
the level of the interferer in the band covered by the interferer.
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Seven subjects participated in all four conditions. Five
of them had considerable musical experience. Five of the
seven subjects had also taken part in experiment 1, and five
had also participated in experiment 2.

2. Results and discussion

Figure 4 shows the mean results and the corresponding
standard errors across subjects. The left two columns are for
targets with a nominal F0 of 88 Hz, and the right two col-
umns are for targets with a nominal F0 of 250 Hz. The white
and black columns showd8 in the absence and in the pres-
ence of an interferer, respectively. The results show that add-
ing an interferer with an F0 which is identical to the nominal
F0 of the target always impaired performance. The important
finding here is that performance was impaired more when the
interferer was resolved than when it was unresolved. These
results were confirmed by the outcome of a repeated-
measures two-way ANOVA~with factors F0 and interferer!,
which showed that the main effect of the presence of the
interferer @F(1,6)563.2, p,0.001] and the interaction be-
tween F0 and presence of the interferer@F(1,6)523.2, p
50.003] were both highly significant; the effect of the pres-
ence of the interferer was significant for the 88 Hz F0
@F(1,6)59.6, p50.021] and highly significant for the 250
Hz F0 @F(1,6)561.7,p,0.001]. There was no main effect
of F0.

In summary, performance was impaired most in the
presence of the interferer which contained resolved compo-
nents, i.e., dominant components with regard to pitch. This
interferer had the more salient pitch, but a smaller degree of
envelope modulation than the unresolved interferer. These
results are not consistent with predictions based on the con-
cept of two seperate pitch mechanisms, whose outputs can be
assessed independently.

B. Experiment 3B

1. Stimuli and procedure

The basic task and procedure were the same as in ex-
periment 3A. However, the stimuli differed. The characteris-
tics of the interferer were manipulated in a different way
from experiment 3A so that the pitch and the spectral region
of the interferer stayed constant, even though the resolvabil-
ity of the harmonics and the pitch strength were varied.

The nominal F0 of the target was 88 Hz and it was
bandpass filtered between 1500 and 15 000 Hz~3 dB down
points, a slope of 48 dB/oct!; thus, it contained many com-
ponents, all of which were unresolved. The target was either
presented alone, or it was accompanied by an interferer,
which was bandpass filtered between 250 and 750 Hz~3 dB
down points, slope of 48 dB/oct!. The interferer either had an
F0 of 88 Hz, in which case its components were added in
sine phase~condition 88-Sine!, or it had an F0 of 44 Hz with
components added in alternating phase~condition 44-Alt!. In
condition 88-Sine, the interferer’s components were re-
solved, while they were expected to be unresolved in condi-
tion 44-Alt ~Moore, 1993; Moore and Ohgushi, 1993!. In the
latter, the pitch of the interferer approximately corresponded
to that of the 88 Hz F0 sine-phase complex~Flanagan and
Guttman, 1960; Shackleton and Carlyon, 1994!. Note, how-
ever, that the pitch of the alternating-phase complex was less
salient than that of the sine-phase complex, while its degree
of envelope modulation at the output of the auditory filters
was greater. The latter follows from the fact that resolved
components produce hardly any envelope modulation at the
output of auditory filters centered on the frequency of the
resolved components, while auditory filters centered at the
frequency of unresolved components show an envelope
modulation with a modulation rate corresponding to the rep-
etition rate of the original waveform~see, e.g., Fig. 6.6 in
Moore, 2003!. For the 88 Hz F0 interferer, the level per
component was 45 dB SPL~as in the experiments before!,
while for the 44 Hz F0 interferer the level per component
was reduced to produce the same rms level for the two in-
terferers.

For all subjectsDF0 was equal to 3.5%. As in experi-
ment 1, a continuous white background noise was presented
with an overall rms level that—in the frequency region of the
interferer—was 10 dB below that of the interferer. It was
lowpass filtered at the lower cutoff frequency of the target
~nominally 1500 Hz! with a slope of 96 dB per octave. Be-
tween four and five blocks with 100 trials each were run for
each condition and subject. The order of the conditions was
counterbalanced within and across subjects. One block was
run for each condition in turn, before additional blocks were
run in any other condition. Subjects participated in at least
one session, before data collection proper was started.

Seven subjects participated in all three conditions. Four
of them had considerable musical experience. All subjects
took part in at least one of the earlier experiments before
participating in this one.

FIG. 4. The mean performance, and the associated standard errors~across
subjects! obtained in experiment 3A.d8 for F0 discrimination is plotted as a
function of condition. The left two columns are for targets with a nominal
F0 of 88 Hz, and the right two columns are for targets with a nominal F0 of
250 Hz. The white and black columns show performance in the absence and
in the presence of an interferer with F0 corresponding to the nominal target
F0, respectively.
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2. Results and discussion

Figure 5 shows the mean results and the corresponding
standard errors across subjects. As was expected, both inter-
ferers reduced performance relative to that without an inter-
ferer @88-Sine: F(1,6)548.6, p,0.001; 44-Alt: F(1,6)
521.0,p,0.01]. However, the question of interest here was
whether condition 88-Sine would lead to worse performance
than condition 44-Alt. Importantly, performance was signifi-
cantly worse in condition 88-Sine than in condition 44-Alt.
This was confirmed by the outcome of a repeated-measures
one-way ANOVA@F(1,6)56.93,p,0.05] in which onlyd8
values from conditions 88-Sine and 44-Alt were used, in
order to avoid getting a significant effect because of the dif-
ference between performance in the absence and in the pres-
ence of an interferer. Even though the size of the effect was
small ~the average difference betweend8 values in the two
interferer conditions was 0.25!, only one out of seven sub-
jects showed a small difference~the smallest absolute differ-
ence of all subjects with a value of 0.04! in the opposite
direction. In summary, performance was impaired most in
the presence of the interferer which contained resolved com-
ponents and had the more salient pitch. The higher degree of
envelope modulation for the alternating-phase interferer did
not produce more impairment than that observed for the in-
terferer whose envelope was less modulated. Thus, the find-
ings from experiment 3B are in agreement with those from
experiment 3A.

Overall, the findings from experiments 3A and 3B indi-
cate that the PDI observed with an unresolved target depends
more on the pitch strength of the interferer than on the pres-
ence of unresolved components, which produce a higher de-
gree of envelope modulation in the auditory periphery. These
findings are not compatible with the existence of two inde-
pendent pitch mechanisms whose outputs can be assessed
independently. The current findings are consistent with either
interaction in one common pitch mechanism, or, the exis-

tence of two pitch mechanisms whose outputs cannot be con-
sciously assessed independently but instead are combined at
a later stage. In the latter case, the outputs of the two pitch
mechanisms would have to be combined at alater stage
~after the individual pitch estimates have been derived!, in
order to explain that PDI is larger for a resolved interferer
than for an unresolved interferer; the estimated pitch from
the pitch mechanisms for resolved components would be
more salient than the estimated pitch from the mechanism for
unresolved components, and thus could dominate the con-
sciously perceived pitch.

V. EXPERIMENT 4: EFFECT OF ONSET ASYNCHRONY
OF INTERFERER

In all the experiments described so far, the interferer and
the target were gated synchronously. This would have pro-
moted perceptual grouping of the two. The last two experi-
ments investigated the role of perceptual grouping in PDI.
Onset asynchrony is one of the strongest cues for perceptual
segregation~Darwin and Carlyon, 1995; Gockel, 2000!. For
example, Darwin and Ciocca~1992! showed that the influ-
ence of a mistuned fourth component on overall pitch of a
complex tone was eliminated once the onset asynchrony be-
tween the mistuned component and the remaining harmonic
complex was increased to 320 ms. As the remaining complex
contained harmonics 1–12, this shows thatwithin one pitch
mechanism the contribution of part of the sound on the over-
all pitch can be reduced in the presence of a strong cue for
perceptual segregation. Therefore, for the present experi-
ments it was expected that introducing an onset asynchrony
between interferer and target would reduce or even eliminate
the interference effect.

A. Experiment 4A: Asynchronous interferer

1. Stimuli and procedure

The basic task and procedure were the same as in the
first experiment. Five conditions were tested. The first con-
dition ~None!, was a replication of condition None in experi-
ment 1; the unresolved target with a nominal F0 of 88 Hz,
bandpass filtered between 1375 and 15 000 Hz was presented
together with a low-level continous lowpass-filtered white
noise background. The second condition~CN210!, repli-
cated the condition named ‘‘0’’ of the first experiment. It
differed from condition None only through the presence of a
synchronously gated resolved interferer with an F0 of 88 Hz
~bandpass filtered between 125 and 625 Hz!. The third con-
dition ~AsyInt! was new; while the target had the same 400
ms duration as before, the interferer started 200 ms before
and stopped 200 ms after the target. Since the silent time
between the two intervals within a trial was kept constant at
500 ms, this meant that the targets were now separated in
time by 900 ms. To check whether the increased time be-
tween the two target stimuli might affect performance, a
fourth condition ~LongIsi! was run in which no interferer
was presented and where the targets were separated by 900
ms. Finally, the fifth condition~CN110! was similar to con-
dition CN210, except that the level of the continuous low-
pass filtered noise was increased by 20 dB. This condition
was included to check whether the lowpass noise could re-

FIG. 5. The mean performance, and the associated standard errors~across
subjects! obtained in experiment 3B.d8 for F0 discrimination of a nominal
88 Hz target, bandpass-filtered into a frequency region between 1500 and
15 000 Hz, is plotted for each type of synchronously gated interferer~band-
pass filtered between 250 and 750 Hz!.
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store performance back to that observed in the absence of an
interferer, when presented at a high level so that it would
nearly mask the interferer; and presented continuously, so
that it would very likely be segregated from the target.

For five subjects,DF0 was 3.5% and for the sixth it was
2%. Four to five blocks of 100 trials were run for each con-
dition and subject. The order of the conditions was counter-
balanced over subjects. One block was run for each condi-
tion in turn, before additional blocks were run in any other
condition.

Six subjects participated in all five conditions. Five of
the six subjects had considerable musical experience, and
five subjects took part in at least two of the previous experi-
ments. Subjects participated in at least one practice session
~three for the fresh subject!, before data collection proper
was started.

2. Results and discussion

Figure 6 shows the mean results and the corresponding
standard errors across subjects. Performance in condition
CN210 was reduced by about 0.9d8 units compared to that
observed in the absence of an interferer~None!. This reduc-
tion was very similar to that observed in experiment 1 for
identical stimuli. When the interferer was gated asynchro-
nously with the target~condition AsyInt!, performance im-
proved relative to that observed for synchronous gating~con-
dition CN210!. However, performance in condition AsyInt
was lower than in condition None. Performance in condition
LongIsi was similar to that in condition None. This means
that the increased time between the two target stimuli within
a trial was not the reason for the impairment observed in
condition AsyInt. Finally, performance in condition CN110
was similar to that observed in condition None. This shows
that a continous lowpass noise which spectrally overlaps
with the interferer, and which is intense enough to nearly
mask it, can bring performance back to that observed in the

absence of an interferer. Note that one would not necessarily
expect to see the same restoration effect with asynchro-
nouslygated lowpass noise of the same level. Remember that
the results of experiment 2 showed improved performance
with increased level of a synchronously gated lowpass noise.
Performance in condition110 dB for DF0 of 3.5% in ex-
periment 2 was lower than that observed here with continous
presentation of the same lowpass noise~condition None was
not measured in experiment 2!. Thus, it seems that gating the
noise synchronously with the target might impair perfor-
mance. However, the subjects were not all the same in ex-
periment 2 and experiment 4A, and the subjects in common
participated in experiment 4A after they ran in experiment 2.
Therefore, this conclusion has to be treated with some cau-
tion.

To examine the statistical significance of the results, a
repeated-measures one-way ANOVA~with five levels for the
factor condition! was calculated, using the meand8 value for
each subject and condition as input. This showed a highly
significant main effect of condition@F(4,20)530.3, p
,0.001]. Calculation of simple contrasts, with condition
None as the reference condition, showed that only condition
CN210 @F(1,5)567.2, p,0.001] and condition AsyInt
@F(1,5)514.4, p50.01] differed significantly from condi-
tion None. Performance in condition AsyInt was significantly
better than that observed in condition CN210 (p50.01).

To summarize, asynchronous gating of the interferer and
target reduced PDI relative to that caused by a synchronously
gated interferer. Under the assumption that one single pitch
mechanism exists, this would mean that perceptual segrega-
tion due to the 200 ms onset and offset asynchrony took
place before the pitch estimate was derived and thus was able
to influence the output of the pitch mechanism, at least to a
certain degree. As mentioned earlier, Darwin and Ciocca
~1992! reported that perceptual segregation due to onset
asynchrony eliminated the contribution of a single mistuned
harmonic to the overall pitch of a complex tone. As the mis-
tuned harmonic was a low resolved harmonic and the har-
monic complex contained resolved harmonics this gave evi-
dence for the influence of perceptual segregation affecting
the pitch of stimuli that would be processedwithin one pitch
mechanism, i.e., either within the mechanism for the pitch of
resolved components or within the common pitch mecha-
nism. Hence, onset asynchrony can reduce across-frequency
integration of information, even when that integration clearly
occurs within a single pitch mechanism. This means that the
observed reduction in PDI due to onset asynchrony cannot be
used as an argument in favor of two pitch mechanisms.

In the present experiment, the imposed 200 ms asyn-
chrony was not as effective in reducing the observed PDI as
the continous higher-level lowpass noise. Therefore, we in-
vestigated in experiment 4B whether PDI could be elimi-
nated by presenting the interferer continuously.

B. Experiment 4B: Continuous interferer

1. Stimuli and procedure

The task and procedure were the same as in experiment
4A. Three conditions were tested. The first two conditions,
None and Syn.I. were replications of conditions None and

FIG. 6. The mean performance, and the associated standard errors~across
subjects! obtained in experiment 4A.d8 for F0 discrimination of a nominal
88 Hz target, bandpass filtered into a frequency region between 1500 and
15 000 Hz, is plotted for the five conditions used. See text for details of the
conditions.
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CN210 in experiment 4A, respectively. The only difference
from the corresponding conditions in experiment 4A was the
absence of random variation of sample rate across trials in
the present experiment~see later!. In the third condition, the
88 Hz F0 interferer was presented continuously~condition
Cont.I.!; this was the only difference with respect to condi-
tion Syn.I. To produce a continuous interferer, the harmonic
complex was generated and filtered in advance, and was then
recorded on audio CD. During the experiment, it was played
from audio CD and fed into a separate attenuator, whose
output was then added via a headphone buffer to the target
stimuli and the continuous low-level noise. This setup did
not allow us to randomize the sample rate of the target and
interferer together. Thus, there was no random variation of
the sample rate of the stimuli in experiment 4B. Without
random variation of the sample rate between trials, the task
was easier. Thus, to avoid ceiling effects,DF0 was reduced
to 2% for three subjects, and was kept at 3.5% for the fourth
subject. Four to seven blocks of 100 trials were run for each
condition and subject. The order of the conditions was coun-
terbalanced over subjects. One block was run for each con-
dition in turn, before additional blocks were run in any other
condition.

Four subjects participated in all three conditions. All of
them had participated in experiment 4A. Three of the four
had considerable musical experience and were those who
showed more impairment in condition AsyInt in experiment
4A than other subjects. The fourth subject had only shown a
very slight impairment in performance in condition AsyInt.
The other two subjects from experiment 4A, both with con-
siderable musical experience, were no longer available. One
of these had shown a medium impairment and the other had
shown hardly any impairment in condition AsyInt. Subjects
participated in at least one practice session before data col-
lection proper was started.

2. Results and discussion

Figure 7 shows the mean results and the corresponding
standard errors across subjects. Performance in condition
Syn.I. was reduced by about 0.87d8 units relative to that
observed in the absence of an interferer~None!. This reduc-
tion was very similar to that observed in experiment 4A for
identical stimuli, except for the roving of the sample rate
between trials. For the continuous interferer, performance
was much improved relative to that observed in condition
Syn.I.; however, it was still somewhat below that in condi-
tion None. The main interest of the present experiment was
to test whether presenting the interferer continuously would
restore performance to that observed in the absence of an
interferer. To assess this, a related measurest test was calcu-
lated on the data from those two conditions. This showed
that performance in condition None was significantly better
than in condition Cont.I.@T(3)53.1, pone-sided50.027]. For
comparison, the same test, calculated for the same four sub-
jects only on the data from conditions None and AsyInt in
experiment 4A, resulted inT(3)53.8 andpone-sided50.016.

In summary, presenting the interferer continously mark-
edly reduced PDI relative to that caused by a synchronously
gated interferer. The reduction was greater than found for an

asynchronously presented interferer. However, performance
was still slightly below that observed in the absence of an
interferer.

VI. GENERAL DISCUSSION

Evidence for a new type of interference in the pitch
domain has been presented. F0 discrimination between se-
quentially presented complex tones containing only unre-
solved components was impaired in the presence of a simul-
taneous complex tone containing resolved harmonics, even
though target and interferer were filtered into well separated
spectral regions. The interference effect was tuned to the
similarity between the F0s of target and interferer, indicating
a central origin. A relatively broad tuning was observed; in-
terferers with an F0 of 20%–30% above that of the target
still produced a small impairment in F0 discrimination, even
though interferer and target were clearly segregated. This
tuning is much wider than that observed for the influence of
a mistuned harmonic on the pitch of the overall harmonic
complex; Mooreet al. ~1985! showed that pitch shifts caused
by a mistuned harmonic approached zero at about 8% mis-
tuning ~with the maximum pitch shift arising at about
2%–3% mistuning!. Also, Mooreet al. ~1986! found that a
harmonic was sufficiently mistuned to be heard as a separate
tone with mistunings between 1.3% and 2%, an amount of
mistuning where the harmonic would still significantly con-
tribute to overall pitch. Thus, a duplex region existed where
sounds were perceptually segregated but nevertheless infor-
mation from the two sounds was combined to some extent
when determining the overall pitch. Subjective reports in ex-
periment 1 of the present study support the existence of a
duplex region in PDI too; even when target and interferer
were perceptually segregated, a small interference effect was
present. The generally broader tuning found in PDI than that
found with a single mistuned harmonic might be a conse-
quence of the fact that in the former paradigm the pitch in-
vestigated~via discrimination of F0! was that of an unre-

FIG. 7. The mean performance, and the associated standard errors~across
subjects! obtained in experiment 4B.d8 for F0 discrimination of a nominal
88 Hz target, bandpass filtered into a frequency region between 1500 and
15 000 Hz, is plotted for the three conditions used. See text for details of the
conditions.
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solved target complex while in the latter paradigm the
investigated pitch was that of a complex tone containing re-
solved components. The former would have a less salient
pitch than the latter even when presented alone. And of
course, in the former the interferer was a complex tone con-
taining several resolved components while in the latter the
‘‘interference’’ arose from one individual component only.
These points might explain why PDI extends to greater F0
separations and might also explain why, even with a continu-
ous interferer, some residual PDI was observed. Note that
even though the influence of a mistuned component on over-
all pitch and its tuning characteristic has often been dis-
cussed in terms of a harmonic sieve~Moore et al., 1985;
Moore et al., 1986; Darwinet al., 1994! this does not imply
that such an influence and tuning canonly be represented
within a class of models where pitch is derived by a pattern
matching process across resolved harmonics~Goldstein,
1973; Terhardt, 1974!.

The existence of PDI is compatible with the notion of
one common pitch mechanism for resolved and unresolved
components. The specific characteristics of the results are
consistent with the dominant pitch produced by the resolved
harmonics ‘‘swamping’’ the estimate of the F0 of the unre-
solved target, and with this interference occurring in a com-
mon pitch mechanism. Alternatively, if two different pitch
mechanisms exist, then the existence of PDI indicates that
they are not independent. Furthermore, the specific charac-
teristics of PDI demonstrated in experiments 3A and 3B in-
dicate that if two mechanisms exist, then the output of these
two mechanism seems to be combined compulsorily at a
relatively late stage, and the conscious pitch estimate is
dominated by the more salientoutputof the resolved mecha-
nism.

One of the most influential studies providing positive
evidence for the existence of two pitch mechanisms was pre-
sented by Carlyon and Shackleton~1994!. Their subjects had
to compare the pitch of two simultaneously presented com-
plex tones. The stimuli they used were quite similar to the
ones employed here. The tones were bandpass filtered in
either a LOW ~125–625 Hz!, MID ~1375–1875 Hz!, or
HIGH ~3900–5400 Hz! spectral region, and had an F0 of
either 88 or 250 Hz. Depending on the combination of spec-
tral region and F0, the complexes contained either mainly
resolved harmonics~88-LOW, 250-LOW, 250-MID! or only
unresolved harmonics~88-MID, 250-HIGH, 88-HIGH!. The
two complexes whose pitch had to be compared were always
filtered into two different spectral regions.

Carlyon and Shackleton~1994! also measured perfor-
mance for F0 discrimination of each of the complex tones
alone~for each nominal F0 and spectral region! in the clas-
sical way, i.e., the tones were presented sequentially on their
own. Performance in this sequential, within spectral region
task was then used to estimate the noise associated with the
encoding of F0. Within the framework of a model based on
signal detection theory, those estimates were then used to
derive predictions for F0 discrimination performance in ex-
perimental conditions where two complexes were presented
simultaneously. The results showed that performance in the
simultaneous task was worse than predicted when the two

complexes differed in resolvability, but was not worse than
predicted when they were both resolved. Note that the au-
thors excluded from further analysis the simultaneous condi-
tion with two unresolved complexes because an additional
cue was present in this specific condition. In order to explain
why performance was worse than predicted when the simul-
taneous complexes differed in resolvability, but was not
worse than predicted when they were both resolved, an ad-
ditional ‘‘translation noise’’ was assumed; this was supposed
to arise when the output from two different pitch mecha-
nisms had to be compared. The need to assume an extra
translation noise when predicting performance in the simul-
taneous F0 discrimination task from that observed in the se-
quential F0 discrimination task is the evidence Carlyon and
Shackleton~1994! presented for the existence of two pitch
mechanisms.2

The current experiments showed that the presence of an
additional resolved complex tone significantly impaired F0
discrimination between two sequentially presented unre-
solved complexes. Thus, even though the two target tones
had thesameresolvability, performance was impaired simply
due to the presence of another complex tone with similar F0.
This means that Carlyon and Shackleton’s~1994! perfor-
mance predictions for F0 discrimination between two simul-
taneously presented complex tones probably were too high
as they were based on performance measured in conditions
were each stimulus was presented alone. Predicted perfor-
mance would have been lower had predictions been derived
from base line conditions where the sequentially presented
target complex was accompanied by another complex tone.

A similar reasoning was used by Mooreet al. ~1984!
with regard to the question of what constitutes the correct
base line condition to determine the precision of the repre-
sentation of individual components of a complex tone at the
input to a central pitch processor~Goldstein, 1973!. Moore
et al. ~1984! argued that the right measure was not the fre-
quency DL of each component in isolation, but rather the
frequency DL of each component when presented within the
complex tone; they showed that, contrary to Goldstein’s con-
clusion, no extra noise within channels conveying informa-
tion from the periphery to the central processor was needed
to account for precision of the estimate of the residue pitch,
if the latter condition was used as base line. Similarly, the
current study shows that probably no extra translation noise
is necessary to explain the finding of Carlyon and Shackleton
~1994! that performance was lower than predicted in condi-
tions with two simultaneous tones differing in resolvability.
Thus, the current findings question the basis of Carlyon and
Shackleton’s~1994! argument for two distinct pitch mecha-
nisms.

Compatible with this, Micheyl and Oxenham~2003! did
not find any evidence for translation noise when F0 discrimi-
nation was measured for two complex tones presented se-
quentially. In the study of Micheyl and Oxenham~2003! ~see
also Oxenhamet al., 2004! the sequentially presented com-
plex tones were filtered into either the same or a different
spectral region. Depending on the nominal F0 used in a
given condition, this resulted in the two tones either having
the same or different resolvability. Their results showed that
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there was a large noise related to the comparison of F0
across spectal region, i.e., the timbre difference between the
two sounds resulting from filtering into different spectral re-
gions severely impaired performance. They did not need to
assume an additional noise in order to successfully predict
performance in conditions where the resolvability of the two
tones differed based on performance observed in conditions
where the two tones had the same resolvability.

In summary, the present results provide an alternative
interpretation for the findings of Carlyon and Shackleton.
The current findings are compatible with either the notion of
one common pitch mechanism for resolved and unresolved
components, or with the notion of two different mechanisms
whose outputs at some higher stage cannot be accessed in-
dependently. Theoretically, one possible realization of such a
higher stage interference could be an interference in memory.
It has been shown that same/different judgements on pairs of
complex tones separated by some time interval~around 4–5
s! was significantly impaired if other tones with similar pitch
were presented during the retention interval~Semal and De-
many, 1991; Semal and Demany, 1993!. A similar interfer-
ence in memory might have caused the PDI in the current
experiments where two complex tones have been presented
simultaneously. However, the fact that onset asynchrony sig-
nificantly reduced PDI~experiment 4A! argues against an
explanation of PDI mainly in terms of interference in
memory. The onset asynchrony led subjects to perceive two
sound sources instead of one~at least for small differences
between the F0s of target and interferer where PDI was larg-
est!. In Semal and Demany’s experiments several sound
events were always heard, and introducing differences be-
tween the timbres of the target sounds and the interfering
sounds hardly affected the observed pitch interference in au-
ditory short-term memory. In contrast in the present experi-
ment, PDI was substantially reduced when subjects heard
two sound sources due to the onset asynchrony. Furthermore,
the onset asynchrony in experiment 4A led to subjects hear-
ing the interferer alone after presentation of the target in the
first interval and before presentation of the target in the sec-
ond interval. Thus, according to the ‘‘interference in
memory’’ hypothesis one might even expect performance to
beworsein the presence of onset asynchrony than with syn-
chronous onsets of target and interferer. Therefore, it seems
unlikely that PDI was mainly caused by a higher-stage inter-
ference in memory. Under the assumption that two pitch
mechanisms exist, PDI rather seems to occur at the level
where a conscious pitch estimate is derived.

A particularly influential example of a unitary model,
termed the ‘‘autocorrelogram’’ model, can also account for
the fact that, for a given F0, the lower harmonics give rise to
a more salient pitch than do the unresolved harmonics~Med-
dis and Hewitt, 1991; Meddis and O’Mard, 1997!. This latter
prediction arises from a deterioration in phase locking with
increasing frequency. However, this model has also been
challenged~Carlyon and Shackleton, 1994; Shackleton and
Carlyon, 1994; Carlyon, 1998; Kaernbach and Demany,
1998; Plack and White, 2000b; Kaernbach and Bering, 2001;
Carlyonet al., 2002b!. One example comes from an experi-
ment by Shackleton and Carlyon~1994!, who showed that,

when two complexes of different F0s are filtered into the
same spectral region, the DLF0 still depends strongly on
resolvability—even though the accuracy of phase locking is
the same in the two cases, causing the model to predict no
consistent effect of resolvability~Shackleton and Carlyon,
1994; Carlyon, 1998!. This and other findings question the
ability of the autocorrelogram model—in its current
form—to account for all the data on the pitch of resolved and
unresolved harmonics. Modifications like restricting and
varying with center frequency the range of interspike inter-
vals that can be analyzed as suggested by Moore~1997! and
Bernstein and Oxenham~2003a! might improve on this. We
conclude that, although existing models of pitch perception
fail to capture the effects of resolvability on DLF0s, much of
the experimental evidence is consistent with a unitary, but as
yet unspecified, pitch mechanism.

VII. SUMMARY AND CONCLUSIONS

~1! Experiment 1 showed the existence of pitch
duscrimination interference~PDI!. F0 discrimination be-
tween two sequentially presented complex tones containing
only unresolved components was severely impaired in the
presence of another complex tone with similar F0 and re-
solved components, even though the target and interferer
were filtered into well separated spectral regions. PDI de-
creased with increasing difference in F0 between the inter-
ferer and the target.

~2! Experiment 2 demonstrated further the crucial role
of the tonality of the added sound in PDI. Increasing the
level of a synchronously gated lowpass noise which spec-
trally overlapped with a complex tone interferer reduced
PDI.

~3! Experiment 3A showed that PDI was larger when
the interferer contained resolved components than when it
contained only unresolved components. In experiment 3B,
PDI was larger for a resolved interferer with components
added in sine phase and F0 identical to the nominal target F0
than for an unresolved interferer with components added in
alternating phase and F0 half that of the nominal target F0,
but with a pitch equal to that of the target. This indicates that
the pitch salience of the interferer plays a crucial role in PDI
while its degree of envelope modulation after auditory filter-
ing is less important.

~4! Experiment 4A showed that an interferer gated on
200 ms before and off 200 ms after the target produced less
PDI than when gated synchronously with the target. Interfer-
ence could be reduced further by presenting the interferer
continuously; however, even then some residual impairment
was observed~experiment 4B!.

The current findings provide an alternative explanation
for Carlyon and Shackleton’s~1994! pattern of results; there
might be no need to postulate additional translation noise
when comparing F0 estimates for resolved and unresolved
harmonics. The observed interference in the pitch domain
between simultaneously presented complex tones that are
well separated in spectral region might explain their pattern
of results. The current results are consistent with the exis-
tence of one common pitch mechanism and question Carlyon
and Shackleton’s evidence for two pitch mechanisms.
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significance value is reported.

2The evidence isnot their finding that in the simultaneous F0 discrimination
task performance was better when the two complexes had the same resolv-
ability status than when they differed in resolvability. This finding on its
own does not provide an argument for the existence of two pitch mecha-
nisms~even though it is sometimes used as if it would!. The reason for this
is that performance for F0 discrimination of unresolved complexes alone
was worse than that of resolved complexes alone. Therefore, it had to be
expected that in a task which requires the combination of the two, perfor-
mance would be limited by the harder task. This logic explained why F0
discrimination of two simultaneously presented resolved complexes would
be expected to be better than F0 discrimination of one resolved and one
unresolved one. Thus, comparison between performance levels obtained in
the various conditions with simultaneously presented pairs of complexes as
such cannot and was not used by the authors when they argued in favor of
two pitch mechanisms.
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Perceptual differences between sound reproduction systems with multiple spatial dimensions have
been investigated. Two blind studies were performed using system configurations involving 1-D,
2-D, and 3-D loudspeaker arrays. Various types of source material were used, ranging from urban
soundscapes to musical passages. Experiment I consisted in collecting subjects’ perceptions in a
free-response format to identify relevant criteria for multi-dimensional spatial sound reproduction of
complex auditory scenes by means of linguistic analysis. Experiment II utilized both free response
and scale judgments for seven parameters derived form Experiment I. Results indicated a strong
correlation between the source material~sound scene! and the subjective evaluation of the
parameters, making the notion of an ‘‘optimal’’ reproduction method difficult for arbitrary source
material. © 2004 Acoustical Society of America.@DOI: 10.1121/1.1763973#
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I. INTRODUCTION

The use of multi-channel audio for the reproduction or
simulation of multi-dimensional sound fields is becoming
more common in research, artistic performances, home and
commercial installations. In the field of psychoacoustic re-
search, the ability to reproduce a multi-dimensional spatial
sound field in laboratory conditions is advantageous for the
study of auditory perception and cognition in complex sonic
environments. A key question concerns the influence of the
spatial presentation on a person’s perception of various at-
tributes of the reproduced sound field. In particular, how
complete~spatially! must the information be for subjects to
be ‘‘convinced’’ of the reproduction? In addition, are there
potentially negative effects linked to providing ‘‘too much’’
information, and what if any is the balance? Is there a
tradeoff between different perceptual aspects of the repro-
duced sound scene when more or less spatial information is
included?

Sound quality assessment of reproduction methods have
traditionally been concerned with non-spatial attributes, con-
centrating primarily on timbral and distortion issues when
assessing the qualities of loudspeakers in monophonic repro-
ductions ~e.g., Eisler, 1966; Gabrielsson, Rosenberg, and
Sjögren, 1974; Gabrielsson and Sjo¨gren, 1979!. Spatial at-
tributes have however been investigated quite extensively in
the field of room acoustics~e.g., Beranek, 1962; Schroeder,
Gottlob, and Siebrasse, 1974; Kahle, 1995!. More recently,
the increasing use of multi-channel audio has led researchers
to study spatial sound perception in the context of auditory
displays ~Rumsey, 1998, 2002; Berg and Rumsey, 1999,
2000, 2001, 2002; Zacharov and Koivuniemi, 2001!, since
spatial attributes are considered an important contributor to

overall sound quality of multi-channel systems. The subjec-
tive evaluation of spatial features remains however at a very
early stage in its development compared with other auditory
attributes such as timber or loudness, and the need for a more
accurate description of spatial attributes becomes clear to
perceptually optimize multi-channel audio systems.

In the present work we examine the results of a set of
listening tests in which several spatial loudspeaker configu-
rations were compared, with a variety of source material.
Subjects were presented with a reproduction of the same re-
corded sound scene over different systems. Subjects were
asked to evaluate the different configurations using verbal
descriptions and value scales. Perceptual evaluations of the
different systems as a function of their dependence upon the
source material are of particular interest, as the results high-
light the fact that there is no single system that is optimal for
all conditions.

II. EXPERIMENTAL SYSTEM

A. Recording and reproduction setup

There are various approaches for recording and repro-
ducing spatially distributed audio. The recording industry has
developed a wide range of methods over the years starting
from 2-channel stereo, to 4-channel quadraphonic, and the
current trend of 6-channel 5.1. Various other, often more
complicated, systems have been developed for theatrical and
performance situations using greater and greater numbers of
channels in the recording and/or reproduction. Each system
requires its own recording and reproduction technique, these
being closely linked.

Our aim in the present work is to investigate the subjec-
tive differences regarding the spatial complexity of multi-
dimensional audio reproduction. The interest of this worka!Electronic mail: brian.katz@limsi.fr
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concerns the perceptual effects of spatial presentation and is
not intended to be an evaluation of different recording tech-
niques. The method employed in this study was a versatile
recording and playback method which consists in recording
the sound field with a compact 3-D microphone, containing
near-coincident elements. This method, termed Ambisonics
~Gerzon, 1977!, was chosen as the best suited method for
this study, since an Ambisonics recording can be decoded
onto a variety of speaker configurations. For each sound
scene, a single recording was used and only the spatial pre-
sentation of the information varied. In this manner, the ef-
fects of recording techniques, multiple microphone place-
ments, and other bias in the technical aspect were minimized.

Ambisonics is an approach to sound field recording and
reproduction that decomposes the spatial sound field into
spherical harmonics. Currently available 1st order micro-
phones provide four signals: W~zeroth order omni-
directional! and XYZ ~1st order components representing the
Cartesian axis with figure of 8 directivity patterns!. This out-
put result, termed B-format, captures the spatial information
of the sound field, resolved into a mono reference signal and
left–right, front–back, and up–down information, thus en-
abling the reproduction of full 3-D information. Reproduc-
tion of the sound entails a decoding process from the
B-format signal to the array of loudspeakers. The decoding
process results in a signal to each loudspeaker being com-
posed of a combination of the spherical harmonics dependent
upon the location of the speaker. There are various param-
eters in the decoding process, but their discussion is beyond
the scope of this paper~cf. Gerzon, 1977; Fellgett, 1974;
Gaskell, 1979; Daniel, 2000!. All recordings used were made
with a B-format Soundfield model ST250 microphone and
decoded without shelf filtering~Furse, 2003! on an array of
Studer A1 speakers and included a JBL 4545C subwoofer.

B. Design of the listening room

A prototype listening room was created for this experi-
ment to test different reproduction methods with the concep-
tual goal of easing the process of abstraction from the listen-
ing room to the original environment. The design of the
room can be divided into three parts: the acoustics, the vi-
sual, and the reproduction system.

The acoustics of the room were designed to be as dry as
possible, given architectural limitations, in order to allow for
the reproduction of outdoor soundscapes. The room has a flat
frequency response and a reverberation time of,0.05 sec-
onds for frequencies above 200 Hz. Below 200 Hz the rever-
beration time increased gradually to 0.2 seconds at 40 Hz.
The room is acoustically isolated~floated construction! with
internal dimensions 2.7733.2433.62 m.

The visual design of the room, the most strikingly dif-
ferent aspect as shown in Fig. 1, is based upon a hexagonal
shape. The goals were to create a room with minimal refer-
ence to the sounds being reproduced or the subject’s frame of
reference, as well as to ensure that subjects are not visually
aware of the test configuration. Other than the point of en-
trance, there is no Cartesian frame of reference. To further
this effect, the room is hexagonal in the vertical plane as well
as the horizontal plane, resulting in slanted walls tapering at

the floor and ceiling. The visual boundaries of the room are
defined using acoustically transparent panels having a neutral
gray color, allowing for the structural and acoustic design of
the room, as well as all of the loudspeakers, to be hidden
from view.

The reproduction system provides for 13 channels of
discrete playback, including a low frequency subwoofer for
frequencies below 100 Hz. Small high quality loudspeakers
~low frequency roll-off at;100 Hz) are suspended on a pipe
grid that encircles the room and extends from floor to ceiling
behind the visual screens. The subwoofer~flat response to 20
Hz! is placed in one corner of the room. Six speakers are
located at seated listening level at the corners of the hexagon.
The additional six are placed in two sets, three at ceiling
level and three at floor level, corresponding to649° on al-
ternating sides of the hexagon. This provides slightly re-
duced coverage for elevation sounds and full horizontal cov-
erage in the listening plane. The level of the speakers was
carefully adjusted to achieve a flat frequency response across
the crossover frequency of 100 Hz. The 12 full range speak-
ers were time and level aligned at the center of the listener
position.

The result is a room far from the ‘‘standard’’ listening
room, being in direct contrast to recommendation ITU-R
BS.1116-1 for multi-channel sound systems~ITU-R, 1997!.
The area is one-third the minimum area, the reverberation
time is one-half the prescribed value, and the room geometry
contradicts the rectangle/trapezium prescription. However,
the recommendation only prescribes for a multi-channel
loudspeaker array conforming to the 5.1 format. While suit-
able for evaluating various audio processing techniques, it is
not clear that the ‘‘standard’’ listing room is suitable for more
specific situations such as psychoacoustic testing on indi-
vidual subjects or more complex sound scenes such as out-
door material, where low reverberation times and abstraction
from the listening room are necessary.

FIG. 1. Listening room visual surfaces indicating 3-D hexagonal structure.
Locations for the 2-D and 3-D arrays are shown. The 1-D consists of solely
the front pair of loudspeakers to generate a stereo pair. A chair is included
for reference.
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III. EXPERIMENT I: URBAN SOUNDSCAPES IN 2D
AND 3D

A. Method

27 subjects with normal hearing, aged between 23 and
59 participated in the experiment. They were expert listeners,
either studying or working in the field of acoustics. The par-
ticipants served without pay.

The stimuli were five urban Parisian soundscapes se-
lected from a list of places previously identified as represen-
tative of city noises by Maffiolo~1999!. Live recordings
were used rather than synthesized source material to fully
capture complex spatial sound scenes and focus on the ‘‘you
are there’’ approach to sound reproduction according to the
concept of ecological validity, developed by Gibson~1979!.
Indeed, the familiarity of the sound material, together with
the instructions given to ease the required process of abstrac-
tion, enabled the subjects to treat the stimuli with cognitive
processes elaborated in real-life situation. The test samples
were 45 to 60 seconds long. The B-format files were decoded
using the full in-phase decoding scheme without shelf filter-
ing ~Furse, 2003!. The test configurations were the 2-D~6-
channel! and 3-D ~12-channel! arrays with and without the
subwoofer~x and x.1, following the familiar 5.1 convention!.
Configurations were equalized in level at the center of the
listening position using a reverberant room recording of
white noise decoded over each system. The subwoofer chan-
nel content was identical between 2-D.1 and 3-D.1 configu-
rations and level matched to provide a flat frequency re-
sponse over the crossover region.

B. Procedure

Subjects were presented with a reproduction of the same
sound scene over four different systems, randomly ordered.
Instructions were given to subjects to direct their response
strategy towards everyday listening situations, so that they
would react, to some extent, as if there were in the actual
situation, i.e., in an ecological valid way~Gibson, 1979!,
rather than in the abstract situation of a laboratory experi-
ment. For each sound example, a free verbalization task and
a multiple comparison task were conducted: subjects listened
to the four reproduction methods as many times as desired
and were asked to freely describe the four versions, choose
which one~s! sounded the most like their everyday experi-
ences, and justify their choice. This elicitation method, used
in previous studies to investigate the sound quality of com-
plex auditory scenes~Maffiolo, 1999, Dubois, 2000,
Guastavino and Chemine´e, 2003!, was chosen to identify
perceptually relevant features without constraining the an-
swers into predefined categories. More specifically, subjects
were not instructed to focus on spatial attributes. The nature
of the test and the details of the reproduction systems used
were not disclosed to the subject prior to the test.

C. Analysis of the verbal data

A semantic analysis was conducted on the spontaneous
descriptions of recreated acoustic environments. A total of
512 phrasings were classified in semantic categories emerg-

ing from free verbalizations. The verbal data was lemma-
tized, i.e., inflectional and variant forms of a word were re-
duced to their lemma: their base form. Synonyms were
grouped together, as well as linguistic devices constructed on
the same stem~e.g., ‘‘bright,’’ ‘‘brightness’’!. Lexical devices
belonging to the same semantic field as indicated in a French
thesaurus~Péchoin, 1992!, were grouped into semantic
themes. Semantic themes with fewer than 3 occurrences
were excluded from the analysis. Two coders independently
combined semantic themes into larger semantic categories
relating to presence/immersion, readability of the scene/
sense of space, distance to the scene, timber, stability, local-
ization, and hedonic judgments~e.g., ‘‘annoying,’’ ‘‘pleas-
ant’’!. Finally, all occurrences in each category were counted.

D. Results

The results of the comparison test show a strong prefer-
ence for the 2-D configurations over other methods. Total
results for the ‘‘naturalness’’ selection for the four reproduc-
tion setups were 62~2D!, 45~2-D.1!, 42~3-D!, and 20~3-D.1!.
The number of occurrences for each reproduction method
within discriminating semantic categories, namely presence,
readability, distance, and coloration is presented in Fig. 2. It
is interesting to note that nonspatial attributes were sponta-
neously evoked, although only the spatial presentation var-
ied. The 2-D configurations~2-D and 2-D.1! were spontane-
ously described in the open questionnaires as very
enveloping, spatially well defined, and providing a good
sense of immersion in the scene, equating to a high degree of
presence. Furthermore, subjects mentioned that the sound
field reproduced by the 2-D systems sounded close to them.
The 3-D configurations~3-D and 3-D.1! on the other hand
were described as poorly enveloping and sounding farther
away from the listener. Subjects indicated that space was
poorly defined and indistinct. Regarding timber, the sound
field recreated by the 3-D configurations was described as
‘‘muffled.’’

The 2-D.1 and 3-D.1 configurations were described as
rich and too rich in low frequencies~31 and 39 occurrences,
respectively!, but were chosen for realism in the traffic noise

FIG. 2. The number of occurrences of spontaneous descriptions for the
reproduction methods within different discriminating categories~2-D and
3-D!. Opposing terms are represented on opposite sides of the graphs.
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recordings. A further analysis of the comments suggested
different ratings or different sound examples, depending on
the relevance of the low frequency information in the scene
~meaningful in traffic noise to recreate the rumbling of heavy
vehicles, meaningless in pedestrian areas where no low fre-
quency events are ‘‘expected’’ to occur regardless if it is
actually present or not!.

No distinction between the different configurations
could be established on the basis of descriptions of stability
of the image, localization, or hedonic judgments. The dis-
tinction between 2-D and 3-D configurations relies mainly
on spatial attributes, but in an unexpected way. The 2-D sys-
tems provide a better feeling of presence and spatial defini-
tion and a closer image than the 3-D systems.

Relevant criteria for the perceptive evaluation of com-
plex soundscapes were identified by considering semantic
categories with the greatest number of occurrences. Six pa-
rameters were derived from the linguistic analysis: readabil-
ity, presence, distance, localization, coloration and stability
of the image. Experiment II was designed to evaluate multi-
channel spatial reproductions along these parameters on a
wider range of auditory scenes.

IV. EXPERIMENT II: VARIOUS SOUNDSCAPES IN 1D,
2D, AND 3D

A. Method

26 subjects with normal hearing, aged between 23 and
62 participated in the experiment. They were expert listeners,
either studying or working in the field of acoustics. All the
participants served without pay.

The stimuli were recordings of six different soundscape
excerpts as described in Table I, providing a wide variety of
scenes. The decoding configuration was slightly altered, fol-
lowing observations and comments obtained from Experi-

ment I, such that the B-format recordings were decoded us-
ing a 60% in-phase decoding scheme~comparable to a
hyper-cardioid directivity pattern! without shelf filtering.
This decoding option was seen as an improvement over the
configuration in Experiment I as it provided the best com-
promise between localization of sources and sensitivity to
listening position in preliminary listening tests. In addition,
the low frequency level was adjusted to better compensate
for the response of the microphone. The subwoofer channel
content was identical between all three configurations. The
test samples were 13 to 36 seconds long, and the subjects
could listen to them as many times as desired.

The test configurations were 1-D~2.1!, 2-D ~6.1!, and
3-D ~12.1! arrays, all equalized in level at the center of the
listening position. The subwoofer was included in all sound
samples as it has been shown in Experiment I that the low
frequency channel contributes to realism. Subjects were
asked to compare perceptual differences between the three
randomly ordered versions.

It should be noted that the 1-D, or stereo, configuration
was not a simple 2.1 channel system. Due to the very low
reverberation time in the listening room, the acoustics were
deemed too dry for standard stereo. To present stereo in a
more typical and favorable condition, a virtual listening
room was utilized. The concept for this approach was to
create a computer model of a good listening room~following
a LEDE design with diffusion! using CATT-Acoustic, a geo-
metric room acoustic simulation software. The virtual room
had a mid-frequency reverberation time of 0.2 sec. The ste-
reo speakers were placed in the model at the correct locations
relative to the listener and 10 hyper-cardioid microphones
were placed at the positions of the remaining speakers, point-
ing away from the listener. The predicted impulse responses
from the virtual microphones were convolved with the

TABLE II. Perceptual parameters with extreme values as presented~translated from the original French! in
Experiment II.

Parameter Additional description Left limit~2! Right limit ~1!

Readability^Lisibilité& Spatial definition, readability of the scene Well defined Poorly defined
PresencêPrésence& Sense of ‘‘being there,’’ feeling of being Inside Outside
Distance^Distance& The auditory scene sounds ... Close Distant
Localization
^Localisation&

Localization of the sources/precision of
the image

Precise Indistinct

Coloration^Coloration& Spectral coloration/timber Muffled Clear
Stability ^Stabilité& Stability/sensitivity to head movements Stable Unstable

TABLE I. Details of the six soundscapes used in Experiment II.

Name Description Recording position

Train Announcement on a train~small enveloping scene! Seated within train car
Market Walk in an open-air market~many sources at

various distances!
Walking head height

Symphony String orchestra~position close to conductor! Above and behind conductor position
Organ Organ music in a very large reverberant cathedral. Well into the reverberant field
Traffic Urban traffic noise~many sources at various

distances and levels!
Corner of intersection

Improvised
music

Modern improvisational music with organ,
percussions, and wind instruments in a large
reverberant cathedral~same as organ!.

Well into the reverberant field
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B-format 2-channel decoded signal, thus creating a 12.1
channel simulation of a 2.1 system reproduced in a good
listening room. This method avoided the use of B-format
synthesis for the room, maintaining the separation between
systems. No negative effects were reported, and the system
was described as a very natural stereo reproduction.

B. Procedure

For each sound example, subjects were asked to listen to
the three reproduction methods, freely describe the three ver-
sions, choose which version~s! sounded the most like their
everyday experiences and justify their choice, as in Experi-
ment I. Following this, the six parameters~readability, pres-
ence, distance, localization, coloration, and stability of the
image! were presented, in random order, with slider bars
corresponding to each of the three samples for comparative
judgments. An optional open questionnaire for each also ex-
isted for comments or explanations of perceptions. The se-
mantic scales for this test, and their extreme values as pre-
sented on the slider scales, were derived from the
spontaneous descriptions collected in Experiment I. These
are listed in Table II.

C. Results

1. Naturalness

General results of Experiment II, as shown in Fig. 3,
show a subjective impression of a more ‘‘realistic’’ or ‘‘natu-
ral’’ representation of the soundscape using the 2-D system
versus the other systems. A more detailed analysis shows that
the subjective ratings depend heavily on the soundscape.

For concert scenes, where clarity and precise localiza-
tion of the instruments would be expected, the 1-D and 2-D
systems were equally selected. We believe that modern lis-
tening habits also accounts for the choice of the 1-D system,
as many subjects often listen to music on a stereo set-up and
are thus inclined to choose this familiar configuration as
seeming ‘‘natural.’’ For complex outdoor environments,
where the sounds are expected to be surrounding at the level
of the listener, but also with precise locations of the numer-
ous sources, the 2-D system was selected, confirming the
results of Experiment I on the reproduction of urban sound-
scapes. For indoor environments, where the sounds are ex-

pected to be surrounding and coming from above~announce-
ment in the train, organ in the cathedral!, the 3-D system was
selected. For this grouping analysis, the Organ example was
classified in the ‘‘Indoors’’ category rather than ‘‘Concert’’
due to the fact that the verbal data suggest that subjects paid
greater attention to the room effect of the church than to the
musical content. It should be stated that the Organ recording
was made in the far reverberant field of the instrument, as
noted in Table I.

2. Analysis of the verbal data

A total of 453 phrasings were classified in semantic cat-
egories emerging from free verbalizations using the same
linguistic analysis as in Experiment I. Free descriptions were
classified in semantic categories relating to the spatial distri-
bution of the sound, presence, realism, readability, spectral
balance, and localization. The number of occurrences for
each reproduction method within discriminating categories,
namely presence, readability, rear sound, and distance is pre-
sented in Fig. 4.

As regards perceptive evaluation, two major distinctions
were established. The first one distinguishes the 1-D array
from the 2-D and 3-D arrays on the basis of spatial distribu-
tion of sound. The 2-D and 3-D configurations were de-
scribed as providing sound all around the listener, including
behind and above the listener, as opposed to the 1-D configu-
ration, which was spontaneously described as frontal. The
second distinction, isolating the 2-D set-up, was observed on
the basis of presence. The 2-D configuration was described
as providing the most immersive environment.

3. Interaction between semantic scales

Cross-correlations were computed for every possible
pair of variables over all ambiances. Results indicated a cor-
relation between readability and localization for all three re-
production methods (r 250.28,p50.01) as well as between
presence and distance (r 250.23, p50.02). The analysis of
verbal comments confirmed these interactions: 14 comments
indicated that an immersive scene sounds close, and 6 com-
ments indicated that sources can easily be located in a spa-

FIG. 3. Naturalness responses for the 3 types of soundscape.
FIG. 4. The number of occurrences of spontaneous descriptions for the
reproduction methods within different discriminating categories~1-D, 2-D,
and 3-D!. Opposing terms are represented on opposite sides of the graphs.
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tially well defined environment. The verbal data further sug-
gested an interaction between distance and coloration, with
12 comments associating ‘‘muffled’’ with ‘‘distant,’’ or
‘‘clear’’ with ‘‘close.’’

4. ANOVA

A three ~reproduction methods! by six ~sound samples!
by seven~variables! ANOVA on the ratings was calculated.
The Green–Greenhouse correction was used for a violation
of the sphericity assumption. The main effect of the repro-
duction method on the seven variables was significant (p
,0.05) for all sound samples. Figure 5 presents theF andp
values with regards to the relevance of method, soundscape,
and the combination of method* soundscape for each vari-
able.

The results show that the responses to all variables are
strongly linked to the reproduction method. Aside from the
distance parameter, all responses were invariant with regards
to soundscape. Finally, there was an evident correlation be-
tween choice of the most ‘‘natural’’ method and the specific
soundscape. This correlation was also seen for three other
parameters: coloration, localization, and distance. To a lesser
extent this correlation existed for presence. Significant ef-
fects of method and method* soundscape were observed on
both spatial and timbral attributes. Gabrielsson, Rosenberg,
and Sjögren ~1974! also found a significant effect of both
method and soundscape and a significant interaction between
the most ‘‘true-to-nature’’ reproduction~monophonic repro-
duction on different loudspeakers! and sound samples~dif-
ferent music sections!.

Post-hocanalyses for the present study were conducted
using Bonferroni’s comparison tests. Concerning the binary
variable of choice, results indicated a strong tendency (p
50.07) for subjects to select the 2-D set-up rather than the

other two configurations~1D and 3D!. Similarly, the 2-D
array was evaluated as providing a higher degree of readabil-
ity, i.e., a more readable presentation of the sound scene,
than the other two (p50.05).

Results concerning the variables of presence and dis-
tance confirmed the counter-intuitive subjective judgments
observed from the verbal data in the first experiment. Indeed,
the 2-D set-up was again considered as more immersive and
producing a closer auditory scene than the 3-D array (p
50.01 for presence andp50.05 for distance!. But the sound
field recreated by the 1-D configuration was judged even less
immersive and farther away (p50.01 andp50.05, respec-
tively!. Concerning localization and coloration, the 3-D re-
production was perceived as indistinct and muffled in com-
parison to the 1-D and 2-D reproductions, which were
described as clearer and more precise (p50.05 for localiza-
tion andp50.01 for coloration!. Finally, the auditory recre-
ation by the 1-D configuration was evaluated as more stable
than the other two when the listeners moved away from the
sweet spot (p50.01).

The main effect of soundscape was significant for the
perceived distance only. Along this variable, the three repro-
duction methods were ranked from ‘‘close’’ to ‘‘far’’ in the
~2-Du3-Du1-D! order for all ambiances but the Organ, for
which the order~1-Du2-Du3-D! was observed. An analysis of
the verbal comments indicate that the 1-D set-up recreated a
more direct frontal sound of the organ and less reverberated
room effect than the 2-D and 3-D set-up, thus making the
listener feel closer to the instrument.

5. Variations between sound scenes

To further examine the effect of soundscape on the vari-
ous parameters, a statistical summary of the judgments is
presented in Fig. 6, showing the responses for coloration,
presence, and distance for each soundscape separately. While
all recordings were made with the same microphone model
~and all but the Symphony excerpt were made with the same
physical microphone! and processed in an identical manner,
there is a noticeable variation in coloration judgments be-
tween soundscapes. This indicates a potential bias in subjec-
tive evaluations of coloration as the responses are based
upon the expectations of signal content, and not necessarily
on the actual content. This effect is further complicated by
the variations between method* soundscape which indicate
that the spatial distribution of timbral information, and its
expected distribution, is linked to coloration judgments.

The presence parameter judgments show the clear dis-
tinction between the methods, regardless of soundscape. Fi-
nally, the distance parameter shows the same general trend
between soundscapes, but the distribution dependence on
soundscape is interesting. For example, there is little varia-
tion for the Organ sample, while for the Improvised music
excerpt there is a strong variation. This is most interesting as
the microphone placement is identical and the Improvised
music excerpt contains the same organ~with additional in-
struments at the same location!, though playing a modern
improvisational piece. For the Organ piece, verbal comments
indicate that all subjects expected a large reverberant space,
namely a church, whereas for the Improvised music excerpt,

FIG. 5. ANOVA results (p-value! for a multivariate analysis of subjective
parameters. Significant effects, evident from lowp-values, of the method
were observed for all variables : choice@F(2,25)53.58#, readability
@F(2,25)56.0#, presence@F(2,25)5162.7#, distance@F(2,25)543.6#, lo-
calization @F(2,25)56.5#, coloration @F(2,25)516.7# and stability
@F(2,25)541.67#. A significant effect of soundscape was observed on dis-
tance (F56.5). Significant effects of method* soundscape were observed
for choice (F51.9), distance (F58.2), localization (F52.0) and colora-
tion (F53.2).
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no specific architectural configuration was expected, as it
could have been recorded in different places~concert hall,
studio!, at various distances from the instruments. This indi-
cates that a change in style and content of the audio infor-
mation can affect the perceived distance of the events. Gab-
rielsson~1979! stated that interactions between parameters
~and/or method! and sound material are due to ‘‘physical

interactions,’’ i.e., differences in the physical properties of
the sound samples. The present results suggest that such in-
teractions can also be attributed to cognitive attributes, such
as semantic content of the sound samples and subjects’ ex-
pectations.

6. Principal component analysis

The subjective ratings obtained using the sliders provide
information regarding the perceptual differences in the vari-
ous methods according to the six parameter questions. In an
attempt to reduce the complexity of the data space the Prin-
cipal Component Analysis~PCA! reduction method is used.
This technique is highly suitable for reducing the dimensions
of a complex space into a smaller number of orthogonal di-
mensions, which are composed of a linear combination of
the initial parameters. PCA analysis is commonly used in
psychoacoustics to investigate sound quality attributes
~Kahle, 1995; Susini, McAdams, and Winsberg, 1999!, and
has previously been used in particular to study the perceptual
evaluation of sound reproduction systems~e.g., Eisler, 1966;
Gabrielsson and Sjo¨gren, 1979; Zacharov and Koivuniemi,
2001!.

The PCA analysis on the slider dataset presents an or-
thogonal data space as described in Table III. Using the PCA
projection, 74% of the variance of the responses can be ex-
plained using the first three components, and 84% with the
first four. Projections of the subjective responses to the six
parameters into the space defined by the first four compo-
nents of the PCA are presented in Fig. 7~see Table II for
1/2 direction definitions of parameter vectors!. From this
analysis, it is possible to examine perceptual differences be-
tween the three spatial reproduction schemes.

The projection plane defined by PCA13PCA2 shows a
clear separation between~1-D! and ~2-D and 3-D! presenta-
tions. The 1-D is more ‘‘distant’’ and ‘‘outside’’ while being
more ‘‘stable,’’ as shown by the apparent data clustering
separations along the1distance,1presence, and2stability
vectors. In addition, 1-D and 2-D are more ‘‘clear’’ in col-
oration than 3-D. Finally, 3-D is more ‘‘indistinct’’ and
‘‘poorly defined’’ in reference to the 1-D and 2-D presenta-
tions. The projection planes defined by PCA13PCA3 and
PCA23PCA3 show similar tendencies. There is an evident
correlation between ‘‘localization’’ and ‘‘readability’’ in both
planes. The projection plane defined by PCA13PCA4
shows a separation of ‘‘localization’’ and ‘‘readability’’ with
1-D being more ‘‘poorly defined’’ than 2-D and 3-D, with
localization becoming more precise when going from 1-D to
3-D to 2-D.

To summarize, there is a noticeable difference between
1-D and~2-D and 3-D! in terms of perceived distance, pres-
ence, and stability. The judgments for the 3-D representation
fall between the 1-D and 2-D method values for all param-
eters but coloration.

Similar PCA analysis studies have been performed
which showed correlations between Sense of space, Sense of
depth, and Sense of movement, and with these three at-
tributes loading positively Preference~Zacharov and Koivu-
niemi, 2001!. It was also found that Penetration and timbral
Emphasis were negatively correlated to Preference. It is un-

FIG. 6. A summary of slider parameter responses for the parameters ‘‘Col-
oration,’’ ‘‘Distance,’’ and ‘‘Presence’’ for each soundscape and the three
different spatial presentation methods. Data shown as whisker plots span-
ning from the lower to upper quartiles, with the narrowest point identifying
the median. The effect of soundscape on perceptive judgments is clear, as
indicated in the ANOVA analysis.
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clear from the citation the exact meanings of these param-
eters, but we have noted that the original term for Penetration
~Pistävyys! can also be translated from the original Finnish
as Piercing, and may therefore help explain the evaluation of
this parameter toward a negative judgment.

D. Discussion

1. Spatial attributes

Traditionally, quantifying perceptual attributes involves
rigorous subject training to minimize differences among sub-
jects and to identify small differences between parametrized
stimuli. However, in the absence of clearly identified subjec-
tive dimensions for spatial sound perception, a free explor-
atory approach was considered more appropriate to allow
subjects to define their own attributes rather than impose
predefined factors of interest. An experimental protocol was
designed to elicit relevant features by analyzing spontaneous
verbal descriptions without constraining the answers into cat-
egories predefined by the experimenter. Interestingly, most of
the semantic scales derived from the analysis of spontaneous

descriptions are similar to those tested in other spatial sound
reproduction studies~Berg and Rumsey, 1999; Zacharov and
Koivuniemi, 2001! although using different sound material,
multi-channel configurations, and methodology.

Berg and Rumsey~1999! used the Repertory Grid Tech-
nique developed by Kelly~1955! to elicit a structure of per-
ceptual features from free verbal descriptions of perceived
similarity and dissimilarity between various spatial reproduc-
tion systems. Four perceptual attributes relating to spatial
features were identified: naturalness~authenticity, feeling of
presence!, source localization~width and lateral positioning!,
envelopment~positioning of the sound field relative to the
subjects!, and depth~ability to perceive different distances to
the sources!. These attributes seem to be related to the pa-
rameters of naturalness, localization, presence, and readabil-
ity derived from Experiment I. Berg and Rumsey~2001! fur-
ther validated these attributes with a new group of subjects
listening to new stimuli. These results were also extended
from stimuli differing in modes of reproduction to stimuli
recorded with different surround sound microphones tech-

FIG. 7. Projection of subjective pa-
rameter judgments onto a PCA re-
duced space. Plates show the three or-
thogonal views for the space created
by the first 3 PCA components and the
projection of the space created by the
1st and 4th component. The projected
data is represented by an ellipse span-
ning the spread of the data~using in-
terquartile range to provide a robust
estimate!. The projections of the sub-
jective parameters used in the con-
struction of the PCA space are also
presented~lengths multiplied by a fac-
tor of 2 to improve legibility!. Arrows
are in the direction of theright(1)
limit of the slider scale, as presented in
Table II.

TABLE III. Principal Component Analysis data reduction results for slider parameters. Data indicates the linear weighting components of each parameter in
constructing the new orthogonal data space. Values are also presented indicating the percentage of variation in the data which can be explained by each
principal component. The major contributions for each component are indicated with an* .

Coloration Presence Readability Localization Stability Distance % Explained

PCA-1 0.16 20.58* 20.46* 20.44* 20.13 20.47* 34.7
PCA-2 20.18 20.52* 0.32 0.38 0.61* 20.27 26.7
PCA-3 0.28 0.38 20.28 20.33 0.76* 0.01 12.5
PCA-4 20.39 20.35 20.45* 20.01 0.14 0.71* 10.2
PCA-5 0.82* 20.22 20.11 0.44* 20.05 0.28 9.1
PCA-6 0.21 20.28 0.62* 20.60* 0.03 0.36 6.8
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niques~Berg and Rumsey, 2002!. As regards interactions be-
tween attributes, the strongest correlation was observed be-
tween naturalness and presence~Berg and Rumsey, 2001!, in
agreement with our findings.

The parameters used in this study can also be compared
to the 12 attributes elicited by Zacharov and Koivuniemi
~2001! through guided discussion as follows: Sense of space,
Sense of depth, Sense of directions, Sense of movement~all
four similar to ‘‘readability’’!, Penetration~or piercing, as a
negative quality!, Distance to events~‘‘distance’’!, Broad-
ness~similar to ‘‘localization’’!, Naturalness~the ‘‘choice’’
parameter!, and four timbral attributes~‘‘coloration’’ ! Rich-
ness, Emphasis, Tone color, and Hardness.

It is encouraging to note that a certain consensus begins
to emerge in the field of spatial sound reproduction for per-
ceptual attributes relating to spatial features, although the
semantics of these terms vary across languages and may give
rise to different interpretations~for a review of terminology
and meanings of spatial attributes, cf. Rumsey, 2002!. How-
ever, results suggest that these attributes are not independent
dimensions as interactions between factors were observed in
the present experiments as well as in other sound quality
evaluation studies~Gabrielsson, 1979; Susini, McAdams,
and Winsberg, 1999; Zacharov and Koivuniemi, 2001!. The
diversity of spontaneous descriptions of the systems and the
interdependency between perceptual attributes suggest that
sound quality is a complex concept aggregating various
physical properties~spatial and spectral! and semantic fea-
tures such as judgments of pleasantness.

2. Overall quality

Results of the linguistic exploration of free responses
suggest that presence and readability play an important role
in the evaluation of the overall sound quality of reproduction
methods. Furthermore, the most frequently selected configu-
ration was evaluated as providing a significantly stronger
feeling of presence and better readability of the sound scene.
However, a significant interaction was observed between
choice of the reproduction method and soundscapes. Logistic
regression procedures have been tried to model the choice as
a function of the parameters, but the weights differ signifi-
cantly between different methods and soundscapes, further
suggesting that the selection of a universally optimal repro-
duction method remains difficult

V. CONCLUSION

The approach presented here brings together method-
ological tools derived from psycholinguistics and statistical
analyses to investigate spatial quality for reproduced sound.
In Experiment I, relevant criteria for sound quality were
identified by means of linguistic analysis of spontaneous ver-
bal descriptions. This exploratory study of verbal descriptors
resulted in six parameters: presence, coloration, readability,
timber, localization, and stability of the image. In Experi-
ment II, three configurations~1-D, 2-D, and 3-D loudspeaker
arrays! were evaluated using scale judgments and free re-
sponses along these parameters on a wider range of auditory
scenes. These results of the statistical analysis are in agree-

ment with the analysis of the verbal data and help provide a
clear method for interpreting the perceptual variations of the
reproduction systems.

Results of the perceptive evaluation can be summarized
as follows. The 1-D~traditional 2-channel stereo! configura-
tion was characterized as providing precise localization in a
frontal image, stable with regards to head shifting, but distant
from the listener and spatially poorly defined. The 2-D con-
figuration ~a periphonic horizontal 6-channel circular array!,
on the other hand, was judged as providing a very immersive
and spatially well defined environment, but less stable rela-
tive to head shifting. The judgments for the 3-D configura-
tion ~a 12-channel spherical array! interestingly fell between
the 1-D and 2-D method values for all parameters but col-
oration and localization. The 3-D configuration was charac-
terized by a salient ‘‘muffled’’ coloration and a poor local-
ization.

As regards sound quality, results suggest that presence
and readability make a strong contribution to overall sound
quality of reproduction methods. However, the selection of a
universally optimal reproduction method remains difficult, as
naturalness depends highly on the sound material. Indeed,
the 3-D configuration appeared to be more adapted to indoor
environments, the 2-D configuration to outdoor environ-
ments, and the 1-D configuration to frontal musical scenes,
though the choice of the 1-D for musical scene can possibly
be attributed to it resembling a home listening environment
and not necessarily the live performance environment. Fur-
thermore, interactions between parameters were observed,
consistent with other perceptual evaluation studies.

In similar experiments, Guastavino~2003! observed that
the choice of reproduction methods differed for different
groups of subjects. Several recordings of indoor and outdoor
material were carried out using simultaneously a Soundfield
microphone, binaural microphones on a dummy head, and a
set-up of five noncoincident microphones. A multiple com-
parison task was carried out on three groups of subjects:
sound engineers, acousticians, and nonexperts. When asked
to select which recording sounded more like their everyday
experiences, audio engineers gave greater attention to the
localization and precision of the sources, whereas the other
two groups based their selection on presence and spatial dis-
tribution of sound. Similarly in the present study, a conflict
was observed between precise localization~with the 1-D
configuration! and presence~with the 2-D configuration!,
leading to different choice strategy among subjects. Similar
differences were already observed by Gabrielsson~1979! for
monophonic reproduction. When comparing various repro-
ductions for similarity, experts based their judgment on
‘‘brightness’’ rather than ‘‘loudness,’’ while nonexperts
tended to do the opposite. Furthermore, the reproduction
method must be well suited for the tasks of the listening test.
Guastavino, Katz, Polack, Levitin, and Dubois~submitted!
showed that stereophonic reproduction was ecologically
valid for source identification tasks, but not for processing
complex auditory scenes in a global manner. It was further
shown that a multichannel reproduction was necessary to
enable subjects to process urban soundscapes in laboratory
conditions as they would in real life situation.
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Most relevant to the general notion of sound quality is
the observed gap between ‘‘objective’’ physical accuracy and
‘‘subjective’’ perceived naturalness. Indeed for most auditory
scenes, the 2-D configurations were judged by the partici-
pants as more natural and realistic than the 3-D configura-
tions although spatially incomplete, thus indicating poten-
tially negative effects linked to providing ‘‘too much’’
information. These findings underline the difference between
illusion and accuracy pointed out by Rumsey~2002!: the
illusion of ‘‘being there’’ is not necessarily related to true
spatial fidelity. This counter-intuitive observation, from a
physical point of view, indicates the importance of consider-
ing subjective psychological attributes in the evaluation of
perceived sound quality. Furthermore, the lack of preference
for 3-D configurations could be explained by the unfamiliar-
ity with 3-D audio reproduction, although the natural world
is always present in 3D. As surround sound systems become
more common, 2-D audio reproduction systems may sound
more familiar and thus more ‘‘natural’’ than 3-D configura-
tions, which are not widely used. The results reported here
suggest a shift from physical descriptions to cognitive ones
in exploratory studies, to identify relevant perceptual fea-
tures and better understand how acoustic phenomena are per-
ceived and cognitively processed before addressing physical
parameters in more controlled experiments@for a further dis-
cussion on this point, see Dubois~2000! and Guastavino and
Cheminée ~2003!#.

Together, these findings underline the fact that different
applications give rise to different sound quality criteria. The
appropriate choice of a reproduction method must take into
account the type of sound samples~music, indoor, or outdoor
material!, the type of application~task, entertainment!, and
even the expertise of the audience.
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qualitéacoustique dans un ensemble de salle de concerts et d’ope´ras~Vali-
dation of an objective model for characterizing the acoustic quality of a set
of concerts hall and opera houses!,’’ Ph.D. dissertation, Universite´ du
Maine, Le Mans.

Kelly, G. ~1955!. The Psychology of Personal Construct~Norton, New
York!.

Maffiolo, V. ~1999!. ‘‘De la caracte´risation se´mantique et acoustique de la
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Quantifying the auditory saltation illusion: An objective
psychophysical methodology

Joanna C. Kidd and John H. Hogben
School of Psychology, The University of Western Australia,
35 Stirling Highway, Nedlands, Western Australia, 6009

~Received 5 September 2003; revised 5 May 2004; accepted 7 May 2004!

Under conditions of rapid presentation, brief acoustic stimuli repeatedly delivered first at one
location, then at another, are systematically mislocalized, with stimuli perceived as traveling
smoothly between the two locations. This robust illusory motion percept is termed ‘‘auditory
saltation.’’ Currently, the characteristics and mechanisms of auditory saltation are not well
understood. The lack of objective methods capable of quantifying the illusion on an individual basis
seems a limiting factor for this area of research. In this study, we outline an objective
psychophysical task that estimates the interstimulus interval at which the saltation illusion is reliably
distinguishable from simulated motion. Experiment 1 examined the psychophysical function
relating task performance to ISI and addressed the suitability of the task for use with adaptive
psychophysical procedures. Experiment 2 directly compared performance on the task with that of
another quantification method. The results suggested that this objective approach to the study of
auditory saltation overcomes difficulties associated with more subjective methods, and provides a
reliable paradigm within which to quantify the temporal parameters of saltation on an individual
basis. © 2004 Acoustical Society of America.@DOI: 10.1121/1.1766054#

PACS numbers: 43.66.Mk, 43.66.Pn, 43.66.Qp, 43.66.Rq.@AK # Pages: 1116–1125

I. INTRODUCTION

The localization of acoustic signals in space is an impor-
tant function of the human auditory system. Localization is
facilitated by the integration of binaural cues, such as inter-
aural time and intensity differences~Harris, 1960!. Under
normal environmental conditions, humans can derive loca-
tion information from binaural cues with considerable preci-
sion ~Middlebrooks and Green, 1991!. However, this preci-
sion is greatly reduced under conditions in which multiple
brief stimuli are presented first at one location, then at an-
other, in regular and rapid succession. These conditions pro-
duce systematic mislocalization in which stimuli are per-
ceived as traveling smoothly across the area between the two
locations. This illusory motion percept is termed auditory
‘‘saltation’’ ~Geldard, 1976a!.

The saltation illusion differs from simple apparent mo-
tion illusions~such as phi-motion! because stimuli appearing
later in the train systematically shift the perceived locations
of those presented previous such that the area between the
two locations is ‘‘filled in’’ ~Kilgard and Merzenich, 1995;
Phillips and Hall, 2001!. Despite being recognized within
three modalities~cutaneous, auditory, and visual! ~Geldard,
1976a, 1976b; Geldard and Sherrick, 1972, 1983; Lockhead,
Johnson and Gold, 1980!, little is known about the charac-
teristics and mechanisms of saltation. What is known is that
the illusion is reliant on the brevity and constancy~identical
intervals between stimuli! of the interstimulus interval~ISI!
of the stimulus train. While veridical perception of individual
stimuli within a train is possible at long ISIs~greater than
500 ms!, short ISIs~typically less than 200 ms! produce the
nonveridical localization that characterizes saltation~Gel-
dard, 1976b; Kilgard and Merzenich, 1995; Hari, 1995;
Shore, Hall, and Klein, 1998!. Additionally, it is thought that

the saltation illusion is reliant on binaural stimulus inputs:
evidence suggests little illusory motion is apparent with
monaural stimulus trains~Hari, 1995; Shoreet al., 1998!.

Continued research on auditory saltation is warranted
because varied speculations about its mechanisms have been
offered, though not explicitly investigated. Shoreet al.
~1998! suggested that saltation arises as a result of Gestalt
grouping processes that occur when localization cues cannot
be easily individuated and integrated. Hari~1995! pointed to
perceptual masking at rapid temporal intervals as a mecha-
nism of saltation. According to this suggestion, because per-
ception is not immediate, stimuli appearing early in a train
might be masked by those subsequent, resulting in nonver-
idical localization percepts~see Gregory, 1995!. In addition,
Phillips and Hall~2001! proposed that ‘‘binaural adaptation’’
to the first localization cue within a rapidly presented stimu-
lus train might also be explanatory. Experimental investiga-
tion of auditory saltation is important to evaluating these
possibilities, and has the potential to provide insight into
spatio-temporal information processing in the auditory sys-
tem.

Given the potential usefulness of experimental investi-
gations of saltation, it seems important that attention be paid
to the development of appropriate quantification techniques.
To date, a number of subtly different methods have been
employed. Shoreet al. ~1998! developed a pictorial scale
depicting a step function~representing veridical localization!
and a linear function~representing saltation! as its two ex-
tremes. Listeners were asked to indicate the perceived pat-
tern of stimulus locations that best matched their percept by
selecting the corresponding pictorial function. Phillips and
Hall ~2001! and Phillips, Hall, Boehenke, and Rutherford
~2002! used a rating scale system in which levels of the

1116 J. Acoust. Soc. Am. 116 (2), August 2004 0001-4966/2004/116(2)/1116/10/$20.00 © 2004 Acoustical Society of America



perceived ‘‘smoothness’’ of a stimulus sequence, which elic-
its either the saltation illusion or a veridical percept, were
indicated by a number between 1 and 5. In a slightly differ-
ent approach, Hari~1995! asked listeners to indicate on a
scale of 0~extreme left! to 20 ~extreme right! the perceived
location of the individual clicks within an eight-click se-
quence. In each of these types of tasks, estimates of the ISI at
which perception changes from veridical to nonveridical are
based on qualitative changes in responses as the ISI is al-
tered. Because responses on such tasks are not classifiable as
correct or incorrect, they are definitively subjective~Sekuler
and Blake, 1994!.

The use of subjective techniques to quantify perceptual
phenomena is limiting for a number of reasons. First, the
response criterion may be easily biased by explicit task in-
structions and suggested response patterns. Therefore, it is
possible that listeners may respond not according to their
percept per se, but rather to the available criterion. This point
is of particular concern to the usefulness of data obtained
from naive, inexperienced, listeners for whom interpretation
of task instructions may vary. Second, these methods are
open to the possibility that the listener’s response criterion
may alter within a block of trials in ways which are not
quantifiable. This may well lead to poor test–retest reliabil-
ity. Finally, accuracy in task performance will depend on the
ability of the listener to relate his/her perceptual experience
to the pictorial or numerical scale provided. Arguably, the
accuracy of this translation remains to be established.

Recently, two studies have used the auditory saltation
illusion to quantify auditory temporal processing in adults
and children with dyslexia~Farmer and Klein, 1995; Tallal,
1980!. Hari and Kiesila¨ ~1996! employed the procedure out-
lined by Hari~1995! and found significant differences in the
temporal onset of auditory saltation between Finnish adult
dyslexics and controls. Using the same method with simpli-
fied instructions, Kronbichler, Hutzler, and Wimmer~2002!
failed to replicate this finding in German grade 7 boys. It is
difficult to account for these conflicting findings. In that au-
ditory saltation is the product of a biological system for
which temporal acuity is largely developed by the age of 10
~e.g., Irwin, Ball, Kay, Stillman, and Rosser, 1985!, it is un-
likely these conflicting findings are primarily the result of
sampling differences. However, the participants of these
studies were untrained in auditory psychophysics and under-
took a subjective task under differing instructions. It is there-
fore likely that procedural issues related to the use of subjec-
tive tasks, such as differences in the interpretation of task
instructions, response criterion, and the ability to adequately
convey a percept, are important factors contributing to these
differing results. The development of an objective task which
eliminates such confounds therefore seems desirable to the
study of saltation within samples of dyslexic and untrained
listeners.

Given the potential for clinical application of the audi-
tory saltation illusion, it is essential that a quantification
technique derive precise threshold estimates on an individual
basis. Because the available data on saltation in dyslexia pre-
sents only mean group trends, it is difficult to estimate
between-subject variability in performance. Much research

has indicated that dyslexia is a heterogeneous disorder~e.g.,
Castles and Coltheart, 1993; Wolf and Bowers, 1999!. Thus,
it is important that individual, rather than group, threshold
estimates on any psychophysical task used in dyslexia be
available so that between-subject variability can be ac-
counted for and further investigated.

The present studies propose the use of an objective psy-
chophysical saltation task that derives individual thresholds
of saltation onset as an alternative to currently employed
subjective techniques. Briefly described, this task delivers
two binaural click trains, with interaural time difference
~ITD! localization cues, via headphones. While one interval
presents stimuli emulating a moving sound source, the other
presents stimuli sufficient to elicit the saltation illusion. The
ISI of the sequence is manipulated between trials, with
thresholds defined as the ISI at which discrimination be-
tween the sequences is reliable. Experiment 1 examined the
temporal parameters of performance on the task to assess its
suitability for use with adaptive procedures. Experiment 2
compared the reliability and concurrent validity of saltation
thresholds derived via this task with those derived via an
alternative method outlined by Hari~1995!.

II. EXPERIMENT 1

In developing a valid psychophysical task, it is impor-
tant to establish that changes in the dependent and indepen-
dent variables are related via a monotonic psychometric
function. Therefore, it was necessary to examine perfor-
mance on our psychophysical saltation task across a broad
range of ISIs to ensure that increases in correct responses are
concurrent only with increases in the length of the ISI pre-
sented, rather than with any extraneous cues. In addition,
examining the shape of the psychometric function was im-
portant to assessing the suitability of the task for use with
adaptive psychophysical methodology. Therefore, this study
employed a Method of Constant Stimuli to examine perfor-
mance on the proposed saltation task.

A. Methods

1. Listeners

Six adults~3 male and 3 female! with normal hearing
participated in this study. Two~J.C.K. and N.W.R.! were
experienced auditory psychophysical listeners.

2. Stimuli

Stimuli were created and delivered usingMATLAB ~ver-
sion 6.1! on an Acer laptop computer, and presented via Sen-
nheiser HD 25 headphones. Stimuli were trains of eight, 10
ms binaural clicks. The clicks were structurally identical,
constructed from 10 ms white noise. All stimuli were pre-
sented at 81 dB SPL, a level deemed comfortable by all
listeners.

A trial consisted of two stimulus trains that were sepa-
rated by 1000 ms of silence. Each train comprised eight
clicks. In order to generate the percept of a shift in the loca-
tion of the stimuli, the clicks were delivered with an ITD.
Under normal listening conditions, an external sound is lo-
calized to the left of the head if sound waves arrive at the left
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ear before the right, and vice versa. Systematically altering
the difference in the arrival time of stimuli to each ear sys-
tematically changes the perceived spatial location of stimuli
along the horizontal plane~Moore, 1997!. Therefore, one
interval of the task contained a train of clicks manipulated
with ITDs such that the first four clicks led in the left chan-
nel by 0.8 ms, and the second four clicks led in the right
channel by 0.8 ms. This presentation was used to elicit the
saltation illusion~and is similar to that described by Hari,
1995!. In the other interval, each click in the train was ma-
nipulated such that the ITD applied to each successive click
varied linearly from20.8 ms~left leading! to 0.8 ms~right
leading!. This manipulation created the perception of a single
sound source moving at equal intervals between the ears,
regardless of the ISI of the sequence. The order of stimulus
presentation was determined by random permutation. The ISI
remained constant within the two stimulus intervals of a
single trial.

3. Procedure

Using a Method of Constant Stimuli, six ISIs were ex-
amined~20, 40, 60, 80, 100, and 120 ms!. An ISI was de-
fined as the time between the offset of one stimulus and the
onset of the following stimulus. Each listener completed 10
blocks of 60 trials, where one block comprised 10 trials per
ISI. The task of the listener was to indicate, via a button
press, the interval in which he/she perceived ‘‘actual’’ motion
rather than the saltation illusion. Visual feedback was given
following each trial to encourage prolonged motivation and

concentration. Testing was conducted in an anechoic illumi-
nated room. Listeners completed testing over at least two
sessions, at their convenience.

B. Results and discussion

The percentage of correct discriminations of the ‘‘mov-
ing’’ stimulus from the saltation illusion as a function of ISI
was of primary interest. The mean percent correct was cal-
culated for each ISI and plotted for each participant.
GraphPad Prism software was used to fit logistic curves to
each data set. Thresholds were defined as the 75% correct
point on the logistic curve. Individual data plots are given in
Fig. 1.

Figure 1 reveals that for all listeners, performance on the
psychophysical saltation task is characterized by monotonic
logistic functions. This finding suggests that the ability to
discriminate between the saltation illusion and simulated mo-
tion is solely facilitated by manipulation of the ISI of the
sequence, rather than being modulated by any obvious cues
inherent to the task. This reflects the construct validity of the
task. Importantly, these data show that this psychophysical
saltation task has the capacity to characterize task perfor-
mance on an individual basis, generating precise individual
thresholds. Therefore, the task seems well suited for use with
adaptive psychophysical methodology, which operates on the
premise that the relationship between the dependent and in-
dependent variable is monotonic.

FIG. 1. Plots of individual data obtained using a method of constant stimuli procedure on the objective psychophysical saltation task.
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III. EXPERIMENT 2

The results of Experiment 1 justified the use of adaptive
psychophysical methods in further examination of this salta-
tion task. Adaptive methods are useful, particularly in a clini-
cal situation, because they allow for accurate estimation of
individual thresholds with fewer trials. Experiment 2 em-
ployed an adaptive procedure to conduct the psychophysical
saltation task, and directly compared the obtained thresholds
from that task with those of the alternative task outlined by
Hari ~1995!. The aim was to assess the concurrent validity of
the two tasks, and compare the efficiency and reliability of
both tasks in quantifying the temporal parameters of the sal-
tation illusion.

A. Methods

1. Listeners

Thirty-seven adult volunteers~24 females, 13 males!
participated in this study. Participants were recruited via
word of mouth among the undergraduate and postgraduate
population of The University of Western Australia. Thirty-
two participants were students, while the remaining five par-
ticipants were associates of the other participants.

2. Stimuli

Stimuli for both tasks were presented usingMATLAB

~version 6.1! on an Acer laptop computer and delivered via
Sennheiser HD 25 headphones. All stimuli were presented at
81 dB SPL.

a. 8 Click lateralization task (Hari, 1995):Stimuli were
trains of eight 10 ms binaural clicks, constructed from white
noise. Each click within the train was delivered with a 0.8 ms
ITD. In the first four clicks of each train, the left channel
preceded the right by 0.8 ms while in the second four clicks,
the right channel preceded the left by 0.8 ms. The ISI be-
tween clicks remained constant throughout the train. Each
block comprised one stimulus train presented at each of 16
different ISIs ~50, 60, 70, 80, 90, 100, 110, 120, 130, 140,
150, 200, 250, 300, 400, and 500 ms!. The order of stimulus
presentation was randomized both between and within
blocks of trails.

b. Psychophysical saltation task:Stimuli for this task
were identical to those described in Experiment 1.

3. Procedures

Listeners were seated comfortably in an anechoic illu-
minated room and were delivered standard instructions prior
to the commencement of each task. The order of task presen-
tation was randomized between listeners. Adequate rest
breaks were given between tasks. Individual task procedures
are described below.

a. 8 Click lateralization task (Hari, 1995):Listeners
were instructed to listen to the stimulus sequence, and then
use the computer mouse to adjust a series of 8 graphic sliders
on the computer screen such that the position of each suc-
cessive slider represented the perceived relative position of
each click in the sequence. In accordance with the original

task protocol, listeners were allowed to listen repeatedly to
stimulus trains before making a response. Listeners com-
pleted two blocks of trials.

b. Psychophysical saltation task:The task was admin-
istered under identical conditions to those described in Ex-
periment 1. An adaptive PEST procedure~Taylor and Creel-
man, 1967!, set to converge on the 75% performance level
was used to administer this task. Following each block of 60
trials, a threshold estimate was obtained by calculating the
mean ISI following the third reversal. Listeners completed
two blocks of trials on this task.

B. Results and discussion

1. 8 Click lateralization task (Hari, 1995)

Because Hari’s~1995! participants completed only one
trial at each ISI, we used responses from our first block of
trials only in initial comparisons of the two tasks. Thus, it
was assumed that practice-related differences between the
results of the two procedures were largely eliminated. In ac-
cordance with the method of analysis adopted by Hari
~1995!, the data from each trial for all listeners were normal-
ized so that the estimated click locations corresponded to the
whole left–right~0–1! scale. Frequently, listeners’ responses
did not range across the whole scale. Of the total 592 re-
sponses~16 ISIs for 37 participants!, 46 indicated clicks
other than those presented first and last in a train as occupy-
ing the far left or far right positions on the response scale.
The average position of the first click was 0.037, and the
average position of the eighth click was 0.9233. That these
patterns occurred is important to the validity of the task, and
will be discussed further in the General Discussion.

In an identical manner to Hari~1995!, the mean normal-
ized estimated click location for the eight clicks was calcu-
lated for all 16 ISIs. Figure 2 presents the mean trend in
estimated click location at each ISI. According to the group
data presented in Fig. 2, as the ISI of the sequence is in-
creased at steps between 50 and 500 ms, the estimated click
location changes systematically from being linearlike~indi-
cating the perception of saltation!, to being steplike in func-
tion ~indicating veridical perception!. The most notable dif-
ference across ISIs is the systematic change in the estimated
distance between the fourth and fifth click locations. This
finding is consistent with that reported by Hari~1995!.

Given our aim of examining individual rather than group
estimates, the extent to which these group trends are charac-
teristic of individual response patterns was investigated. To
be described as ‘‘similar’’ to the mean pattern, the individual
response patterns had to meet two criteria for monotonicity.
First, a positive difference between the fourth and fifth esti-
mated click locations was required. Second, the slopes of the
regression lines calculated between the estimated locations
of the first four clicks and the second four clicks had to be
positive. Margin for error was granted such that negative
slopes ofr<0.1 were included ensuring that clumsily esti-
mated but essentially sensible data were not unnecessarily
discarded. These criteria ensured that all data included in the
analysis were sensible according to the predictions of the
task. While the pooled group data in Fig. 2 indicated a sys-
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tematic change from non-veridical to veridical perception as
ISI is increased, 34~approximately 5%! of response patterns
were nonmonotonic, and therefore different from this mean
pattern. These 34 nonmonotonic data sets were given by 11
different listeners, varying between 1 to 7 nonmonotonic re-
sponses for each listener. Although nonmonotonic response
patterns were observed across a large range of ISIs, there
was a trend towards greater numbers of these responses at
longer ISIs, where the perception of saltation was diminish-
ing or had diminished.

Figure 3 displays exemplars of four typical nonmono-
tonic responses. In these cases, listeners represented their
percept of stimulus trains in ways which were unexpected
given the predictions of the saltation illusion and veridical
localization. It is difficult to know whether this finding is
typical of the results obtained on such tasks in previous stud-

ies because group, rather than individual, data is reported for
studies in which inexperienced listeners are used. However,
the finding that monotonic data patterns can be obtained by
averaging sometimes nonmonotonic data is an important
one. The process of pooling data across participants on this
task obviously obscures a great deal of individual variability
in responses. As previously discussed, this individual vari-
ability is important to the study of dyslexia and should be
acknowledged.

Hari and Kiesilä~1996! found large differences between
controls and dyslexics when the difference between the
fourth and fifth estimated click location was treated as the
dependent variable. Because the validity of this dependent
variable has not been examined in detail on an individual
basis, it was thought necessary to do so here.
GRAPHPAD PRISMsoftware was used to fit exponential curves

FIG. 2. Mean estimated click locations from 37 participants on the first block of the 8 click lateralization task~Hari, 1995!.
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to the group mean difference between the fourth and fifth
click locations across all ISIs. Figure 4 displays this trend.
The exponential curve fits the mean data closely, with anR2

value of 0.83.
As previously mentioned, 34 response patterns were re-

moved from this analysis due to failure to fulfill the criteria
for monotonicity. Following screening,GRAPHPAD PRISM

software was used to fit exponential curves to the individual
plots of the difference between the fourth and fifth click at
each ISI for individual listeners. TheR2 of the curves for
each individual data set were then calculated. Despite the
initial screen for monotonicity, nonlinear regression analyses
could not be performed on three data sets due to the unsuit-
ability of the data for this analysis. The distribution ofR2

values for 34 participants is given in Fig. 5. As shown, the
distribution of R2 values is widely spread~meanR250.44,
SD50.26) indicating large individual differences in the re-
sponses of individual listeners. Importantly, anR2<0.20 was
estimated for the data of approximately 30% of listeners,
while only 12% of listeners yielded data with anR2>0.8.
The minimumR2 was 0.001 while the maximumR2 was
0.87. The results of this analysis indicate that, as a

FIG. 3. Exemplars of typical non-
monotonic responses on the 8 click
lateralization task~Hari, 1995!, by
four observers~SEM, MTD, SBT, and
LGG! at selected ISIs.

FIG. 4. The mean difference between the normalized estimated locations of
the fourth and fifth clicks on the 8 click lateralization task~Hari, 1995!.
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dependent variable, the difference between the fourth and
fifth click is somewhat inappropriate because accurate and
sensible individual data cannot be derived for all partici-
pants. These results again demonstrate that monotonic data is
obtainable by averaging sometimes nonmonotonic data.

An important criticism of the use of the difference be-
tween the fourth and fifth click to characterize performance
on this task is that it merely examines two of the eight loca-
tion estimates, therefore failing to take into account the full
range of responses on the task. Given that saltation occurs
across the entire stimulus train, this dependent variable falls
short of quantifying the illusion fully. In an attempt to over-
come this problem, the mean linear slope of the estimated
click locations of the first four clicks, and the second four
clicks, was calculated for each ISI. The data for all listeners
for both blocks of trials were then standardized so that values
of the dependent variable ranged between 0 and 1 in order
that nonlinear curves could be fitted.GRAPHPAD PRISMsoft-
ware was used to fit logistic curves to each data set. It was
therefore possible to define thresholds of saltation onset as
the ISI corresponding to the 0.75 standardized regression co-
efficient point on the logistic function. While it is noted that
this threshold definition is somewhat arbitrary, it was consid-
ered most appropriate given that a large number of data sets
did not asymptote near the 0 standardized regression coeffi-
cient point and therefore did not have a centralized point of
inflection. Of the 37 listeners who completed two blocks of
trials on this task, thresholds for both blocks of trials could
be calculated for only 19 listeners, 11 listeners had only one
calculated threshold, and no threshold could be obtained on
either block for the remaining 7 listeners~see Table I!.

Correlation coefficients were calculated between log
thresholds from the two blocks of trials to assess the test–
retest reliability of this methodology~see Table II!. The re-
sultant relationship ofr 50.15 ~not significant! indicated the
poor testretest reliability of thresholds on this task@see Fig.
6~a!#. This relationship is based only on the thresholds of the
19 listeners for whom two thresholds were obtainable.

2. Psychophysical saltation task

The test–retest reliability of the psychophysical saltation
task was determined by calculating the correlation coefficient
of log thresholds obtained from both blocks of trials. The
correlation of r 50.61 (p,0.05) indicated the good test–
retest reliability of the task. This relationship is evident in
Fig. 6~b!. Also evident from Figs. 6~a! and 6~b! is a differ-
ence in the variability of scores between thresholds of the
two tasks. It was a possibility that this difference in variabil-
ity, and difference in test–retest correlations, was the result
of differences in the number of thresholds available for each
task. Therefore, the test–retest reliability of the psychophysi-
cal saltation task was recalculated based only on the log
thresholds of the 19 listeners for whom pairs of thresholds
were calculable on Hari’s~1995! procedure. A higher test–
retest correlation ofr 50.73 (p,0.05) was observed.

3. Comparison of the two saltation tasks

Overall performance on both blocks of trials on the two
tasks is presented in Table I. As Table I indicates, the mean
threshold values obtained from the two tasks are equivalent,
with both tasks estimating the mean saltation threshold to be
in the vicinity of 95–125 ms. It therefore appears that both
tasks estimate roughly the same temporal parameters of the
auditory saltation illusion, and obtain thresholds which are
consistent with previously reported estimations~e.g., Shore
et al., 1998!.

Correlation coefficients were calculated between log
thresholds obtained from blocks 1 and 2 of both tasks to
determine the concurrent validity of the tasks. Table II illus-
trates these results. The relationships between thresholds of
block 1 of both tasks, and between block 2 of the 8 click
lateralization task and block 1 of the psychophysical task,
were found to be low and not significant. However, the rela-
tionship between block 2 of the psychophysical task and
block 1 of the 8 click lateralization task was moderate and
significant (r 50.63, p,0.01). This would seem to be fur-
ther evidence of some degree of concurrent validity between
the two tasks. However, given previously discussed findings
of frequent failure to generate useful thresholds, and poor
test–retest reliability of thresholds on the 8 click lateraliza-
tion task, as well as the inherent differences between the
methodologies of the two tasks, it is unsurprising that the
interrelations of performances on these tasks are somewhat
inconsistent.

IV. GENERAL DISCUSSION

In the present studies, we proposed the use of an objec-
tive psychophysical technique as a method of deriving indi-
vidual thresholds of the onset of the auditory saltation illu-
sion.

Experiment 1 employed a Method of Constant Stimuli to
document the relationship between changes in task perfor-
mance and ISI on this saltation task. The monotonic logistic
functions which characterized this relationship were indica-
tive of the validity of the task, as well as its suitability for
use with efficient adaptive psychophysical methods.

FIG. 5. Histogram representing the spread ofR2 values for the fit of an
exponential curve on the difference in normalized estimated locations of the
fourth and fifth clicks on the 8 click lateralization task~Hari, 1995! for 34
listeners.
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Experiment 2 compared the validity and reliability of
this and another saltation task outlined by Hari~1995!. The
results suggested that thresholds obtained via the proposed
task were more reliable than those of Hari’s~1995! proce-
dure. Thresholds from the two tasks were also found to be
roughly equivalent and, to some extent, concurrently valid.
These findings suggested that, despite methodological differ-
ences, the proposed saltation task seemed to access the same
saltation construct as a previously employed task. Thus,
given that the proposed objective saltation task estimates the
saltation illusion reliably and efficiently, the use of this task
in further study of the characteristics and mechanisms of
saltation seems justified.

The results of Experiment 2 indicated that analyzing the
data obtained from a subjective saltation task is not straight-
forward. The theoretically appropriate method of fitting lo-
gistic curves to the mean linear slope across ISIs yielded
thresholds for only a limited number of data sets. Similarly,
the use of the difference between the fourth and fifth click as
a dependent variable seemed inappropriate because this data
was systematic only for a small number of participants. With
regard to the latter, this finding is significant because the
difference between fourth and fifth click locations has been
used as a dependent variable in dyslexia research. Further
examination of the saltation illusion in dyslexia using an
alternative dependent variable therefore seems warranted.
Thresholds of saltation onset derived via our task seem to
provide an appropriate dependent variable because thresh-
olds were obtained for all participants on both blocks of

trials. The benefits of the proposed saltation task are there-
fore obvious: no data are discarded, therefore removing the
need for reassessment or data averaging.

An important finding of Experiment 2 was that erratic,
nonmonotonic responses were observed in a number of trials
for Hari’s ~1995! task. For example, often participants indi-
cated clicks other than those appearing first and last in the
train as appearing in the left and rightmost positions. These
responses were contrary to the predications of saltation per-
ception and, therefore, contrary to expected performance on
the task. Hari~1995! does not explicitly report similar pat-
terns in her data, however she notes that in contrast to all
other participants, one participant indicated hearing the
clicks move in uneven steps. Similarly, Shoreet al. ~1998!
reported that three participants indicated saltation across the
full range of ISIs delivered~between 30 and 500 ms! on their
task. Because of the subjective nature of the task, it is im-
possible to know whether these participants are experiencing
a percept other than saltation, or whether their different re-
sponse patterns reflect differences in interpretation of the in-
structions, response criterion, or the ability to use the given
scale to translate their percept. Given that all participants in
Experiment 2 derived sensible thresholds from our saltation
task, it is unlikely that their responses on Hari’s~1995! task
reflect differences in their percept of the saltation illusion.
Additionally, because listeners were mostly undergraduate
and postgraduate students, it also seems unlikely that the
nonmonotonic response patterns are the result of below av-
erage intelligence or of cognitive or behavioral problems

TABLE I. Descriptive statistics of thresholds obtained from two blocks of trials on the 8 click lateralization task
~Hari, 1995! and the objective psychophysical saltation task.

8 Click
Lateralization 1

8 Click
Lateralization 2

Psychophysical
Saltation 1

Psychophysical
Saltation 2

N 23 26 37 37
Mean 97.34 102.0 122.2 101.3

Maximum 256.80 242.2 340 314.0
Minimum 56.80 54.8 46.67 32.76
Standard
Deviation

42.00 37.19 75.27 68.56

TABLE II. Pearson product moment correlation matrix of log thresholds of blocks 1 and 2 of the Hari~1995!
8 click lateralization saltation task and the objective psychophysical saltation task.

8 Click
Lateralization

1

8 Click
Lateralization

2

Psychophysical
Saltation

1

Psychophysical
Saltation

2

8 Click
Lateralization 1

¯

0.15 0.44 0.63a

N 19 19 19
8 Click
Lateralization 2

¯

0.30 0.06
N 19 19
Psychophysical
saltation 1

¯

0.61a

N 37
Psychophysical
saltation 2

¯

N

aSignificant atp,0.01 level~2-tailed!.
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which might impede task performance. Thus, it remains pos-
sible that factors associated with the subjectivity inherent to
such a task might account for these irregular response pat-
terns.

In spite of the finding that some non-monotonic re-
sponses were given on the subjective saltation task, we do
not suggest that subjective methods are always problematic
when used to quantify saltation. Indeed, useful and system-
atic individual data have been reported using such methods
~e.g., Phillips and Hall, 2001; Phillipset al. 2002!. However,
it is important to note that such studies have predominantly
employed experienced psychophysical listeners, or have sub-
jected naive participants to repeated testing. Undoubtedly,
repeated practice on a subjective task would encourage the
generation of meaningful systematic data. However, in a
clinical situation such as the diagnostic testing of dyslexics,
listeners are predominantly inexperienced in auditory psy-
chophysics, and extended periods of practice are often not
possible. Given that our objective psychophysical task esti-

mates thresholds reliably and efficiently for inexperienced
listeners, it seems a more appropriate task for use in a clini-
cal setting.

The analyses of Experiment 2 also demonstrated that
monotonic data can be obtained by averaging a combination
of monotonic and nonmonotonic data. Thus, as previously
mentioned, the process of averaging data such as these ob-
scures a great deal of individual variability in task perfor-
mance. A fundamental principle of data averaging is that
within-group variance should be minimal. This is also a re-
quirement of between-group statistics such as t-test and
analysis of variance. If between-group comparisons are to be
made on data from auditory saltation tasks, it is critical that
individual variability in performance is first analyzed to en-
sure this requirement is met. In addition, as previously men-
tioned, dyslexia is thought to be a heterogeneous disorder.
Therefore, careful inspection of individual data is necessary
to investigation of the characteristics of dyslexia subtypes.

Sidman~1952! captured this issue in his statement ‘‘the
mean curve does not provide the information necessary to
make statements concerning the function for the individual’’
~p. 268!. Estes~1956! added ‘‘the fault lies, not in the aver-
aged curves, but in our customary interpretations of them’’
~p. 134!. It is therefore important that future studies of the
auditory saltation illusion using untrained and/or dyslexic
participants report individual rather than group data in order
that evaluations of between-subject differences in perfor-
mance patterns can be made.

The present studies are indicative of the usefulness of
our psychophysical saltation task in reliably estimating the
temporal parameters of the saltation illusion. Usage of this
task would enable careful examination of individual thresh-
olds of saltation onset in dyslexia, thereby extending the
work of Hari and Kiesila¨ ~1996! and Tallal~1980! within an
alternative paradigm. Investigation of the mechanisms of au-
ditory saltation is also possible via this technique. Addition-
ally, it may be possible to employ a variant of this task
within other sensory modalities. This would allow thresholds
of visual, cutaneous, and auditory saltation to be compared.
Such a comparison might be an important first step in deter-
mining the commonalities of the mechanisms of saltation
across modalities.

V. CONCLUSIONS

In conclusion, the results of the present studies have
provided a firm empirical basis for the use of an objective
psychophysical procedure in the study of the auditory salta-
tion illusion. The psychophysical task we outline is efficient,
reliable, and appropriate for use in deriving individual
thresholds within samples of naive, inexperienced listeners.
The use of this quantification paradigm could feasibly lead to
important insights into the processes underlying the saltation
illusion.
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The experiments examined age-related changes in temporal sensitivity to increments in the
interonset intervals~IOI! of components in tonal sequences. Discrimination was examined using
reference sequences consisting of five 50-ms tones separated by silent intervals; tone frequencies
were either fixed at 4 kHz or varied within a 2–4-kHz range to produce spectrally complex patterns.
The tonal IOIs within the reference sequences were either equal~200 or 600 ms! or varied
individually with an average value of 200 or 600 ms to produce temporally complex patterns. The
difference limen~DL! for increments of IOI was measured. Comparison sequences featured either
equal increments in all tonal IOIs or increments in a single target IOI, with the sequential location
of the target changing randomly across trials. Four groups of younger and older adults with and
without sensorineural hearing loss participated. Results indicated that DLs for uniform changes of
sequence rate were smaller than DLs for single target intervals, with the largest DLs observed for
single targets embedded within temporally complex sequences. Older listeners performed more
poorly than younger listeners in all conditions, but the largest age-related differences were observed
for temporally complex stimulus conditions. No systematic effects of hearing loss were
observed. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1765192#

PACS numbers: 43.66.Mk, 43.66.Sr@GK# Pages: 1126–1134

I. INTRODUCTION

This paper describes results of some experiments that
examined the ability of younger and older listeners to dis-
criminate changes in the temporal characteristics of auditory
sequences. The specific experiments are part of a larger
project designed to explore the hypothesis that aging is ac-
companied by a general decline in auditory temporal pro-
cessing that can affect listeners perception of both speech
and nonspeech sequential sounds. Speech recognition studies
have shown consistently that elderly listeners have difficulty
understanding stimuli that have been time altered in some
manner. This observation is most evident for listening tasks
that utilize sentence-length speech samples presented at rapid
presentation rates, produced either by fast talkers or time-
compression techniques applied to speech waveforms~Wing-
field et al., 1985; Gordon-Salant and Fitzgibbons, 1993,
2001; Tun, 1998!. By comparison to younger listeners, the
diminished recognition performance exhibited by many eld-
erly listeners with rapid speech can be quite pronounced.
These speech results provide some general auditory support
for a class of cognitive theories which stipulate that aging is
accompanied by a generalized slowing of information pro-
cessing for events throughout the nervous system~Birren,
1965; Salthouse, 1991!.

Despite the prevalence of experimental observations, the
specific sources of the speech understanding problems
among elderly listeners are less certain. Part of the problem
relates to the inherent temporal and spectral complexity of
the speech signal itself. Additionally, a number of other fac-

tors, including the prevalence of sensorineural hearing loss
among older listeners, as well as complex effects of speech
semantic and syntactic factors, can each exert a significant
influence on speech processing. However, in terms of acous-
tical changes, rapid speech is primarily characterized by a
relative reduction in the duration of some or all of the com-
ponent phoneme and pause intervals, together with conse-
quent changes to overall speech tempo and rhythm. There-
fore, it seems reasonable to assume that any loss of
sensitivity to these component duration changes, or sequence
timing characteristics, could be important factors underlying
the age-related difficulties observed with rapid speech.

Additionally, psychophysical evidence lends some sup-
port to the conclusion that aging does appear to be a factor
that contributes to diminished auditory temporal sensitivity.
Some of the evidence relates to measured thresholds for the
detection of brief temporal gaps between successive acoustic
markers, either pairs of simple tone or noise bursts. Most of
the gap thresholds measured for elderly listeners are reported
to be about twice the magnitude of those observed for
younger listeners~Schneideret al., 1994, 1998; Snell, 1997!.
Older listeners are also observed to have difficulty discrimi-
nating changes in the duration of simple tones and noise
bursts, or reference intervals defined by a silent interval in-
serted between a pair of acoustic markers~Abel et al., 1990;
Fitzgibbons and Gordon-Salant, 1994; Listeret al., 2000;
Groseet al., 2001!. Generally, the age-related deficits ob-
served for duration discrimination are also found to be
largely independent of sensorineural hearing loss, indicating
that cochlear mechanisms are not the likely source of re-
duced temporal sensitivity among the elderly listeners.

Other evidence also indicates that measures of temporala!Electronic mail: peter.fitzgibbons@gallaudet.edu
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sensitivity collected with simple stimuli do not always gen-
eralize to listening conditions that feature more complex ex-
tended sequences of sounds. For example, in one study
~Fitzgibbons and Gordon-Salant, 1995!, we compared the
ability of younger and older listeners to discriminate duration
changes for a simple tone presented in isolation and the same
tone embedded as one component of a five-tone contiguous
sequence that approximated the length of a simple spoken
sentence. One notable finding of the study was that younger
listeners were able to discriminate duration changes in the
embedded target tone with about the same accuracy as they
demonstrated for the target tone presented in isolation. How-
ever, this was not the case for older listeners. These listeners
showed significant reductions in discrimination performance
for tones within a sequential context versus the same targets
presented in isolation. The performance of these older listen-
ers was also reduced considerably if the sequence location of
the embedded target tone changed randomly across a series
of listening trials. By comparison, younger listeners were
largely unaffected by uncertainty regarding sequential loca-
tion of a target tone. These results indicate that relatively
small age- related effects measured for simple isolated
stimuli may become pronounced when examined within a
more complex sequential stimulus context.

One possible explanation for the age effects seen with
the sequential stimuli is that younger listeners are able to
utilize overall timing cues related to changes of sequential
rhythm or tempo to perform the duration discrimination
tasks. By comparison, older listeners may not, or can not,
process these overall timing cues as effectively. Recently, we
conducted an initial investigation of this hypothesis by di-
rectly comparing the ability of younger and older listeners to
discriminate changes in sequence tempo within relatively
simple tonal patterns~Fitzgibbons and Gordon-Salant, 2001!.
The stimulus sequences consisted of five brief tones of equal
frequency separated equally by silent intervals to create se-
quences with uniform tonal interonset intervals~IOIs! that
corresponded to a given presentation rate. For each of several
reference sequence rates, the intertone silent intervals were
co-varied simultaneously in order to measure the relative DL
for changes of tonal IOI corresponding to a slowing of the
sequence rate. The results indicated that young listeners are
generally quite sensitive to changes of sequence rate, with
the relative DLs for IOI changes being about 3% over a
broad range of presentation rates. The same results also re-
vealed significant age-related performance differences, with
the older listeners observed to be consistently less sensitive
to changes of sequence rate than younger listeners. Addition-
ally, the performance of older listeners was notably poor for
discriminating localized changes in sequence timing,
changes that were examined in some conditions by alter-
ations of a single tonal interval within the otherwise equal-
interval patterns. While the age differences in performance
were evident across a range of stimulus sequence rates, many
of the elderly listeners exhibited the greatest difficulty in
tracking timing changes at the faster stimulus rates.

These results with simple tonal patterns suggest that
older listeners may have specific problems processing the
timing pattern within auditory sequences. However, the ex-

tent to which the results collected with the fixed-frequency
uniform sequences is useful towards understanding the pro-
cessing of more complex temporal patterns is unclear. We
know, for example, that even simple sequences of speech
sounds feature considerable spectral complexity as well as
variation of timing within patterns. These stimulus factors
may contribute to the speech recognition problems that are
evident for many older listeners. Therefore, the focus of the
present investigation is to examine the manner in which
stimulus temporal and spectral complexity interact with the
listeners age to influence sequential processing of nonspeech
stimulus patterns. Additionally, because diminished speed of
processing is hypothesized to be a consequence of aging, we
anticipate that the specific effects of spectral and temporal
stimulus factors will vary with sequence presentation rate.
Finally, hearing loss is a well-established consequence of
aging, one that is known to influence listeners’ processing of
both speech and non-speech sounds in a number of listening
tasks ~Dubno and Schaefer, 1992; Dubno and Ahlstrom,
1995!. Thus, another purpose of the study is to examine the
independent and interactive effects of listener age and hear-
ing loss on all discrimination measures. This is accomplished
by testing groups of younger and older listeners in the ex-
periments who were matched by age and degree of senso-
rineural hearing loss.

II. METHODS

A. Subjects

Listeners in the study included 51 subjects assigned to
four groups according to age and hearing status. One group
included young normal-hearing subjects~YNH, n515) ages
18–40 (M523.2 years, s.d.55.3) with pure-tone thresholds
<15 dB HL ~re: ANSI, 1996! from 250 to 4000 Hz. Another
group included young hearing-impaired listeners~YHI, n
510) of 18 to 40 years (M529.9 years, s.d.510.2) with
mild-to-moderate sloping high-frequency sensorineural hear-
ing losses of hereditary or unknown etiologies. A third group
of subjects included normal-hearing elderly listeners~ENH,
n511) of 65–76 years (M570.8, s.d.55.2) who met the
same audiometric criteria as the YNH listeners. Lastly, an
elderly group of listeners with hearing impairment~EHI, n
515) were 65–76 years (M570.5, s.d.53.9) and also had
mild-to-moderate sloping sensorineural hearing losses.
The young and elderly listeners with hearing loss exhibited
bilateral impairment of equivalent degree
(65 – 10 dB) and configuration across the range of audio-
metric test frequencies. These subjects had a negative history
of otologic disease, noise exposure, and family history of
hearing loss. The probable etiology of hearing loss in the
older listeners was presbycusis. All testing in the study was
monaural, and Table I presents the mean audiograms for test
ears of the four listener groups.

Additional criteria for subject selection included mono-
syllabic word recognition scores exceeding 80%, normal
tympanograms, and acoustic reflex thresholds for contralat-
eral pure tone stimuli~500–2000 Hz! elicited at levels below
the 90th percentile for individuals with comparable hearing
thresholds~Silman and Gelfand, 1981!. None of the listeners
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had participated previously in listening experiments and each
was paid for their services as subjects. Older listeners also
passed a brief screening test for general cognitive awareness
@the Mini-Mental Status Questionnaire~Pfeiffer, 1975!#.

B. Stimuli

All stimulus sequences for the experiments were gener-
ated using an inverse fast Fourier transform~FFT! procedure
with a digital signal processing board~Tucker-Davis Tech-
nologies, AP2! and a 16-bit D/A converter~DD1, 20-kHz
sampling rate! that was followed by low-pass filtering~Fre-
quency Devices 901F, 6000-Hz cutoff, 90 dB/oct!. The se-
quences were constructed using five equal-duration tone
bursts that were separated by silent intervals. Each tone burst
of a sequence had a fixed duration of 50 ms that included
5-ms cosine squared rise/fall envelopes, with all tone and
silent interval durations specified between zero-voltage
points in the electrical waveforms. For each sequence the
silent intervals between tones were adjusted to establish a
desired tonal interonset interval~IOI!, an interval that in-
cluded both the tone and silent interval durations. The stimu-
lus sequences used as reference patterns for discrimination
testing were designed to feature spectral complexity, tempo-
ral complexity, or a combination of spectral and temporal
complexity. Spectrally complex sequences~F! featured vari-
able tone frequencies with fixed tonal IOIs, while temporally
complex patterns~T! featured variable tonal IOIs with fixed
tone frequencies. Sequences with combined spectral and
temporal complexity~FT! featured variable frequencies and
variable IOI values.

The stimulus sequences were used in different test con-
ditions that were designed to examine listeners ability to dis-
criminate either uniform changes in sequence presentation
rate or localized changes of timing within a sequence. Uni-
form changes in sequence rate were introduced by co-
variation of all sequence IOIs~ALL !, whereas localized tim-
ing changes were effected by variation of a single sequence
IOI value ~ONE!. The experiments included four discrimina-
tion conditions, each of which was conducted with reference
sequences that were presented at a faster and slower rate.
One of the conditions~F–ALL ! used the spectrally complex
sequences in which all IOI values were varied equally to
examine discrimination of uniform changes of sequence rate.
The individual tones within the reference patterns were 2000,
2500, 3000, 3500, and 4000 Hz. This octave range was se-
lected to allow a degree of spectral variability within se-
quences, while also restricting testing to a region that coin-

cided with that of greatest sensitivity loss in the listeners
with hearing impairment. For these reference patterns, the
ordering of the five tone frequencies within a sequence was
randomized across listening trials, but the sequence IOIs
were equal, with values of 200 ms for the faster-rate se-
quences and 600 ms for the slower-rate sequences. Another
condition~F–ONE! used these same spectrally complex ref-
erence sequences at the faster and slower rates to measure
discrimination of changes in one sequence IOI. The sequence
location of the selected target interval, an IOI of either 200
ms or 600 ms, also shifted randomly across the four possible
tonal IOIs within a sequence on each listening trial.

The other two conditions also assessed discrimination of
a single sequence interval, using reference stimulus patterns
that featured temporal complexity. One of these~T–ONE!
used fixed-frequency stimulus sequences, with all tones set
to 4000 Hz. The tonal IOIs in these reference sequences were
nonuniform in magnitude, with fixed values in the faster-rate
sequences of 100, 150, 200, and 350 ms, with the 200-ms
IOI representing the average interval magnitude that always
served as the target interval for discrimination testing. Cor-
responding IOI values for the slower-rate reference se-
quences were 400, 500, 600, and 900 ms, with the 600-ms
IOI being the average value that served as the target interval
for discrimination testing. The selection of IOI values for
these faster and slower reference sequences was in part arbi-
trary, but was intended to include intervals shorter and longer
than that of the 200 or 600-ms target interval. Additionally,
the fixed IOI values in these temporally complex reference
patterns were selected to preserve overall sequence durations
to match those of the corresponding equal-interval reference
sequences of the F–ALL and F–ONE conditions. These se-
quence durations were 850 and 2450 ms, respectively, for the
faster and slower patterns, which were intended to grossly
mimic the durations of rapidly and slowly spoken sentences.
The final condition~FT–ONE! used these same temporally
complex reference sequences, but with the addition of tone
frequencies that differed in the same manner as described for
the spectrally complex patterns. These sequences with both
frequency and temporal complexity were also used to assess
discrimination of a single target IOI with reference values
200 or 600 ms, respectively, in the faster and slower stimulus
patterns. For both conditions that utilized the temporally
complex stimulus patterns, the ordering of the four tonal IOI
values changed randomly across a series of discrimination
trials. As such, the sequence location of the 200-ms, or 600-
ms, target IOI for discrimination testing also changed ran-

TABLE I. Thresholds~dB HL! ~re: ANSI, 1996! and standard deviations~shown in parentheses! for test ears of
young normal hearing~Yng Norm Hrg!, elderly normal hearing~Eld Norm Hrg!, young hearing-impaired~Yng
Hrg Imp!, and elderly hearing-impaired~Eld Hrg Imp! listeners for octave frequencies from 250 through 4000
Hz.

Frequency~Hz!

250 500 1000 2000 4000

Yng Norm Hrg 5.7 ~4.6! 1.7 ~3.1! 2.0 ~3.2! 2.0 ~5.6! 2.3 ~5.3!
Eld Norm Hrg 12.7 ~7.5! 7.7 ~7.5! 7.3 ~4.7! 5.45 ~5.68! 11.82 ~7.51!
Yng Hrg Imp 9.5 ~17.4! 25.0 ~19.7! 30.5 ~18.6! 32.0 ~17.5! 43.5 ~14.9!
Eld Hrg Imp 19.0 ~9.49! 19.3 ~11.63! 25.3 ~10.26! 36.0 ~10.89! 50.67 ~8.84!
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domly across the four possible tone intervals of a sequence
on each listening trial.

C. Procedures

The measurement of DLs for increments of tonal inter-
onset intervals was obtained using an adaptive three-interval,
two-alternative, forced-choice discrimination procedure.
Each discrimination trial contained three observation inter-
vals spaced 750 ms apart. The first listening interval of each
trial contained a sample of the reference stimulus sequence,
with the second and third intervals containing samples of the
reference and comparison sequence in either order selected
randomly across listening trials. For all conditions, reference
and comparison sequences of a given listening trial differed
only by the duration of one or more IOI values, which were
always longer in the comparison sequence. In all cases, the
lengthening of IOIs in the comparison sequence was accom-
plished by incrementing one or more intertone silent inter-
vals, with no change of tonal durations, thus extending over-
all duration of the comparison sequence. In the F–ALL
condition, measurements of sequence rate discrimination
were collected with the spectrally complex reference se-
quences which featured uniform IOI values of 200 or 600 ms
for the faster and slower patterns, respectively. Adjustments
of sequence rate in the comparison sequences were imple-
mented by co-varying all sequence IOIs equally to produce a
slowing of presentation rate. The sequential ordering of tone
frequencies changed randomly across trials, but was always
the same for the reference and comparison sequences of a
given listening trial. These same reference sequences were
also used for the single-interval discrimination condition,
F–ONE. For this condition, only one IOI in the comparison
sequence, designated as the target interval, was lengthened,
with other sequence IOI values remaining fixed and equal to
their original reference values, either 200 or 600 ms. Within
the comparison sequence, the location of the target IOI
changed randomly across the four sequence intervals on each
listening trial; the ordering of tone frequencies did not
change across listening intervals within a trial but did change
randomly across trials. In a similar manner, discrimination of
a single target IOI was assessed in the two conditions that
featured temporally complex reference sequences, that is,
T–ONE, with the fixed-frequency patterns, and FT–ONE,
with the variable-frequency patterns. In each condition, the
variable target interval in the comparison sequences had a
reference duration of 200 or 600 ms, respectively, for the
faster and slower reference sequences. Again, the ordering of
sequence tone frequencies, IOI values, and sequence location
of the target interval changed randomly across discrimination
trials, but not across listening intervals of a given trial.

Estimates of all duration DLs in each condition were
obtained using an adaptive rule for varying the target IOI
value~s!, such that the target decreased in magnitude follow-
ing two consecutive correct responses by the listener and
increased following each incorrect response. Threshold esti-
mates derived by this adaptive rule corresponded to values
associated with 70.7% correct discrimination~Levitt, 1971!.
Testing was conducted in 50-trial blocks with an IOI starting
value of 1.4 times its reference value, and step size for IOI

changes that decreased logarithmically over trials to produce
rapid convergence on threshold values. Following the first
three reversals in direction of IOI change, a threshold esti-
mate was calculated by averaging reversal-point IOI values
associated with the remaining even-numbered reversals. An
average of four threshold estimates was used to calculate a
final DL for IOI with each listener in each condition. Prior to
data collection, each listener received 2–3 h of practice for
sequence discrimination, with all listeners showing perfor-
mance stability after 3–4 trial blocks in each condition.

The listeners were tested individually in a sound-treated
booth. The discrimination conditions were tested in a differ-
ent random order for each listener. Stimulus levels were
85–90 dB SPL in order to provide adequate audibility and
produce minimum sensation levels of 25–30 dB in the
2000–4000-Hz region for the listeners with hearing loss.
Testing was monaural in the listener’s preferred ear using an
insert earphone~Etymotic ER-3A! that was calibrated in a
2-cm3 coupler~B&K, DB0138!. All listening was conducted
in 2-h sessions over the course of several weeks. Total test
time ~not including practice! varied across listeners, but av-
eraged about 8 h.

III. RESULTS

For the purpose of analysis and comparison with previ-
ous findings, all duration DLs collected in the experiments
were converted to relative values expressed as a percentage
of the reference IOI value. Results of the four experimental
conditions for each of the four listener groups are displayed
in Fig. 1, for the conditions with faster-rate sequences
~200-ms IOI targets!, and Fig. 2, for the conditions with
slower-rate sequences~600-ms IOI targets!. Each of the fig-
ures displays the mean relative DLs for each condition and

FIG. 1. Mean relative difference limen~DL! in percent for each listener
group in the four stimulus sequence conditions with 200 ms as the reference
tonal inter-onset interval~IOI!. The four sequence conditions include equal
increments of all IOIs in equal-interval patterns with variable frequencies
~F–ALL !, increments of a single IOI in equal-interval patterns with variable
frequencies~F–ONE!, increments of a single IOI in unequal-interval pat-
terns with fixed frequencies~T–ONE!, and increments of a single IOI in
unequal-interval patterns with variable frequencies~FT–ONE!. The four
listener groups are young normal hearing~Yng Norm!, young hearing-
impaired~Yng HI!, elderly normal hearing~Eld Norm!, and elderly hearing-
impaired~Eld HI!. Error bars represent the standard error of the mean.
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group of subjects, with vertical bars in the figures represent-
ing the standard error of the means. The relative DLs dis-
played in Fig. 1 are generally larger than those of Fig. 2,
particularly for the three conditions that involved single-
interval discrimination~F–ONE, T–ONE, FT–ONE!. The
F–ALL condition that involved discrimination of changes in
sequence rate produced the smallest relative DLs, and these
values were essentially equivalent for the sequences with the
faster and slower reference rates. A separate analysis of vari-
ance~ANOVA ! was conducted for the relative DLs shown in
Figs. 1 and 2, using a split-plot factorial design with two
between-subjects factors~age and hearing status! and one
within-subjects factor ~discrimination condition!. Each
analysis revealed significant main effects of listener age (p
,.001), discrimination condition (p,.001), and significant
interactions between age and condition (p,0.01). The
analyses revealed no significant effects of hearing loss across
conditions, for either the faster or slower sequence presenta-
tion rates.

Simple main effects analysis and multiple comparison
tests were subsequently conducted to examine sources of the
age3condition interactions that were evident in the data col-
lected for both the faster and slower stimulus sequences. To
examine the interaction effects, the mean relative DLs for the
two age groups~collapsed across hearing status! are shown
in Fig. 3, for the four conditions with 200-ms target intervals,
and Fig. 4, for the four conditions with the 600- ms targets.
As each figure shows, the relative DLs for both listener age
groups were smaller for the conditions featuring only se-
quence spectral complexity~F–ALL and F–ONE!, and sig-
nificantly larger for the conditions featuring sequence tempo-
ral complexity~T–ONE and FT–ONE!, (p,0.01). For both
age groups, the mean performance differences were rela-
tively small between the two conditions with spectral com-
plexity ~F–ALL and F–ONE!, and were also not signifi-
cantly different between the two conditions with temporal
complexity~T–ONE and FT–ONE!. The discrimination per-
formance of the older listeners was poorer than that of the
younger listeners in each of the four conditions, but the larg-
est age-related performance differences were observed for

the T–ONE and FT–ONE conditions at both sequence rates
(p,0.01).

IV. DISCUSSION

The experiments compared the abilities of younger and
older listeners to discriminate changes in the timing between
successive components of tonal sequences that featured spec-
tral complexity, temporal complexity, or a combination of the
two. In some conditions, listeners were asked to respond to
uniform changes in all tonal interonset intervals that altered
the presentation rate of the sequential stimulus patterns. In
other conditions, listeners responded to changes in the mag-
nitude of a single sequence interval that produced a localized
disruption of timing within the tonal patterns. The results
showed that listeners sensitivity to changes of temporal in-
tervals depends on both the number and magnitude of the
temporal intervals that are subjected to change. Additionally,
the spectral and temporal characteristics of the stimulus se-
quence can affect discrimination performance, with temporal
complexity exerting the most pronounced effects. The results
indicated that older listeners were less sensitive than younger
listeners to changes of timing within the stimulus sequences.

FIG. 2. Same as for Fig. 1, but for 600-ms reference IOIs. FIG. 3. Mean relative DLs in percent for 200-ms reference IOIs in the four
sequence conditions for young and elderly listeners. The data are collapsed
across the normal-hearing and hearing-impaired listener groups.

FIG. 4. Same as Fig. 3, but for 600-ms reference IOI values.
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However, the magnitude of the age-related discrimination
deficits varied across stimulus conditions, and depended
largely upon the timing characteristics of the stimulus pat-
terns.

A. Equal interval patterns

For the stimulus conditions that featured tonal IOIs of
equal magnitude in the reference patterns~F–ALL and
F–ONE!, the younger listeners were able to discriminate in-
terval changes with a relatively high degree of accuracy. The
estimates of discrimination for overall changes of presenta-
tion rate with the equal-interval sequences revealed the best
temporal sensitivity among the younger listeners. Thus, for
the F–ALL condition, with all sequence IOIs co-varied
equally, the relative DLs for rate change were 4.1% for the
faster reference sequences and 3.1% for the slower se-
quences. The near equivalence of these DLs for rate dis-
crimination with the faster and slower sequences agrees with
earlier findings that were collected with fixed-frequency tone
sequences that also featured uniform timing patterns~Drake
and Botte, 1993; Fitzgibbons and Gordon-Salant, 2001!. Col-
lective findings from these earlier studies indicated that the
relative DL for changes of sequence rate remains fairly con-
stant over a broad range of reference tonal IOIs ranging from
about 200 to 800 ms. This was not the case for the single-
interval DLs, which generally reflected larger relative DL
values for the shorter 200-ms interval compared to the longer
600-ms interval. For example, for the F–ONE condition that
examined discrimination of a single embedded sequence in-
terval, the younger listeners produced mean relative DLs of
8.9% and 5.2% for the target IOIs of 200 and 600 ms, re-
spectively. These values are larger than the corresponding
DLs for the F–ALL condition, indicating that localized
changes of timing within sequences are more difficult to dis-
cern than uniform changes in presentation rate.

The discrimination performance of the older listeners
with the equal-interval reference sequences was generally
poorer than that of the younger listeners. For discrimination
of sequence rate with the equal-interval patterns~F–ALL
condition!, the older listeners produced mean DLs of 9.6%
for the faster sequences with 200-ms reference IOIs and
10.0% for the slower sequences with 600-ms IOIs. These
values are larger than corresponding estimates for rate dis-
crimination in the younger listeners. However, like the
younger listeners, the mean DLs for rate discrimination
among the older listeners were essentially equivalent for the
faster and slower reference sequences, indicating a fairly
constant Weber fraction for the two reference presentation
rates. This outcome also agrees with observations from our
previous experiment with fixed-frequency tone sequences
~Fitzgibbons and Gordon-Salant, 2001!, which revealed a
relatively constant relative DL in elderly listeners for rate
discrimination across a large range of reference sequence
presentation rates.

For single-interval discrimination~F–ONE condition!,
the mean relative DLs of the older subjects was 17.9% and
12.4% for the 200- and 600-ms target IOIs, respectively.
Each of these values is at least twice the corresponding DL
values for the younger listeners. It should be noted, however,

that the performance variability among the elderly listeners
was sometimes large, especially among the DLs measured
for the shorter 200-ms target interval. This outcome was pri-
marily attributed to the poor discrimination performance of
two elderly listeners, who produced abnormally large DLs
for the 200-ms single target interval. However, even with the
omission of the data for these two subjects, the mean relative
DL for the elderly listeners was 14.6% for the 200-ms target,
a value that remains considerably larger than that observed
for the younger listeners.

B. Unequal interval patterns

The reference sequences with irregular timing featured
unequal tonal intervals with an average value of 200 or 600
ms, values that served as the respective sequence targets for
single-interval discrimination in the faster and slower refer-
ence sequences. For these temporally complex stimulus pat-
terns, discrimination of changes in the single target interval
proved to be difficult for both younger and older listeners,
with performance being significantly poorer than that ob-
served for the same target intervals embedded within the
sequences with equal tone intervals. For the sequences with
unequal intervals and fixed tone frequencies~T–ONE condi-
tion!, the younger listeners produced mean relative DLs of
41.1% and 27.7% for the 200- and 600-ms single IOI targets,
respectively. Similarly, for the same temporally complex se-
quences with variable tone frequencies~FT–ONE condition!,
the mean relative DLs of the younger listeners were 32.0%
and 25.2% for the 200- and 600-ms single target intervals,
respectively. For both conditions, discrimination perfor-
mance among listeners was always poorer and more variable
for the shorter 200-ms target than for the 600-ms target in-
terval, a result that was also observed for the stimulus pat-
terns with the equal tone intervals. Additionally, no signifi-
cant differences in the discrimination performance of the
younger listeners were observed between temporally com-
plex sequence conditions that featured fixed-frequency and
variable-frequency tonal patterns. Thus, the combined effects
of spectral and temporal complexity in the stimulus se-
quences of the FT–ONE condition were about the same as
those produced by temporal complexity alone with se-
quences of the T–ONE condition.

The older listeners exhibited pronounced difficulty dis-
criminating changes in the target interval within the se-
quences with unequal timing. For the fixed-frequency pat-
terns~T–ONE!, these older listeners produced mean relative
DLs of 72.4% and 49.3% for the 200- and 600-ms target
IOIs, respectively. Corresponding mean DLs for the variable-
frequency sequences~FT–ONE! were 56.0% and 46.2%, re-
spectively, for the same 200- and 600-ms targets. These re-
sults also showed poorer and more variable discrimination
performance for 200-ms targets relative to that for the longer
600-ms target intervals. This was particularly the case for the
200-ms targets in the T–ONE condition, in which two eld-
erly listeners from each hearing status group exhibited abnor-
mally poor discrimination. With the data from these subjects
omitted, the mean DL value for the elderly listeners in the
T–ONE condition with the 200-ms target interval would
have shifted from 72.4% to 59.4%, a value equivalent to that
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for the FT–ONE condition for the elderly listeners. In either
case, the DL values of the older listeners with the unequal-
interval patterns were at least three times larger than their
corresponding DLs measured for the same reference target
intervals embedded within the stimulus patterns with equal
intervals. The performance of the elderly listeners was also
significantly poorer than that of the younger listeners in both
the T–ONE and FT–ONE sequence conditions. However,
like the younger listeners, the discrimination performance of
the older listeners with the temporally complex sequences
was not significantly different for the conditions with fixed-
frequency and variable-frequency tonal patterns.

C. Stimulus complexity effects

The experiments were designed to examine some effects
of temporal and spectral complexity on listeners ability to
discriminate changes of timing within tonal stimulus se-
quences. The results indicate that the temporal complexity
associated with the unequal sequence intervals produced sub-
stantial performance decrements, relative to that observed for
the patterns with equal intervals. This outcome was evident
for all listeners, but the magnitude of the effects was signifi-
cantly larger among the elderly subjects. It was anticipated,
on the basis of earlier reports, that the introduction of irregu-
lar timing to stimulus patterns could influence listeners abil-
ity to discriminate one or more embedded target intervals.
Some of the earlier studies~Bharucha and Pryor, 1986; Hirsh
et al., 1990; Monahan and Hirsh, 1990; Drake and Botte,
1993! reported that even small deviations from regularity in
the timing patterns of tonal sequences could produce decre-
ments in listeners temporal discrimination performance. In
the present investigation, the temporally complex stimulus
sequences featured a substantial degree of irregularity in the
timing patterns, with each tonal IOI differing across a rela-
tively wide range of values. This dispersion of interval val-
ues within the stimulus sequences undoubtedly contributed
to the listeners difficulty in discriminating incremental
changes to any single embedded target interval. Additionally,
the procedure of randomizing the ordering of the unequal
tonal IOIs within sequences across listening trials, as well as
randomizing the sequential location of the target interval,
introduced a large degree of stimulus uncertainty that further
complicated the discrimination task. In all likelihood, this
degree of stimulus uncertainty with the complex sequences
precluded listeners from developing a memory trace for tim-
ing patterns within the reference sequences that was suffi-
ciently strong to discern small deviations in the magnitude of
a particular target interval. This would necessarily be the
case for stimuli that required substantial memory resources
to encode the pattern of temporal intervals within reference
sequences, a task that was perhaps more taxing for the older
listeners. Without the aid of stimulus context, it seems likely
that even the younger listeners had to adopt the less efficient
strategy of attempting to isolate and focus on the specific
target interval that was subjected to duration changes. In this
event, we might expect that the DLs measured for single
target intervals within the temporally complex tonal patterns
would more closely approximate those values reported for
corresponding target intervals that are measured in isolation.

Our results generally support this prediction, with the DLs of
our younger listeners for both the 200- and 600-ms target
intervals showing reasonably good agreement with the dura-
tion DLs reported previously for similar reference silent in-
tervals bounded by a simple pair of stimulus markers pre-
sented in isolation~Abel, 1972b; Groseet al., 2001!.

The general equivalence of results observed for the
T–ONE and FT–ONE single-interval discrimination condi-
tions indicates that the effect of adding spectral complexity
to the sequences with unequal intervals was minimal for both
the younger and older listeners. This outcome was unex-
pected, primarily because we had previously observed sub-
stantial effects of sequential spectral variation on duration
judgments in a different type of discrimination task.~Fitzgib-
bons and Gordon-Salant, 1995!. However, the lack of spec-
tral effects in the present results is most likely due to the high
level of difficulty already associated with the temporally
complex patterns, a situation that could have obscured obser-
vation of any potential additional spectral influences on tem-
poral discrimination. We suspect this to be the case in part on
the basis of apost hocexamination that compared the DLs
measured here for the variable-frequency sequences with
equal intervals~F–ALL and F–ONE conditions! to some
corresponding results reported in our earlier study that uti-
lized fixed-frequency tone sequences with the same uniform
timing characteristics ~Fitzgibbons and Gordon-Salant,
2001!. Each of the studies examined groups of younger and
older listeners that exhibited the same age and hearing char-
acteristics. Some of these comparative data are displayed in
Fig. 5, which shows the mean relative DLs of younger and
older listeners for two corresponding conditions that mea-
sured discrimination of sequence rate changes, labeled All
IOI for sequences with equal 200- or 600-ms tonal IOIs, and
one condition that measured discrimination for a single se-
quence interval, labeled One IOI, for a 600-ms target inter-

FIG. 5. Mean relative DLs in percent of young and elderly listeners for
changes of IOI in three stimulus conditions with equal-interval tone se-
quences. The conditions include equal increments to all sequence IOIs with
reference values of 200 ms~200 ms All IOI! or 600 ms~600 ms All IOI!,
and increments of a single 600 ms IOI~600 ms One IOI!. The sequence tone
frequencies were either fixed at 4 kHz~Equal Freq.!, or variable in the
2–4-kHz range~Var. Freq.!. The results are collapsed across normal-hearing
and hearing-impaired listener groups. The DLs shown for Equal Freq. con-
ditions are from Fitzgibbons and Gordon-Salant~2001!.
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val. Results in the figure from the earlier study are labeled
Equal Frequency~Equal Freq.!, while those from the present
investigation are labeled Variable Frequency~Var. Freq.! As
the figure shows, the sequence rate discrimination perfor-
mance~All IOI conditions! of the younger listeners was vir-
tually the same for the equal-frequency and variable-
frequency tone sequences, while the single-interval DLs for
the 600-ms target were slightly larger for the variable- fre-
quency sequences. Thus, the discrimination performance of
the younger listeners was largely unaffected by the addition
of spectral variability to the stimulus patterns with uniform
timing. By comparison, the data of elderly listeners show
large effects of spectral complexity, with the relative DLs for
the variable-frequency sequences~both All IOI, and the One
IOI conditions! being considerably larger than those for the
corresponding equal-frequency sequences, and also larger
than those of the younger listeners in each condition.

The above comparison of data indicates that the inde-
pendent effects of sequential spectral complexity on tempo-
ral discrimination performance may be substantial, at least
for older listeners, and sequences with uniform timing char-
acteristics. This outcome, in conjunction with the strong ef-
fects of temporal complexity seen in the present results, sug-
gests that both of these stimulus factors could contribute to
the age-related processing difficulties commonly associated
with time-altered speech. While the importance of spectral
cues in speech understanding is well documented, the role of
variable timing within and across speech utterances is less
well understood. However, the present findings with non-
speech sounds indicate that the processing of sequences with
variable timing is difficult for all listeners, but especially for
older listeners and faster sequence presentation rates. Of
course, in addition to ongoing variations in frequency and
timing, sequences of spoken speech also exhibit substantial
variation in component intensity, a factor that undoubtedly
contributes to the significant effects of listener hearing loss
observed in many of the speech recognition studies. In the
present experiments with nonspeech sequences, all testing
was restricted to spectral regions of hearing loss, but stimu-
lus intensity was fixed at a relatively high level to insure
signal audibility. As a result, no systematic effects of hearing
loss among either the young or elderly listeners were ob-
served in the discrimination measures. This outcome agrees
with conclusions previously reported for studies that exam-
ined effects of hearing loss on duration discrimination tasks
~Fitzgibbons and Gordon-Salant, 1995, 2001; Groseet al.,
2001!. These hearing- loss results regarding duration dis-
crimination provide indirect support for the contention that
the processing of stimulus duration is primarily controlled by
central timing mechanisms~Creelman, 1962; Abel, 1972a;
Divenyi and Danner, 1977!. Given sufficient stimulus audi-
bility, the postulated timing mechanisms are unlikely to be
affected by peripheral hearing loss, but may exhibit dimin-
ished function with aging.

D. Summary

The temporal discrimination results collected from the
young and elderly listeners for the sequential stimulus pat-
terns used in the investigation can be summarized as follows:

~1! For equally timed tonal sequences, all listeners generally
show better sensitivity for uniform changes of sequence
rate than they do for localized changes of timing in a
single sequence interval.

~2! The relative DLs for uniform changes of sequence rate
were equivalent for the faster and slower sequences, but
discrimination performance was generally poorer for
single intervals within the faster, compared to slower,
sequences.

~3! Discrimination of temporal intervals within sequences
with unequal timing is considerably more difficult than
discrimination of corresponding intervals within equally
timed sequences.

~4! Older listeners exhibit larger relative DLs than younger
listeners for all stimulus sequences, but the largest age-
related differences were observed for stimulus patterns
with unequal timing.

~5! There were no significant effects of hearing loss ob-
served in any of the discrimination conditions for
younger and older listeners.

The present findings confirm some of our previous ob-
servations that elderly listeners have difficulty discriminating
temporal differences in tonal sequences. Whereas our earlier
results were collected with fixed-frequency stimulus se-
quences with equal timing, the current results pertain to
spectrally and temporally complex patterns that were in-
tended to mimic some characteristics inherent to sequential
speech patterns. The collective evidence indicates that spec-
tral complexity within sequences may exert an important in-
fluence on the temporal discrimination performance of older
listeners. The discrimination of temporal deviations in stimu-
lus patterns with variable timing structure is relatively diffi-
cult for all subjects, but especially for older listeners. The
combination of results lends further support to the hypothesis
that aging is associated with significant difficulty processing
the temporal characteristics of complex sequential stimuli.
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model of binaural unmasking
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The equalization stage in the equalization-cancellation model of binaural unmasking compensates
for the interaural time delay~ITD! of a masking noise by introducing an opposite, internal delay@N.
I. Durlach, inFoundations of Modern Auditory Theory, Vol. II., edited by J. V. Tobias~Academic,
New York, 1972!#. Culling and Summerfield@J. Acoust. Soc. Am.98, 785–797~1995!# developed
a multi-channel version of this model in which equalization was ‘‘free’’ to use theoptimaldelay in
each channel. Two experiments were conducted to test if equalization was indeed free or if it was
‘‘restricted’’ to the same delay in all channels. One experiment measured binaural detection
thresholds, using an adaptive procedure, for 1-, 5-, or 17-component tones against a broadband
masking noise, in three binaural configurations (N0S180, N180S0 , and N90S270). The thresholds for
the 1-component stimuli were used to normalize the levels of each of the 5- and 17-component
stimuli so that they were equally detectable. If equalization was restricted, then, for the 5- and
17-component stimuli, the N90S270 and N180S0 configurations would yield a greater threshold than
the N0S180 configurations. No such difference was found. A subsequent experiment measured
binaural detection thresholds, via psychometric functions, for a 2-component complex tone in the
same three binaural configurations. Again, no differential effect of configuration was observed. An
analytic model of the detection of a complex tone showed that the results were more consistent with
free equalization than restricted equalization, although the size of the differences was found to
depend on the shape of the psychometric function for detection. ©2004 Acoustical Society of
America. @DOI: 10.1121/1.1768959#

PACS numbers: 43.66.Pn, 43.66.Ba, 43.66.Dc@AK # Pages: 1135–1148

I. INTRODUCTION

Licklider ~1948! and Hirsh ~1948! discovered that the
threshold for detection of a signal masked by a noise could
be dramatically reduced if the signal carried a different in-
teraural temporal disparity from the noise. Since then, such
‘‘binaural unmasking’’ has been extensively studied@for re-
views, see Durlach and Colburn~1978! and Blauert~1997!#.
One of the most successful and influential models of binaural
unmasking is Durlach’s~1972! ‘‘equalization-cancellation’’
~EC! model. In that model the gain in the detectability of the
signal results from the binaural auditory system first ‘‘equal-
izing’’ for the interaural configuration of the masking noise
and then ‘‘cancelling’’ it, leaving, in the ideal case, just the
signal. Figure 1 shows a schematic illustration of a multi-
channel EC model. The left and right ears receive the wave-
forms of the signal and masking noise. These waveforms
include any interaural phase differences~IPDs! or interaural
time differences~ITDs! present naturally or introduced ex-
perimentally~for the purposes of this report, interaural inten-
sity differences are not considered!. The waveforms are then
processed by a set of auditory filters that can be considered
as a set of frequency channels. The equalization step intro-
duces an internal time delay to compensate for, or equalize

for, the external IPD or ITD of the masking noise. The can-
cellation step then subtracts the equalized waveforms, with
the goal of reducing the level of the noise, so leaving the
signal and enhancing its detectability. For a signal such as a
pure tone, it would be expected that the system will use the
‘‘optimal’’ equalization delay: that which gives the maximum
enhancement in the detectability of the signal. But, for a
wider-frequency signal such as a complex tone, is equaliza-
tion ‘‘free’’ to use theoptimal delay at all frequencies, or is
equalization ‘‘restricted’’ to thesamedelay at all? This ques-
tion is addressed here.1

Free equalization was used in a recent modification of
the EC model. Culling and Summerfield~1995! constructed
stimuli from pairs of narrow-band noises placed at the fre-
quencies of the first and second formants of selected vowels.
Two such pairs were presented simultaneously. When one
pair was diotic while the other was interaurally uncorrelated,
listeners tended to hear the vowel defined by the interaurally
uncorrelated pair of noise bands, yet when one pair had a
different ITD from the other, listeners were unable to report
the vowel corresponding to either pair. These results suggest
that across-frequency grouping can make use of interaural
correlation but not of ITD. Culling and Summerfield ac-
counted for their results using an EC model in which, for
each of a set of independent frequency channels, the post-
cancellation residue was measured at each equalization delay
between25000 and15000ms.2 The residues were averaged
across the duration of the stimulus, using an exponential

a!Present address: MRC Institute of Hearing Research~Scottish Section!,
Glasgow Royal Infirmary, Alexandra Parade, Glasgow, G31 2ER, United
Kingdom. Electronic mail: maa@ihr.gla.ac.uk
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window of 50-ms time constant, and then thesmallestresi-
due across delay was chosen and plotted against channel fre-
quency as a ‘‘recovered spectrum.’’ The optimal equalization
delay is that which gives the smallest post-cancellation resi-
due, and, as that is found independently in each frequency
channel, the strategy is a free-equalization one. Culling and
others~Culling et al., 1998a,b; Culling, 1999, 2000; Akeroyd
et al., 2001! subsequently applied their model to the phe-
nomena of the dichotic pitches. It was unable to account for
the existence of the ‘‘dichotic repetition pitch’’~Bilsen and
Goldstein, 1974!, but it could predict the pitch values in all
the other classes of dichotic pitch, namely the ‘‘Huggins
pitch’’ ~Cramer and Huggins, 1958!, the ‘‘Fourcin pitch’’
~Fourcin, 1970!, the ‘‘binaural edge pitch’’~Frijns et al.,
1986!, and the ‘‘binaural coherence edge pitch’’~Hartmann
and McMillon, 2001!. Free equalization was particularly cru-
cial in accounting for one data set on the binaural-edge pitch
@Frijns et al., 1986; an earlier set~Klein and Hartman, 1980!
was instead consistent with restricted equalization#, and for
accounting for the data on the Fourcin pitch.

Equalization can be studied experimentally by measur-
ing the thresholds of binaural detection for complex-tone
stimuli against maskers of fixed or variable ITD. First, con-
sider a complex tone masked by afixed-ITD noise. Optimal
cancellation at all frequencies will be achieved by equalizing
at the same delay in all channels, for which both free and
restricted equalization will serve. Signal-detection theory
~Green and Swets, 1966! can be used to develop a quantita-
tive prediction for anN-component complex tone. If it is
assumed~1! that each of theN components of the complex
tone is, individually, equally detectable,~2! that the detect-
ability (d8) of each is proportional to its energy, and~3! that
the noises masking each are independent of one another, as
though the components fell in separate critical bands, then
the threshold of detection of the complex tone will be

10 log10(AN) dB less than that of any of the pure-tone com-
ponents of the complex. Second, consider the same complex
tone masked by avariable-ITD noise. Optimal cancellation
will require an equalization delay that varies across fre-
quency, for which only free equalization will serve. Provided
equalization is indeed free, the threshold of detection of the
complex tone will again be 10 log10(AN) dB less than that of
the individual components. But if equalization is restricted,
then optimal cancellation cannot be achieved at all frequen-
cies, leading to agreater threshold. The variable-ITD con-
figuration is the crucial condition distinguishing between free
and restricted equalization. The fixed-ITD configuration acts
as a check on the expected size of the change in threshold in
going from a one-component to anN-component complex
tone.

This design was used in the present research. Experi-
ment 1 measured adaptively tracked thresholds for a set of
1-component pure tones in one fixed-ITD configuration
(N0S180) and two variable-ITD configurations (N180S0 and
N90S270).

3 The results were used to construct a set of 5- or
17-component complex tones, each of whose components
were equally detectable. Experiment 2 measured adaptively
tracked thresholds for these complex tones to test if equal-
ization was free or restricted. Experiment 3 measured psy-
chometric functions for 2-component complex tones to test
the same question, and also served to check if the detectabil-
ity of each signal was indeed proportional to its energy.

II. EXPERIMENT 1: ADAPTIVE THRESHOLDS FOR
SINGLE COMPONENTS

A primary aspect of the design was that each of the pure
tones making up the complexes used in experiments 2 and 3
offered equal amounts of detectability. As the binaural
masked threshold of a pure tone depends on its frequency,

FIG. 1. A schematic outline of a three-
channel EC model applied to a ITD-
or IPD-shifted noise. The goal of the
present experiments is to determine if
the three equalization delays must be
the same~‘‘restricted’’ equalization! or
can be different~‘‘free’’ equalization!.
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tones of equal SPL will be differentially detectable. Experi-
ment 1 was conducted in order to correct for this effect by
normalizing the levels. For example, Hirsh~1948, Table 1!
reported thresholds of detection of 60, 64, and 67 dB SPL for
pure tones of 200, 500, and 1000 Hz masked by a white
noise of 59-dB spectrum level in the N0S180 configuration. If
a complex tone was synthesized using these three compo-
nents, each at 60 dB, then the 200-Hz component would be
at detection threshold (d851) but the 500- and 1000-Hz
components would be considerably below threshold (d8
!1). Both the higher-frequency components would add
little detectability to the complex. But if the complex tone
was synthesized with the components at 60, 64, and 67 dB,
then all three components would indeed contribute equal
amounts of detectability.4 Accordingly, this experiment mea-
sured the thresholds of detection of pure tones at 200, 400,
600, 800, and 1000 Hz in each of the binaural configurations
of N0S180, N180S0 , and N90S270.

A. Method

1. Stimuli synthesis and apparatus

The stimuli were constructed using MATLAB running
on a Linux PC at a sampling rate of 32 000 samples per
second. The signal was a pure tone of 200-, 400-, 600-, 800-
or 1000-Hz frequency and of 0°, 180°, or 270° IPD. The
masking noises were white noises, low-pass filtered at 2000
Hz. They were generated in the frequency domain using a
9600-point~3.33-Hz resolution! buffer: the real and imagi-
nary parts of components below 2 kHz were taken from
Gaussian distributions and those above 2 kHz were set to
zero, then the inverse FFT of the buffer calculated and finally
the real part taken. The IPDs of the noises were either 180°,
0°, or 90°, and were applied by appropriate phase shifts of
the components of the buffer. Both signals and noises had
300-ms durations, including 20-ms raised-cosine onset and
offset ramps. For each of the four intervals within a trial, a
new masking noise was calculated. For the target intervals
the signal’s level was set according to the adaptive-tracking
procedure~see below! and it was then added to the noise.
The intervals were then concatenated, with 400 ms of silence
separating each of them, and saved as a single 16-bit WAV-
format file. This file was then converted to analog using a
RME DIGI-96/8 PAD soundcard, and presented to listeners
using Sennheiser HD-580 headphones, scaled so that the
masking noise had a spectrum level of 30 dB SPL. The lis-
teners sat in an individual single-walled, IAC booth installed
in a larger single-walled IAC room.

2. Procedures

For each listener, individual thresholds were obtained
from independent adaptive tests. The adaptive tests were di-
vided into blocks of five, consisting of one of each of the
signal frequencies~taken consecutively but chosen in a ran-
dom order! for a fixed binaural configuration. Listeners typi-
cally completed about two blocks of adaptive tests in each
session. The values of detection threshold reported below are

the average of the thresholds from five adaptive tests, taken
from a set of seven after the highest and lowest had been
removed.

An adaptive tracking procedure, with four-interval, two-
alternative forced-choice trials, was used to vary the level of
the signal in order to find threshold~Bernstein and Trahiotis,
1982!. All four intervals contained an independent masking
noise, with the signal presented in either the second or third
intervals. The listener’s task was to determine which of those
two intervals contained the signal. They made their response
using a visual ‘‘response box’’ displayed on the PC monitor,
which could be seen through a window in the botth, and
which also gave correct/incorrect feedback. The adaptive test
began at a signal level between 55 and 60 dB SPL. The first
two trials were practice and the responses to them ignored.
Then the signal level was varied adaptively, using a two-
down, one-up rule asymptoting at the 70.7%-correct point on
the psychometric function~Levitt, 1971!. For the first five
reversals the step size was 5 dB and for the next 12 reversals
it was 2 dB. The threshold for the individual test was defined
as the mean level~in dB! across those 12 reversals. The
whole experiment was coded in MATLAB.

3. Listeners

Four listeners, aged 21–31 years, participated in the ex-
periment. The author was listener A. The other listeners were
paid for their participation. All had hearing levels less than
15 dB at octave frequencies from 250 to 4000 Hz~ISO,
1998! and had participated in earlier studies at the University
of Sussex. All the listeners received extensive training in the
task.

B. Results

The results are shown in Fig. 2. The symbols plot the
detection thresholds from each of the three binaural configu-
rations~triangles: N0S180; circles: N180S0 ; squares: N90S270).
The lines mark smooth curves fitted to each set of results
~see below!. The error bars represent the 95% confidence
intervals. As expected from many previous experiments~e.g.,
Hirsh, 1948; Kohlrausch, 1988; Breebaartet al., 2001!, the
thresholds generally increased as frequency was increased.
The thresholds from the N180S0 conditions were generally
greater than those from the N0S180 conditions, with the size
of the difference reducing with increasing frequency~e.g.,
Hirsh, 1948; Durlach and Colburn, 1978; Breebaartet al.,
2001!. This N0S1802N180S0 difference has been ascribed to a
‘‘head-width constraint’’ on the availability of equalization
delays, with a substantially higher density around 0ms com-
pared to a relative paucity at the extremes~e.g., Durlach,
1972; Colburn, 1977; Breebaartet al., 2001!. The detection
thresholds for the N90S270 configuration generally lay be-
tween those for the N0S180 and N180S0 values. Such a result
has been observed before~e.g., Durlach and Colburn, 1978!,
and Colburn~1977! again ascribed it to the distribution of
equalization delays.

The purpose of this experiment was to obtain the data to
allow a normalization of the levels of each of the compo-
nents of the complex tones that would be used in experiment
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2. To do so, first, a cubic polynomial was fitted to each set of
data, so reducing any small-scale fluctuations resulting from
experimental error; the goodness of fit (r 2) ranged between
0.91 and 1.00. These polynomials are represented by the
lines in Fig. 2 ~solid: N0S180; dotted: N180S0 ; dashed:
N90S270) and their parameters are reported in Table I. Sec-
ond, each individual pure tone was then synthesized with a
level determined by the polynomial function. For example,
for the 5-component N0S180 condition of listener A, the com-
ponents at 200, 400, 600, 800, and 1000 Hz were synthesized
at 27.1, 28.6, 30.6, 32.7, and 34.4 dB SPL. The detection
thresholds for the complex tones in experiment 2 were mea-
sured relative to these values; in the example, if the threshold
of the 5-component N0S180 complex tone had been found to
be 210 dB, then the actual levels of the components in that
signal, at threshold, would be 17.1, 18.6, 20.6, 22.7, and 24.4
dB SPL. A side effect of this normalization procedure is that
it removed any differences across frequency or configuration.
That is, were thresholds to be measured anew for the normal-
ized pure tones, they would all be 0 dB. Such a check was
included in the design of experiment 2.

III. EXPERIMENT 2: ADAPTIVE THRESHOLDS FOR
5- AND 17-COMPONENT COMPLEX TONES

In experiment 2 thresholds of detection were measured
for two complex tones, one with 5 components from 200 to
1000 Hz at a fundamental frequency (F0) of 200 Hz, and the
other with 17 components from 200 to 1000 Hz at a F0 of 50
Hz. The levels of the components were set by the normaliza-
tion procedure described above. Detection thresholds were
also measured for the normalized-level 600-Hz pure tones.
These three signals were crossed with the three binaural con-
figurations (N0S180,N180S0 ,N90S270) to give nine conditions
in all.

If equalization was restricted, then the detection thresh-
olds for the N90S270 and N180S0 complex tones~variable-
ITD! would be greater than those for the N0S180 complex
tones~fixed-ITD!. For free equalization, in which the thresh-
olds should be determined by 10 log10(AN), it would be ex-
pected that the thresholds would be lowest for the 17-
component complex tones, intermediate for the 5-component
complex tones, and highest for the 1-component pure tones.
Finally, if the normalization process was perfect, then the
thresholds for the pure tones would all be 0 dB.

A. Method

The method and apparatus was the same as for experi-
ment 1, except that~1! the starting phase of each component
was chosen at random for each trial,~2! each block of tests
consisted of nine adaptive tests~one of each of the nine
conditions, taken consecutively in a random order!, and ~3!
each session consisted of one block. The same four listeners
participated after they had completed experiment 1.

B. Results

The results are shown in Fig. 3. The left panel is for the
1-component pure-tone stimuli, the middle panel is for the
5-component (200-Hz F0) complex-tone stimuli, and the
right panel is for the 17-component (50-Hz F0) complex-
tone stimuli. Within each panel, the left group of histogram
bars~light dots! plots the thresholds from the N0S180 condi-
tions, the middle group~medium dots! from the N180S0 con-
ditions, and the right group~dark dots! from the N90S270

conditions. Within each group, the histogram bars plot the
detection thresholds from each listener: the plotted values are
the levels, at threshold, relative to the normalized levels from
experiment 1~see Table I!. The horizontal dashed line plots a
relative level of 0 dB. The error bars represent the 95% con-
fidence intervals.

FIG. 2. Results from experiment 1. The four panels are for each listener, A,
B, C, D. Within each panel, the symbols plot the thresholds from the three
binaural configurations of N0S180 ~triangles!, N180S0 ~circles!, and N90S270

~squares!. The error bars plot the 95% confidence intervals. The lines plot
cubic polynomials fitted to each set of results~see Table I!.

TABLE I. The parameters of the polynomials fitted to the data of experiment 1 and plotted as solid lines in Fig. 2. In the equationf is in kHz and threshold
is in dB. The equation is: threshold of detection5c3f 31c2f 21c1f 1c0

Parameter

N0S180 N180S0 N90S270

A B C D A B C D A B C D

c3 28.00 278.79 21.73 237.48 210.48 248.89 219.77 252.71 26.33 236.03 222.54 212.15
c2 15.30 143.83 16.99 76.76 33.03 111.70 59.05 108.34 19.85 76.34 52.89 45.85
c1 0.68 262.54 26.03 239.80 221.40 268.95 243.05 265.15 27.22 239.72 226.47 236.00
c0 36.41 32.28 27.90 35.01 36.16 44.51 42.65 45.52 31.24 35.63 34.15 38.89
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In general, the 1-component pure tones gave the greatest
thresholds, the 5-component complex tones gave intermedi-
ate, and the 17-component complex tones gave the lowest.
The mean values were, respectively,20.4, 22.6, and24.8
dB. A repeated-measure ANOVA, with binaural configura-
tion (N0S180 vs N180S0 vs N90S270), number-of-components
~1 vs 5 vs 17!, and threshold from each adaptive test~1–5! as
within-subject factors, gave a significantF-ratio for the ef-
fect of number-of-components@F(2,6)527.52,p,0.001#.
The ordering of the thresholds is that predicted by
10 log10(AN), although not all the comparisons reached sta-
tistical significance: a Bonferroni-corrected multiple-
comparison test showed that the mean threshold for the
1-component stimuli was significantly greater than the mean
thresholds for both the 5- or 17-component stimuli, although
the mean thresholds for the 5- and 17-component stimuli did
not differ statistically.

The mean threshold for the 1-component pure tones, of
20.4 dB, was satisfyingly close to the expected value of 0
dB, so validating the method for level normalization. A sec-
ond ANOVA, conducted on the 1-component data in isola-
tion, supported this conclusion by finding no effect of binau-
ral configuration @F(2,6)50.49,p.0.05#.5 That a further
ANOVA, conducted on the earlier data of experiment 1~see
the 600-Hz data plotted in Fig. 2!, did find such an effect
@F(2,6)511.84,p50.008# shows the success of the normal-
ization procedure.

Crucially, the thresholds of detection for the complex
tones did not depend upon binaural configuration. For the
5-component complex tones in the N0S180, N180S0 , and
N90S270 configurations, the mean thresholds were23.0,
22.9, and 22.0 dB, respectively. For the 17-component
complex-tones, the mean thresholds were24.7, 24.6, and
25.2 dB. An additional ANOVA, limited to the data from all
the complex-tone conditions, found an insignificant effect of
configuration @F(2,6)50.07,p.0.05# and an insignificant

interaction of configuration with number-of-components
@F(2,6)52.29,p.0.05#.

In summary, there was no evidence that the thresholds of
detection of the complex tones in the two variable-ITD con-
figurations of N90S270 and N180S0 were any greater than they
were in the fixed-ITD configuration of N0S180.6 This result is
consistent with the idea that equalization was free to use the
optimal delay at each frequency. The next section considers a
quantitative model, in order to measure the degree to which
this result is inconsistent with restricted equalization.

C. Quantitative predictions of binaural unmasking for
complex tones

The presentation of the experiment so far has assumed
that, when the masker is a variable-ITD noise, a free equal-
ization will give an optimal reduction in threshold whereas
any restriction on equalization will give some smaller, non-
optimal reduction. This assumption results from the inability
of any restricted equalization to use theoptimal internal time
delay ateachof the frequencies, as, by definition, it can only
choose the same delay for all frequencies. Nevertheless, it
could still be the case that a single equalization delay, if not
quite optimal, will benear-optimal for all frequencies. This
section reports a set of quantitative predictions for just how
near-optimal cancellation can be when it is determined by
some near-optimal equalization.

The situation is illustrated in Fig. 4. The panels show a
set of predictions for the 5-component (200-Hz F0) stimuli
for each of the three configurations. In the top panel
(N0S180), the five dashed lines plot the expected detection
threshold for each of the five component frequencies~200,
400, 600, 800, and 1000 Hz! if equalization used any delay
between23000 and13000 ms. The lowest threshold for
each component—that obtained at the optimal equalization
delay—was assumed to be 0 dB. That all the other values are

FIG. 3. Results from experiment 2. The three panels are for the three stimuli types of 1-component~600-Hz!, 5-component (200-Hz F0), or 17-component
(50-Hz F0) complex tones. Within each panel, the three groups of histogram bars are for the three configurations of N0S180, N180S0 , and N90S270. Within each
group, each histogram bar plots the threshold from each listener. The error bars plot the 95% confidence intervals. The horizontal dashed line marks a relative
threshold of 0 dB. If the level-normalization procedure was perfect, each of the 1-component thresholds would be 0 dB, and all the complex-tone thresholds
would be less than 0 dB. If equalization was restricted, the thresholds for the N180S0 , and N90S270 complex tones would be greater than for the N0S180 complex
tone.
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positive ~apart from the optimal delay offset by 1, 2, 3,...
periods! simply indicates that they are, by definition,nonop-
timal. The solid line shows the expected detection threshold
of the 5-component complex, if equalization used thesame
delay at all frequencies. It shows that the greatest change in
threshold is for an equalization delay of 0ms, predicting a
change of23.5 dB@510 log10(AN)# compared to any of the
individual components. Any other equalization delay will
give a smaller change in threshold. This result occurs be-
cause the optimal delays for each frequency align at 0ms.
The middle panel shows the corresponding plots for the

N180S0 configuration. Here, no single equalization delay is
optimal for all frequencies—the optimal delays follow the
phase track of the noise in each frequency channel—and so
the predicted threshold of the 5-component complex is never
as low as23.5 dB. The lowest threshold that a restricted
equalization could give would be22.4 dB. The bottom panel
shows the N90S270 configuration. Again, the optimal delays
do not align, and the predicted threshold of a restricted
equalization is22 dB.

The result is that the distinction between free versus
restricted equalization reduces to a distinction between opti-
mal versus near-optimal equalization delays. In order to de-
rive predictions from these two choices, an analytic model of
the binaural unmasking of a complex tone was developed,
allowing for any noise IPD, signal IPD, and, crucially for the
present analyses, any equalization delay. The model was
based on the N0St model developed by van der Heijden and
Trahiotis ~1999!. It is described in the Appendix, and was
also used to generate the plots in Fig. 4.

The predictions of the model are summarized in Table II.
The values depend on the number of components in the com-
plex tones and on whatever value fork—a parameter which
describes the slope of the psychometric function@see Eq.
~A1!#—is used. Nevertheless, in general the restricted-
equalization model predicted that the fixed-ITD configura-
tion (N0S180) will give a lower threshold than either of the
variable-ITD configurations (N180S0 and N90S270), whereas
the free-equalization model predicted that all three configu-
rations will give thesamethreshold. The accuracy of each
model was determined by measuring the rms error between
the predictions and the experimental data across each of the
six combinations of binaural configuration and fundamental
frequency. The best-fitting model was found to be free equal-
ization with ak of 1.3, which gave a rms error of 0.4 dB.
This value ofk results in a psychometric function that is
slightly steeper than that fork51.0—which represents de-
tectability (d8) being proportional to signal energy—and
which gave slightly-larger rms errors~0.7 or 1.2 dB, depend-
ing if restricted-equalization or free-equalization is used!.

It is clear that the predicted differences between free and
restricted equalization are somewhat small. Their interpreta-
tion depends on the exact form of the psychometric function
used for the detection of the signal. If the detectability is
proportional to signal energy~e.g., van der Heijden and Tra-
hiotis, 1999!, then the results favor the restricted-
equalization model. If instead the psychometric function is
steeper than that~e.g., McFadden, 1968!, then the results
favor the free-equalization model. As will be reported below,
the psychometric functions measured in experiment 3 gave a
meank of 1.4; if that value is applied here, then the results
again favor the free-equalization model, giving a rms error of
0.5 dB ~Table II!. Overall, the results of experiment 1 are
suggestive rather than conclusive, but edge towards free
equalization instead of restricted equalization.

IV. EXPERIMENT 3: PSYCHOMETRIC FUNCTIONS
FOR 2-COMPONENT COMPLEX TONES

For a second experimental test of free versus restricted
equalization, psychometric functions were measured for the

FIG. 4. An illustration of the effect of equalizing at nonoptimal delays for
the 5-component complex tones used in experiment 2. The three panels are
for the three configurations of N0S180, N180S0 , and N90S270. The dashed
lines show the thresholdTc ~Sec. AII, step 3! for each of the five compo-
nents if equalization had taken place at any delay between23000 and
13000ms. The ‘‘optimal’’ Tc was assumed to be 0 dB~step 1!. The solid
lines show the corresponding values ofTComplex ~step 4!. The predicted
threshold for a restricted equalization operating at any delay is the value of
TComplex at that delay. The reason why restricted equalization predicts a
greater threshold for N180S0 and N90S270 than N0S180 is that the individual
curves do not align at a single equalization delay for N180S0 or N90S270 but
do for N0S180. The plots were computed using the model described in the
Appendix and use ak of 1.0 @Eq. ~A1!#.
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detection of tonal stimuli at 400 or 800 Hz, presented either
individually or together as a two-component complex. Once
again the binaural configurations were N0S180, N180S0 , and
N90S270. If equalization can use the optimal delay at each
component frequency, then there will be an equal gain in
detectability—or a corresponding equal reduction of
threshold—for all the complex tones in all three binaural
configurations. The analytic model predicts a reduction of
21.5 dB (k51) or 21.1 dB (k51.4). If equalization is
restricted, then there will be a smaller gain in the N90S270 and
N180S0 configurations compared to the N0S180 configuration.
Figure 5 shows the corresponding plot to Fig. 4, generated
using the analytic model fork51; the changes in threshold
will be, at most, 1.5 dB for the N0S180 configuration, 0.1 dB
for N180S0 , and 0.3 dB for N90S270. For k51.4, the pre-
dicted changes in threshold will be21.1, 20.0, and20.1
dB, respectively.

As in experiment 2, an attempt was made to equate the
pure-tone stimuli for detectability. This was done by choos-
ing a reference signal level for the 400- and 800-Hz condi-
tions such that the psychometric functions, relative to the
reference, were similar to each other. The reference levels
used are reported in Table III. The choice of a two-
component complex tone was made to reduce the number of
psychometric functions that had to be measured, although it
did mean that the size of the expected gain in detectability
would be smaller than for the 5- or 17-component complex
tones of experiment 2.

A. Method

1. Stimuli, procedures, and listeners

The stimuli were generated in the same way as in the
previous experiments and presented to listeners using the
same apparatus. Two-interval, two-alternative forced-choice
trials were used~the change from the earlier four-interval
design was made in order to speed-up the experiment!. Both
intervals contained an independent masking noise, with the
signal presented in either. The listeners’ task was to deter-
mine which interval contained the signal. They were given
correct/incorrect feedback. Each block consisted of 180 tri-
als, made up of 15 stimuli types~400 Hz, 800 Hz, and 400
1800 Hz, presented at each of five levels! repeated 12 times,

presented in a random order~in contrast to experiments 1
and 2, therefore, the signal frequency could vary across suc-
cessive trials!. The binaural configuration was fixed within a
block. Listeners typically completed four blocks in each ses-

TABLE II. The predictions of the analytic model described in the Appendix for the thresholds~in dB! of the
complex-tone conditions of experiment 2. The models are either free-equalization or restricted-equalization with
values of k of either 1.0 (d8 proportional to signal energy!, 1.3 ~best overall fit!, or 1.4 ~experimentally
observed, value from experiment 3!. The rms error was computed across the six combinations of binaural
configuration and fundamental frequency (F0).

k Equalization

200-Hz F0 50-Hz F0
rms error

from data~dB!N0S180 N180S0 N90S270 N0S180 N180S0 N90S270

¯ Experimental data 23.0 22.9 22.0 24.7 24.6 25.2 ¯

1.0 Free 23.5 23.5 23.5 26.2 26.2 26.2 1.2
1.3 Free 22.7 22.7 22.7 24.7 24.7 24.7 0.4
1.4 Free 22.5 22.5 22.5 24.4 24.4 24.4 0.5

1.0 Restricted 23.5 22.4 22.0 26.2 24.0 24.8 0.7
1.3 Restricted 22.7 21.8 21.4 24.7 22.8 23.5 1.1
1.4 Restricted 22.5 21.7 21.2 24.4 22.6 23.2 1.3

FIG. 5. As in Fig. 4 but for the two-component complex tones used in
experiment 3.
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sion. The four blocks in a session were one each of N0S180,
N180S0 , and N90S270, plus a second block of one of those.
The choice of blocks and presentation order per session was
counterbalanced across all sessions.

Three of the listeners participated. Listener B completed
22 blocks of trials for each configuration, giving 264 trials
per point on the psychometric functions. Listeners C and D
completed 24 blocks, giving 288 trials per point. The listen-
ers received between 6 and 13 h of practice. The practice
sessions also served to find a set of reference signal levels
which gave psychometric functions that were similar and not
limited by floor or ceiling effects. The experiment was con-
ducted after experiment 2 was completed.

2. Fitting of psychometric functions

The data was fitted with a modified form of Egan’s psy-
chometric function@e.g., Egan, 1965; McFadden, 1966; Egan
et al., 1966; cf. Eq.~A1! in the Appendix#:

d4008 5m400x
k, d8008 5m800x

k, d40018008 5m4001800x
k,
~1!

wherex is proportional to the energy of the signal,m andk
are free parameters, and the subscripts refer to the frequency
of the signal. It was assumed thatk had the same value for
both pure tones and the complex tone, but its value was
allowed to vary across listener and binaural configuration.
The value ofm was allowed to vary across frequency as well
as listener and binaural configuration. The best-fitting values
of m and k were found separately for each combination of
listener, frequency, and binaural configuration, using the
‘‘Solver’’ function of Microsoft Excel. Each fit was com-
pared to the data by measuring the root-mean-squared differ-
ence in percent correct, notd8 ~Egan et al., 1966!; this
method reduces errors resulting fromd’s near zero~50% cor-
rect! or infinity ~100% correct!. To simplify the conversion
of percent correct tod8 and vice versa, it was assumed that
there was no bias in responding across the two intervals of
the trials.

The signal level at threshold—corresponding to ad8 of
1.0—was given by a simple rearrangement of Eq.~1!, being
equal to

threshold ~dB)5210 log10~m!210 log10~k!, ~2!

for each of the three configurations. The change in threshold
for the complex tones was given by the difference between
the complex-tone threshold and the mean of the 400- and
800-Hz thresholds.

B. Results

The results for the three listeners are shown in Fig. 6.
The symbols mark the experimental data, as percent correct
as a function ofx @cf. Eq. ~1!# in decibels, from each of the
three frequencies~asterisks: 400 Hz; circles: 800 Hz; solid
diamonds: 4001800 Hz!. The lines mark the best-fitting psy-
chometric functions~dash: 400 Hz; dotted: 800 Hz; solid:
4001800 Hz!. Each row of panels shows the results from
one listener; each column shows the results from one binau-
ral configuration.

The fitted psychometric functions accurately character-
ized the data: the root-mean-squared errors lay between 1.2%
and 4.2%, with a mean of 2.8%. The form of the psychomet-
ric function did not depend upon the binaural configuration,
as the values ofk that were found by the fitting process did
not differ statistically across configuration. The mean values
were 1.3 (N0S180), 1.5 (N180S0), and 1.4 (N90S270), and a
single-factor repeated-measures ANOVA failed to find a sig-
nificant effect of configuration onk @F(2,4)52.46,p
.0.05#.

In all the conditions, the complex tone yielded higher
detectabilities than either of the two pure tones. An ANOVA
showed a significant main effect of stimulus type~400 vs 800
vs 4001800! on the thresholds@F(2,4)535; p50.003], for
which a Bonferroni-corrected multiple-comparisons test
showed that the thresholds for 400- and 800-Hz pure-tones
did not differ from each other but that the thresholds for the
4001800-Hz complex tone differed from both. There was no
statistical effect of configuration@F(2,4)52.83,p.0.05# or
interaction of configuration with stimulus type@F(4,8)
50.29,p.0.05#.

The mean changes in threshold@see Eq.~2!# were21.8
dB (N0S180), 22.1 dB (N180S0), and21.7 dB (N90S270). An
ANOVA showed a nonsignificant trend of binaural configu-
ration @F(2,4)56.23,p50.06].

Overall, there was no evidence that the threshold
changes in the N90S270 and N180S0 conditions were any less
than the threshold change in the N0S180 condition. The re-
sults were, therefore, in favor of a free-equalization model.

C. Discussion

Although the data again supports the predictions of the
free-equalization model, there are two concerns with the
results that prevent it from being conclusive. First, the
mean changes in threshold were21.8, 22.1, and21.7 dB,
for, respectively, N0S180, N180S0 , and N90S270. For the
experimentally observedk of 1.4, the analytic model
developed earlier predicts21.1, 21.1, and 21.1 dB
@510 log10(AN)/k# for the free-equalization model, and
21.1, 20.1, and 20.0 dB for the restricted-equalization
model. The free-equalization model gave the better fit, yet
the predicted improvements in threshold were exceeded by
almost 1 dB. The fits can be improved if a smallerk is
used—the best free-equalization fit is with ak of just 0.8,
giving 21.9 dB for all three configurations—yet that is an
unsatisfactory solution, as such a low value ofk would give
a particularly poor fit to the data from experiment 2.

Second, the thresholds of the pure tones in this experi-

TABLE III. The reference levels~in dB SPL! used to equate the detectabilty
of the 400- and 800-Hz pure tones used in experiment 3. The abscissa in Fig.
6 is the level of the signal relative to these values, and corresponds tox ~in
decibels! from Eq. ~1!.

Frequency
~Hz!

N0S180 N180S0 N90S270

B C D B C D B C D

400 26.2 27.1 29.0 31.7 33.1 34.4 28.7 30.6 32.0
800 34.0 33.6 35.1 35.8 36.9 36.8 36.2 36.0 36.7
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ment were higher than expected. The actual level of the sig-
nal at threshold, in dB SPL, can be found by adding the
threshold value from Fig. 6 to the SPL values in Table III. It
was found that the present thresholds were, on average, 4.9
dB higher than the corresponding thresholds measured ear-
lier in experiment 2~Fig. 2!. The two experiments differ in
method—experiment 2 measured adaptively tracked thresh-
olds while experiment 3 measured psychometric functions—
yet thresholds measured using adaptive methods have been
shown to be within61 dB of corresponding thresholds mea-
sured using psychometric functions~e.g., Hicks and Buus,
2000!.

Approximately 1 dB of the across-experiment differ-
ences can be assigned to the differences between the defini-
tion of threshold in the two experiments: 70.7% for experi-
ment 2 versus 76% (d851) for experiment 3. A portion of
the difference can also be ascribed to differences in experi-

mental method, such as that in each trial of the adaptive tests
of experiment 2 the target frequency was the same, yet
across each trial of the blocks of experiment 3 the target
frequency was randomly chosen from 400, 800, or 4001800
Hz. That is, in experiment 2, listeners could have come to
expect the same frequency on every trial, but in experiment 3
they must be uncertain which frequency could occur on any
trial. Such frequency uncertainty has been shown to raise
detection thresholds~e.g., Creelman, 1960; Buuset al.,
1986!. The effect size is quite small, however; for instance,
Buus et al. ~1986! observed an average of 2.3 dB for mon-
aural detection of pure tones at 220, 1100, and 3850 Hz.
Summed, these two effects could account for maybe 3 dB of
the across-experiment difference observed here. The remain-
der of the difference remains unaccounted for.

The frequency-uncertainty hypothesis is of further inter-
est as it can predict a larger reduction in threshold for a

FIG. 6. Results from experiment 3. Each row of panels is for a separate listener and each column of panels is for a separate configuration. Within each panel,
the symbols plot the thresholds from the 400-Hz pure tones~asterisks!, 800-Hz pure tones~circles!, and 4001800-Hz complex tones~solid diamonds!. The
smooth curves mark the fitted psychometric functions@see Eq.~1!#. The abscissa isx, in decibels, from Eq.~1!, which corresponds to the level of the signal
relative to the SPL values reported in Table III.
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complex tone over its components than otherwise, and so
may offer an account of the threshold changes in this experi-
ment being larger than expected for ak of 1.4. For instance,
consider the situation where the 400- and 800-Hz pure tones
are each detected through their own, independent, auditory
filters whereas the 4001800-Hz complex tone is detected
through a combination of both filters. As there will be twice
as much masking noise for the complex-tone signal as for the
pure-tone signals, the threshold of the complex tone~for k
51.4) will be 1.1 dB lower than the thresholds of either pure
tone. Next, compare this to the situation whereall three sig-
nals are detected by listening through a combination of the
400- and 800-Hz filters, as though the listener is uncertain
which frequency could occur on any experimental trial and
therefore monitors both together. Now, the amount of mask-
ing noise will be the same for the three signals, but as the
complex-tone signal has two components to the one compo-
nent of either pure-tone signal, its threshold will be~for k
51.4) 2.2 dB lower than the thresholds of each pure tone.
Thus, the same value ofk can give a predicted change in
threshold of21.1 dB~independent filters! or 22.2 dB~com-
bined filters!. As the analytic model assumes all the compo-
nents are independent of each other, it is possible that the
larger-than-expected changes in threshold observed in this
experiment—as mentioned above,21.8 dB (N0S180), 22.1
dB (N180S0), and21.7 dB (N90S270)—are also an effect of
frequency uncertainty.

V. GENERAL DISCUSSION

The present experiments were conducted in order to
study whether the equalization stage of Durlach’s~1972!
‘‘equalization-cancellation’’ model of binaural unmasking is
‘‘free’’ ~in that it can use theoptimuminternal time delay at
all frequencies! or is ‘‘restricted’’ ~in that it is limited to the
samedelay across all frequencies!. This question is of rel-
evance to the understanding of the dichotic pitches, as Cull-
ing et al. have shown that a free-equalization model can pre-
dict pitch-matches to the majority of the types of dichotic
pitches ~Culling et al., 1998a, b; Culling, 1999, 2000!. If
equalization was free, then the binaural detection threshold
for a complex-tone signal in a broadband-noise masker
would be equal in the N0S180, N90S270, and N180S0 configu-
rations, but if equalization was restricted, then the binaural
detection threshold would be greater in the N90S270 and
N180S0 configurations than in the N0S180 configuration. The
experiments failed to find reliable differences in binaural de-
tection thresholds across these three configurations, and
therefore were consistent with free equalization.

An analytic model of the binaural detection threshold of
a complex tone was also developed. It gave predictions of
the threshold differences between free-equalization and
restricted-equalization that were not only small but also de-
pended upon the shape of the psychometric function that was
assumed for binaural signal detection. Indeed, thelargest
predicted difference between free-equalization and
restricted-equalization was only 2 dB~Table II!. Accurate
psychophysical procedures are needed to measure such small
effects. While the issue of free versus restricted equalization

is a theoretical question of some interest, its implications for
actual human performance—especially in the domain of sig-
nal detection—might therefore be limited.

For example, consider the case where a listener is at-
tempting to detect a signal located directly ahead and masked
by a noise offset by 45° horizontally. The signal will be
detected most readily if the masker is equalized and then
cancelled. The ITD of the masker varies with frequency, be-
ing almost 600ms at 300 Hz yet about 400ms at 1500 Hz
~Kuhn, 1977!. An equalization restricted to just one delay
could not follow this variation in natural ITD, but a free
equalization would be able to follow it accurately and so
maximize the detectability of the signal~a hybrid scheme
could also be considered, in which equalization was re-
stricted to following natural variations in ITD instead of re-
stricted to followingfixed ITDs, although, for naturally oc-
curing sounds, that will give the same results as a free-
equalization model!. Nonetheless, the analytic model
predicts that the resulting difference in detectability will be
small. Consider a specific instance of this example, where
the signal is a 100-Hz F0 complex tone, from 200 to 1000 Hz
inclusive and with equal-level components, and where the
masker is a white noise. The signal ITD is fixed at 0-ms ITD,
corresponding to 0°, while the masker ITD is varied in ac-
cordance with Kuhn’s~1977, Fig. 1.3! 45° data~Fig. 7, top
panel!. The monaural thresholdTM* @Eq. ~A10!# of each
component will depend on frequency, as wider auditory fil-
ters at higher frequencies will pass more of the noise; to keep
the present example simple, it is assumed that the effect can
be characterized by allowing the monaural threshold to de-
pend on 10 log10(ERB), where ERB is the equivalent-
rectangular bandwidth defined by Glasberg and Moore
~1990!. These values are shown as the squares in the bottom
panel of Fig. 7. The internal noiseR @Eqs.~A5! and ~A14!#
will also depend on frequency; the values were found using
Eq. ~A15! for the N0S180 masking-level-difference. The ex-
pected binaural thresholdTC* for each component was then
found using Eq.~A9!, for each equalization delay between
21000 and11000 ms, with the lowest values across the
delay lines chosen. These values are shown by the asterisks
in Fig. 7. The predicted thresholds for free or restricted
equalization were then calculated by combining, respec-
tively, across the optimal delay in each channel or across
each delay over channel@cf. Eq. ~A18!#. That for free equal-
ization is shown in Fig. 7 as a solid line, and that for re-
stricted equalization is shown by the dotted line. Either
choice of equalization offers a reasonable gain in detecting
the complex tone compared to the best individual compo-
nent, but the difference between the two is only 0.4 dB. That
is, for the task of detecting a flat-spectrum complex tone
presented at 0° against a white-noise masker presented at
45°, restricted equalization will predict a threshold just 0.4
dB greater than free equalization. The difference is almost
negligable.

One reason for the small magnitude of the effect is that
the additional components will only make a sizeable change
to the detectability of the complex if they themselves offer
useful amounts of detectability. For instance, if two compo-
nents each give ad8 of 1.0, the combinedd8 will be 1.41,

1144 J. Acoust. Soc. Am., Vol. 116, No. 2, August 2004 Michael A. Akeroyd: Free or restricted equal interaural time delay



corresponding to a change in threshold of 1.5 dB~if k
51.0). But if the second component is 5 dB less intense than
the first, then it will offer ad8 of only 0.1. The combinedd8
will be 1.05, corresponding to a change of threshold, relative
to the first component, of just 0.2 dB. Similarly, a 10-dB
difference will give a change of 0.02 dB. This situation, of a
small number~or even just one! of components being con-
siderably more detectable than others, would be expected to
occur in most ecologically valid listening environments, as it
would be surprising that sounds whose components were
equally detectablebinaurally were that common.7 The ques-
tion of free versus restricted equalization will make little
difference to the binaural detectability of most sounds. It
may affect domains outside signal detection, such as signal
identification or pitch perception; one laboratory example is
the case of the ‘‘Fourcin’’ dichotic pitch~Fourcin, 1970!,
which is generated by the addition of two independent broad-
band noises of differing ITDs, and for which Cullinget al.
~1998b! showed that accurate predictions of the perceived
pitch required free equalization. Nevertheless, in light of the
small differences predicted by the analytic model, it is likely
that future experimental studies of free versus restricted
equalization will be worth pursing only if the question be-

comes a key conceptual issue from a theoretical or a physi-
ological viewpoint.
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APPENDIX: A SIMPLE ANALYTIC MODEL OF THE
BINAURAL DETECTION THRESHOLD OF A
COMPLEX TONE

This appendix describes a method for predicting the bin-
aural detection threshold of a complex tone using free or
restricted equalization. It is based on the cancellation-by-
subtraction model of N0St detection described by van der
Heijden and Trahiotis~1999, Appendix, Part 2!. The present
model extends that in allowing the noise to have any IPD and
also in allowing cancellation to occur at any equalization
delay. It assumes~1! that the masking noise can be repre-
sented by a sinusoidal function of the same frequency as
each pure tone signal,~2! that there are no interaural inten-
sity differences, and~3! that the internal noise which limits
ultimate performance is introduced by the cancellation pro-
cess.

The psychometric function for binaural signal detection
is assumed to be of the form

d85mS E

N0
D k

, ~A1!

where d8 is the detectability of the signal,E is the signal
energy,N0 is the noise spectrum level, andm andk are free
parameters@e.g., Egan, 1965; McFadden, 1966; Eganet al.
1966; cf. Eq.~1! in the main text#. In Secs. 1 and 2 below it
is assumed that the detectability of the signal is proportional
to its energy; that is,k equals 1.0. Section 3 below outlines
the effects of choosing a differentk.

1. Cancellation-by-subtraction model for a pure-tone
signal

The first stage is to obtain an expression for the signal-
to-noise ratio after cancellation-by-subtraction. The starting
point is to follow van der Heijden and Trahiotis@1999, Eqs.
~A7a! and~A7b!# in representing the target signals at the left
and right ear as

xL~ t !5AS cos~2p f t1fS/2!, ~A2a!

xR~ t !5AS cos~2p f t2fS/2!, ~A2b!

where t is time, f is the signal frequency,AS is the signal
amplitude, andfS is the signal IPD. The masking noise is
assumed to be represented in a similar manner:

FIG. 7. Companion figures to the illustrative example in Sec. V, considering
the detectability of a flat-spectrum complex tone in a white noise. Top panel:
the ITD ~left axis! and IPD~right axis! of the noise. The ITD was chosen to
follow the 45°-data from Kuhn~1977, Fig. 1.3!. Bottom panel: the monaural
thresholdsTM* ~squares! of each component of the complex tone, the bin-
aural thresholdsTC* ~asterisks! of each component of the complex tone, and
the expected detection thresholdTComplex of the complex given free equal-
ization ~dashed line! or restricted equalization~solid line!. Note that the
latter two differ by only 0.4 dB.
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nL~ t !5AN cos~2p f t1fN/2!, ~A3a!

nR~ t !5AN cos~2p f t2fN/2!, ~A3b!

wheret is time, f is the noise frequency~as noted, the same
as the signal frequency!, AN is the noise amplitude, andfN

is the noise IPD. The monaural signal-to-noise ratio at either
ear is given by the ratio of the signal power to the noise
power and so, assuming the averaging period is considerably
longer than 1 period, is equal to

SNR~m!5
AS

2/2

AN
2 /2

. ~A4!

The cancellation process is assumed to subtract the signal
1noise at the right ear from the signal1noise at the left ear
~for the moment, equalization will be excluded!. The cancel-
lation is assumed to be imperfect, however, and an internal
noise is introduced whose power isR times that of the exter-
nal noise~see van der Heijden and Trahiotis, 1999!:

nI~ t !5ARAN cos~2p f t !. ~A5!

The output of the cancellation process is therefore given by

d~ t !522 sin~fS/2!AS sin~2p f t !

22 sin~fN/2!AN sin~2p f t !1ARAN cos~2p f t !.

~A6!

and so the binaural SNR at the output of the cancellation
process will be~again assuming that the averaging period is
considerably longer than 1 period!

SNR~b!5
4 sin2~fS/2!

~R14 sin2~fN/2!!

AS
2/2

AN
2 /2

. ~A7!

The second stage is to incorporate equalization. The ap-
plication of an equalization delay offE will delay one wave-
form by fE relative to the other one, with the result that the
fS/2 and fN/2 terms in Eqs.~A6! and ~A7! become (fS

2fE)/2 and (fN2fE)/2. The binaural SNR will then be

SNR~b!5
4 sin2~~fS2fE!/2!

~R14 sin2~~fN2fE!/2!!

AS
2/2

AN
2 /2

, ~A8!

which gives a gain in SNR, G, from equalization-and-
cancelation of@compare to van der Heijden and Trahiotis,
1999, Eq.~A9!#:

G5
SNR~b!

SNR~m!
5

4 sin2~~fS2fE!/2!

~R14 sin2~~fN2fE!/2!!
. ~A9!

The third stage is to obtain predictions of the detection
thresholds. If the experimentally observed monaural thresh-
old is TM* ~the asterisk marks ‘‘observed’’!, then the thresh-
old from the binaural information aloneTB will be lower by
G @see van der Heijden and Trahiotis, 1999, Eq.~A10!#.

TB5
TM*
G

. ~A10!

The thresholdTB is only a ‘‘hypothetical’’ threshold, how-
ever, as it can never be observed; instead, it is assumed that

the experimentalthresholdTC* for the pure tone will~1! be
based on cancellation at the optimal equalization delay and
~2! be an optimal combination of the binaural information
and the monaural information@see van der Heijden and Tra-
hiotis, 1999, Eq.~A10!#. The first assumption requires that
fE5fn and therefore an optimally large gain in SNR of

Goptimal5
4 sin2~~fS2fE!/2!

R
. ~A11!

Provided that the detectabilityd8 of the signal is proportional
to its energy, the second assumption leads to

TC* 5
TM*

A11Goptimal
2

. ~A12!

The experimentally observed masking level difference~in
decibels! for the pure tone,re TM* , will therefore be

10 log~TM* !210 log~TC* !525 log10~11Goptimal
2 !,

~A13!

[ 10 log~TM* !210 log~TC* !525 log10~1116/R2!,
~A14!

because, in the present experiments, the signal and noise
IPDs always differed byp radians, and soGoptimal54R.

2. Obtaining the predicted thresholds for the
complex-tone signals

The predictions of the thresholds differences for the
complex tones were made thus:

~1! As the present interest was in thechangein thresh-
old between a pure tone and a complex tone, and in experi-
ment 2 all the pure tones were set to be equally detectable,
the values ofTC* for all the individual pure tones was set to
0 dB.

~2! The values ofTM* at each pure-tone frequency was
found from these three equations and thenR was found from
Eq. ~A14!:

TM* ~N0S180!50.000 000 026f 320.000 046f 210.0148f

111.2, ~A15!

TM* ~N180S0!5TM* ~N0S180!2~7.92~ log10 f !2

251.11~ log10 f !182.41!, ~A16!

TM* ~N90S270!5TM* ~N0S180!20.5~7.92~ log10 f !2

251.11~ log10 f !182.41!, ~A17!

wheref is the frequency, in Hz. The N0S180 function in Eq.
~A15! was a polynomial fit to Durlach and Colburn’s~1978,
Fig. 50! summary of a wide set of N0S180 data. The N180S0

function in Eq.~A19! was based on Eq.~A16! offset by a
polynomial function fitted to Colburn’s~1977, PACS supple-
ment, Fig. 6A! prediction of the differences between N0S180

and N180S0 . The N90S270 function in Eq.~A17! was assumed
to be midway between the N0S180 and N180S0 values.

~3! For each value of equalization delay between
25000 and15000ms ~in 1-ms steps!, a value for the gain in
binaural SNRG was found for each pure tone contributing to
the complex tone, using Eq.~A9!. These values were con-
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verted to thresholdsTC using Eqs.~A10! and ~A12! ~with
Goptimal replaced by theG at each delay!. Note that the re-
sulting values ofTC are also ‘‘hypothetical’’ thresholds, in
that they represent the detection threshold at each frequency
if cancellation had actually used that value of equalization
delay. The dashed lines in each panel of Figs. 4 and 5 show
TC for each of the components used in the experiments.

~4! For the restricted-equalization model, the values of
TC were combined across each of theN frequencies of the
complex tone at each of the set of equalization delayst using
the optimal-combination method of van der Heijden and Tra-
hiotis ~1998!, again assuming that the detectabilityd8 of the
signal is proportional to its energy:

1

Tcomplex~t!2
5 (

n51

N
1

TC~t,n!2
. ~A18!

The solid lines in each panel of Figs. 4 and 5 show the values
of Tcomplex for the stimuli used in experiments 2 and 3. The
predicted observed threshold for the complex tone,
Tcomplex* , is given by thelowestvalue ofTcomplex across the
set of equalization delays.

~5! For the free-equalization model, cancellation occurs
at the optimal equalization delay, and so the lowest values of
TC in each frequency-channel were optimally combined. The
lowest value ofTC is, by definition, the experimental thresh-
old for a pure tone, and as that was assumed to be 0 dB~see
step 1!, the predictedobservedthreshold for the complex
tone using free equalization is

1

TComplex*
2 5N, ~A19!

which, in decibels, gives

10 log10~TComplex* !510 log10AN. ~A20!

3. If k is not 1.0

The above analyses assume that the binaural detectabil-
ity d8 of a signal is proportional to its energyE. Egan and
others~e.g., Egan, 1965; McFadden, 1966; Eganet al., 1966!
showed that the psychometric function for a signal in a noise
of spectrum level N0 could be described by Eq.~A1!. They
found that the value ofm varied across interaural configura-
tion but the value ofk changed little, and was generally
between 1 and 2. The value ofk is important because the
predictions of thresholds are based on an optimal combina-
tion of information from binaural or monaural sources~or
from one or more component frequencies!, and therefore in-
corporate the relationship between signal energy and detect-
ability. With a nonunityk, the optimal combination of mon-
aural and binaural thresholds is@see van der Heijden and
Trahiotis, 1998, Eq.~A4!#:

1

TC
2k

5
1

TB
2k

1
1

TM
2k

. ~A21!

The result is that Eq.~A12! becomes

TC* 5
TM*

~11Goptimal
2 !1/~2k!

~A22!

and Eqs.~A18! and ~A20! become, respectively,

1

TComplex~t!2k
5 (

n51

N
1

TC~t,n!2k
, ~A23!

10 log10~TComplex* !5
10

k
log10AN. ~A24!

1The question of free or restricted equalization only applies to multi-channel
EC models and does not arise in single-channel models, such as Durlach’s
~1972! or Green’s~1966!.

2A similar scheme of parallel cancellation across delay was described earlier
by Schneider and Zurek~1989!

3‘‘N’’ stands for noise, ‘‘S’’ for signal, and the numbers refer to the IPD of
each, in degrees, not the commonly used radians. Note that, for each com-
ponent in all the stimuli, the phase difference between the signal and the
noise is 180°, so maximizing the masking-level difference for each indi-
vidually.

4This rationale assumes that the functions linking signal detectability to
signal level are all of the same shape, no matter what the signal frequency
or if the signal is a pure tone or a complex tone.

5This ANOVA also found a significant main-effect of adaptive test
@F(4,12)54.18,p50.02], suggesting some long-term learning. The size of
the effect was 1.6 dB. That further ANOVAS showed that learning was not
observed for the either of the 5- or 17-component complex tones of experi-
ment 2@respectively,F(4,12)50.31,p.0.05; F(4,12)51.49,p.0.05], or
for the corresponding 600-Hz pure-tones of experiment 1@F(4,12)
50.59,p.0.05#, indicates that the effect may be neglected.

6As part of their study of the ‘‘binaural’’ critical bandwidth, Langhans and
Kohlrausch~1992! measured detection thresholds for complex tones with
as many as 41 components at a 10-Hz frequency spacing. They did not
observe any differential effect across binaural configurations of N0S180 and
N180S0 . Although they did not consider directly the question of free versus
restricted equalization, their lack of an effect of configuration is consistent
with a free EC process.

7To illustrate this argument, synthetic stimuli were created for each of the
vowels reported by Hillenbrandet al. ~1995, Table V! using a MATLAB
implementation of Klatt’s cascade synthesizer~Klatt, 1980!, and then the
magnitudes were measured of the most-intense components nearest the
first-formant and second-formant frequencies. Even the individual compo-
nents that wereclosest in intensity were 6 dB apart~/Å/!. The most-
disparate components were 16 dB apart~/i/ and /u/!.
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Monaural and interaural intensity discrimination: Level effects
and the ‘‘binaural advantage’’a)

Mark A. Stellmack, Neal F. Viemeister, and Andrew J. Byrne
Department of Psychology, University of Minnesota, Minneapolis, Minnesota 55455

~Received 28 August 2003; revised 30 April 2004; accepted 3 May 2004!

This study examined whether the level effects seen in monaural intensity discrimination~Weber’s
law and the ‘‘near miss’’! in a two-interval task are also observed in discrimination of interaural
intensity differences~IIDs! in a single-interval task. Both tasks were performed for various standard
levels of 4-kHz pure tones and broadband noise. The Weber functions (10 logDI/I versusI in dB!
in the monaural and binaural conditions were parallel. For noise, the Weber functions had slopes
close to zero~Weber’s law! while the Weber functions for the tones had a mean slope of20.089
~near miss!. The near miss for the monaural and binaural tasks with tones was eliminated when a
high-pass masker was gated with the listening intervals. The near-miss was also observed for 250-
and 1000-Hz tones in the binaural task despite overall decreased sensitivity to changes in IID at
1000 Hz. The binaural thresholds showed a small~about 2-dB! advantage over monaural thresholds
only in the broadband noise conditions. More important, however, is the fact that the level effects
seen monaurally are also seen binaurally. This suggests that the basic mechanisms responsible for
Weber’s law and the near miss are common to monaural and binaural processing. ©2004
Acoustical Society of America.@DOI: 10.1121/1.1763971#

PACS numbers: 43.66.Pn, 43.66.Fe@AK # Pages: 1149–1159

I. INTRODUCTION

The focus of the present paper is on monaural and bin-
aural comparisons of intensity: Are effects of overall level
that are observed in monaural intensity discrimination~We-
ber’s law and the near miss! also exhibited in binaural com-
parisons of intensity? Below, it is argued that the most ap-
propriate method for comparing monaural and binaural
thresholds in this context is through the use of a two-interval
monaural intensity-discrimination task and a single-interval
interaural intensity-discrimination task. The monaural task is
treated as a comparison of two samples of intensity across
time while the binaural task is a comparison of two simulta-
neous samples of intensity across ears and, as a result, the
two tasks have identical decision statistics from a signal-
detection perspective. Approaching the examination of level
effects in this way also provides a direct assessment of the
extent of a ‘‘binaural advantage’’ in comparisons of intensity
when all other factors are equal.

Note that monaural thresholds are often reported as the
Weber fraction 10 logDI/I although other units such as the
decibel difference 10 log(DI1I)/I sometimes are used, while
interaural intensity difference-discrimination~IID-dis-
crimination! thresholds are usually reported in the latter
units. As previous results are discussed, the units of measure-
ment will be specified as necessary.

A. Weber’s law and the ‘‘near miss’’

Weber’s law, one of the classic laws of perception, states
that the just-noticeable difference~JND! in the intensity of a
stimulus is proportional to the intensity of the stimulus to

which that difference is added~the standard or pedestal!. For
suprathreshold auditory stimuli, Weber’s law holds for the
detection of increments in broadband stimuli such as noise
~Miller, 1947; Raab and Goldberg, 1975!. In contrast, inten-
sity discrimination with pure tones often yields the so-called
near miss to Weber’s law, which describes a less-than-
proportional increase in JNDs with increasing standard inten-
sity ~McGill and Goldberg, 1968!. This means that the Weber
fraction (10 logDI/I) is constant as a function of standard
intensity for broadband stimuli while for tones it decreases
slightly with increasing standard intensity. In accounting for
these observations, it is generally accepted that Weber’s law
characterizes intensity discrimination for a limited spectral
region and the near-miss results from an increase in the ex-
tent and/or rate of growth of excitation with increasing in-
tensity in the response of the peripheral auditory system to
narrow-band stimuli~e.g. Florentine and Buus, 1981; see Vi-
emeister, 1988 for a review!. Consistent with this explana-
tion, it has been shown that the near miss for narrow-band
stimuli can be eliminated if the stimuli are presented in
notched or high-pass maskers designed to restrict off-
frequency listening~e.g. Viemeister, 1972; Moore and Raab,
1974; Viemeister, 1974!. Because the presumed physiologi-
cal basis for the difference in intensity discrimination perfor-
mance across level for broadband stimuli and pure tones
~i.e., Weber’s law versus the near miss! resides at levels of
processing that precede binaural interaction, it might be ex-
pected that similar effects would be exhibited in binaural
processing.

Breebaartet al. ~2001b! analyzed data of McFadden
~1968! and Hall and Harvey~1984! consisting of detection
thresholds for a 500-Hz interaurally out-of-phase pure-tone
signal ~Sp! in the presence of a diotic~No! broadband
masker and, separately, a diotic narrowband masker~50-Hz

a!A portion of these data were presented at the 145th Meeting of the Acous-
tical Society of America@M. A. Stellmack, N. F. Viemeister, and A. J.
Byrne, J. Acoust. Soc. Am.113, 2269~2003!#.
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wide!. It was observed that these NoSp detection thresholds
increased at the rate of 1 dB/dB-increase in masker level for
broadband noise maskers~Weber’s law! while the slope is
less than 1 for narrow-band maskers~the near miss!. Bree-
baartet al. ~2001a,b! were able to account for the previous
results with a multichannel model, similar to those put forth
to account for the near miss in monaural intensity discrimi-
nation, which shows near-miss effects for narrow-band
maskers. In the model, the behavior of individual auditory
filters or channels is characterized by Weber’s law. For the
situation in which a tonal Sp signal is detected in a No
masker, spread of excitation with increasing signal level for
narrowband maskers produces activity in an increasing num-
ber of off-frequency auditory filters and leads to the near
miss. For a broadband masker, off-frequency channels are
masked and cannot contribute to detection of the signal and
thresholds follow Weber’s law.

Given the evidence suggesting that the effects of spread
of excitation with increasing intensity are present in binaural
processing, one would expect these effects to be exhibited in
interaural comparisons of intensity. In order to test whether
level effects in interaural intensity discrimination are similar
to those observed in monaural intensity discrimination, in the
present experiments thresholds in both listening tasks were
measured for broadband noise and for 250, 1000, and 4000
Hz pure tones in the same set of listeners.

B. Comparing monaural intensity discrimination and
interaural intensity difference discrimination

Hartmann and Constan~2002! presented a level-meter
model to account for processing of IIDs of broadband and
narrow-band noise. The fundamental assumption of their
model is that the auditory system computes estimates of the
power in the left- and right-ear signals, compares those esti-
mates, and uses the difference to localize or lateralize the
stimulus. Hartmann and Constan~2002! used the level-meter
model to predict performance in lateralization tasks involv-
ing correlated or uncorrelated noise signals at the two ears.
Because the level-meter model integrates level across the
entire duration of a signal, it is insensitive to instantaneous
intensity differences at the two ears that would be present for
interaurally uncorrelated noise signals. As a result, lateraliza-
tion performance should be similar for correlated and uncor-
related noise carriers as it would be dependent only upon the
total power in the signals presented at the two ears. Hart-
mann and Constan~2002! found that thresholds were, in-
deed, very similar for correlated and uncorrelated noise sig-
nals although there was a slight advantage for correlated
signals. The authors showed that this advantage could be
accounted for by replacing the level-meter model with a
loudness-meter model that incorporates temporal integration
and thus is sensitive to some extent to short-term differences
in the fine structures of the signals at the two ears. In the
experiments described in this paper, the signals presented in
the IID-discrimination conditions were identical in fine struc-
ture ~correlated! at the two ears, so the distinction between
the level-meter and loudness-meter models is unimportant in
the present context. Of more relevance to the experiments
described in this paper, Hartmann and Constan~2002! found

that IID-discrimination thresholds were slightly better than
monaural intensity-discrimination thresholds, although these
thresholds were within a fraction of a dB of one another in
units of 10 log(DI1I)/I. They attributed this small threshold
difference to the different memory requirements of the two
tasks. In the IID-discrimination task, intensity can be com-
pared simultaneously across the ears, while in the monaural
task the listener must compute and store an estimate of in-
tensity in the two intervals for subsequent comparison.
Therefore, Hartmann and Constan~2002! concluded that in-
tensity information undergoes similar processing prior to
~monaural! comparison across time or~binaural! comparison
across ears. Hartmann and Constan~2002! did not undertake
an examination of level effects.

Hartmann and Constan~2002! used a typical method for
measuring IID-discrimination thresholds: A two-interval,
two-alternative, forced-choice procedure in which one inter-
val contains a stimulus with one value of IID while the
stimulus in the other interval carries a slightly different IID
~e.g., Hershkowitz and Durlach, 1969; Hafteret al., 1977;
Grantham, 1984; Yost and Dye, 1988!. In such cases, the IID
often is varied adaptively to yield an estimate of the JND.
Changing the IID between intervals necessarily means that
the monaural intensity in one or both ears also changes
across intervals which leads to the concern that the discrimi-
nation task might be performed monaurally rather than on
the basis of a comparison of the intensities at the two ears. In
some cases, the fact that binaural thresholds are smaller than
monaural thresholds is taken as indirect evidence that the
binaural task was not performed based on monaural cues
~e.g., Hafteret al., 1977!. In other cases, in order to ‘‘force’’
listeners to perform a binaural comparison within each inter-
val, the overall levels of the signals at the two ears often are
roved in tandem between intervals such that the change in
intensity across intervals within either ear is no longer a re-
liable cue for solving the task but the change in IID across
intervals remains unaffected~e.g., Grantham, 1984; Yost and
Dye, 1988!. The use of such a random rove in intensity
makes it difficult to assess the effects of overall intensity on
IID processing.

Hershkowitz and Durlach ~1969! measured IID-
discrimination thresholds as a function of overall level in a
two-interval task with no rove for a 500-Hz pure tone. In
their data, thresholds decreased slightly with increasing over-
all level, consistent with the near miss. However, the fact that
they did not include a level rove leaves open the possibility
that listeners performed the task on the basis of monaural
cues. In addition, the two-interval IID-discrimination task
that they used may not provide results that are most directly
comparable to those of a two-interval monaural intensity-
discrimination task, as suggested below.

Consideration of the presumed decision statistics used
by listeners in the two-interval monaural intensity-
discrimination task and the two-interval IID-discrimination
task makes it clear that the two tasks are not analogous. By
adopting an approach similar to that of Hartmann and Con-
stan ~2002!, one can assume that in either task the listener
extracts an estimate of the intensity of the signal in either ear
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in each listening interval. In the two-interval monaural
intensity-discrimination task~depicted in the upper portion
of Fig. 1!, the listener presumably, compares the estimates of
intensity in the two intervals to produce a decision statistic
DM ~denoting the decision statistic in the monaural task!,
such that

DM5I 12I 2 , ~1!

whereI 1 andI 2 are the estimates of intensity in the first and
second intervals, respectively. If the listener is instructed to
choose the interval with the higher intensity, this amounts to
choosing interval 1 whenDM is positive and interval 2 when
DM is negative. In contrast, in the two-interval IID-
discrimination task, the listener receives four ‘‘samples’’ of
intensity, one in each ear in each listening interval. Assuming
that no overall level rove is present, a listener might solve
the task by basing responses upon the decision statisticDB2

~indicating the two-interval binaural task!:

DB25~ I R12I L1!2~ I R22I L2!, ~2!

where eachI is the estimate of intensity in each ear and
interval as indicated by the subscripts. In Eq.~2!, the terms
in parentheses represent a computation of the IID in each
interval. When the term in parentheses is positive, this rep-
resents an IID favoring the right ear while negative totals are
produced by IIDs favoring the left ear. The two IIDs are then
compared across intervals to yield the decision statisticDB2 .

If the listener’s task is, for example, to choose which IID
favors the right ear to a greater extent, this amounts to choos-
ing interval 1 whenDB2 is positive and interval 2 whenDB2

is negative. When an equal overall level rove is added to the
left- and right-ear signals in each interval, those additional
terms will cancel out and the decision statistic reduces to Eq.
~2!.

Clearly, the decision statistics for the monaural and bin-
aural tasks shown in Eqs.~1! and~2! differ in complexity. In
the binaural task, the listener is presented with more infor-
mation in each trial~in the form of additional samples of
intensity! than in the monaural task. In order to produce a
binaural listening task that involves a decision statistic that is
analogous to that in the monaural task, it is necessary to
reduce the amount of information presented in each trial.
This can be accomplished through the use of a single-interval
IID-discrimination task~depicted in the middle row of Fig.
1! in which the standard is presented to one ear and the
standard plus increment is presented to the opposite ear in
each trial. If the listener is instructed to indicate which ear
contains the more intense signal, one form of the optimal
decision variable,DB1 , for this single-interval task is

DB15I R2I L , ~3!

where theI’s are the estimates of the signal intensities at the
right and left ears~indicated by the subscripts!. Consistent
with the task at hand, the listener then responds ‘‘right’’
whenDB1 is positive and ‘‘left’’ when the decision statistic is
negative.

While the present analysis presumes that listeners base
responses upon the difference between the samples of inten-
sity received at the two ears in the single-interval binaural
task, one legitimately could claim that the listener can still
perform the binaural task monaurally by responding to the
absolute intensity in one ear across trials~as a unilaterally
hearing-impaired listener might!. By the same token, one
also could claim that the listener can perform the monaural
task by listening to only one interval of each trial and making
decisions on the basis of its absolute intensity~although no
known naturally occurring hearing deficit produces such an
effect!. Presumably, neither of these strategies is the most
sensible one from the normal-hearing listener’s perspective
in that he or she is discarding potentially useful information
on each trial. In any case, in the approach taken here, no
assumptions are made about the way in which the listener
might use the information that is presented in each trial.
Equivalent amounts of information simply are made avail-
able to the listener in the monaural and binaural tasks. That
said, as will be seen in the data, binaural performance in the
single-interval binaural task was usually slightly better than
that in the two-interval monaural task which, to paraphrase
Hafter et al. ~1977!, should help to dispel any fear that the
binaural task was performed on the basis of the monaural
cue. In addition, in Experiment 3 below, a single-interval
monaural task was included to confirm that the single-
interval binaural task most likely was not performed by at-
tending to the stimuli in only one ear.

In the present experiments, an additional set of condi-
tions was included to assess the advantage to be gained by

FIG. 1. A schematic representation of the stimulus envelopes for the three
conditions used in the present experiment. Each section of the figure depicts
the two possible trial types and the response that would be considered cor-
rect for each trial type. Stimuli are not drawn to scale.
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making comparisons across ears. In these conditions, the
monaural intensity-discrimination task was repeated in the
left ear with a fixed-level pedestal~at the level of the pedes-
tal in the left ear! presented to the right ear in every listening
interval. This condition is depicted at the bottom of Fig. 1.
The stimuli in the two ears differed in intensity only when
the stimulus in the left~ipsilateral! ear was incremented. Al-
though it provided an opportunity for listeners to make a
binaural comparison in each interval, the fixed-level pedestal
presented to the right~contralateral! ear itself provided no
information useful for performing the task and the decision
statistic is the same as for the pure monaural condition@Eq.
~1!#. Thus, these conditions will be referred to as ‘‘monaural
with contralateral pedestal’’ or ‘‘monaural with contra.’’

The difference between the likely percepts in the mon-
aural and binaural tasks may be a source of concern for some
readers. For example, given the temporal parameters of the
stimuli used here, it might be expected that the sequential
monaural signals are perceived as discrete perceptual events.
In contrast, when partially or fully correlated signals are si-
multaneously presented over headphones at the two ears, as
in the binaural conditions, it would be expected that the per-
cept is that of a single auditory event occupying some intrac-
ranial position. However, that intracranial position is presum-
ably the result of a comparison of intensity at the two ears. In
the present experiments, no assumptions are made about the
manner in which the stimuli might be perceived. If the dif-
ference between the perceptions of the monaural and binau-
ral stimuli is relevant, it contributes to the difference between
monaural and binaural performance that is under investiga-
tion.

To summarize, the novel aspects of the experiments de-
scribed below are:~1! An examination of level effects in IID
discrimination and comparison of them to level effects in
monaural intensity discrimination for the same set of listen-
ers, and~2! the use of a single-interval IID-discrimination
task to allow direct comparison to monaural intensity-
discrimination thresholds measured in a two-interval task.
Thresholds were measured with a pure-tone pedestal and
with broadband noise pedestals for a range of pedestal levels
in order to assess the effects of overall level. The results of
Experiment 1 show that Weber’s law holds for noise, and the
near miss is obtained for a 4-kHz tone in both the monaural
and binaural listening tasks. In Experiment 2, it will be seen
that the near miss to Weber’s law for a 4-kHz tone can be
eliminated in both the monaural and binaural tasks when
high-pass noise is used to limit off-frequency listening. In
Experiment 3, the near miss is obtained across frequency in
the binaural task even though binaural thresholds vary non-
monotonically as a function of frequency. Overall, while
level effects were similar for the monaural and binaural
tasks, the Weber fractions measured in the single-interval
IID-discrimination task were lower than those measured in
the monaural task by about 2 dB on average for noise and for
low- and high-frequency pure tones~but not for a 1-kHz pure
tone! indicating a very small binaural advantage in the com-
parison of intensity in certain stimulus conditions.

II. EXPERIMENT 1: LEVEL EFFECTS IN MONAURAL
AND INTERAURAL INTENSITY DISCRIMINATION
FOR 4-kHz TONES AND NOISE

A. Methods

Monaural intensity-discrimination thresholds and IID-
discrimination thresholds were measured for 4-kHz pure-
tone pedestals ranging from 30–90 dB SPL in 10-dB steps
and for noise pedestals~Gaussian noise with a 10-kHz upper
cutoff frequency! with spectrum levels ranging from 0–40
dB ~measured at 1 kHz! in 10-dB steps. A frequency of 4
kHz was chosen for the pure-tone pedestal so that the domi-
nant binaural cue would be interaural intensity. In the noise
conditions, an independent sample of noise was generated
for every trial and the sample of noise was identical across
intervals and/or ears of each trial. In the pure-tone condi-
tions, the 4 kHz pedestal was fixed in sine phase in all inter-
vals.

Figure 1 shows a schematic representation of the three
basic listening conditions of the present experiment as dis-
cussed in the Introduction. In the monaural condition, all
stimuli were presented only to the left ear. In the binaural
and monaural with contra conditions, the fine structures of
the stimuli in the two ears were identical.

For all conditions, each interval was 200 ms in duration
with 20-ms raised-cosine on and off ramps. In both monaural
conditions, the two intervals of each trial were separated by
350 ms of silence.

The pedestal was fixed in intensity for an entire block of
trials and the increment was varied adaptively using a three-
down-one-up tracking rule that tracks to the 79.4% correct
point on the psychometric function~Levitt, 1971!. The initial
step size was set to 4 dB~in units of 10 logDI/I) and was
reduced to 2 dB after four reversals. A block of trials was
terminated after a total of 12 reversals, and the intensity in-
crements at which the final eight reversals occurred~in dB!
were averaged to produce a threshold estimate. All thresh-
olds measured here are reported in units of 10 logDI/I.

Two adaptive runs were completed for each pedestal
level within a condition~monaural, monaural with contra, or
interaural! and then two additional runs later were completed
at each pedestal level, with the different pedestal levels pre-
sented in a pseudorandom order. Thus, the threshold esti-
mates~in dB! of four blocks of trials were averaged to obtain
the final threshold estimate for that condition. Listeners ei-
ther ran the ‘‘monaural’’ conditions followed by the ‘‘inter-
aural’’ conditions or vice versa. The conditions were grouped
in this way to minimize confusion between any task-specific
strategies that listeners might adopt. All listeners ran the
monaural with contra conditions last. Upon completion of
the experiment, a handful of monaural and interaural condi-
tions were repeated to ensure that no obvious order-related
effects were present. None were evident in that these latter
thresholds were within the range of the thresholds measured
initially. Only the initial thresholds are reported below.

Stimuli were generated and presented viaMATLAB ~Math
Works! on a personal computer equipped with a high-quality,
24-bit sound card~Echo Audio Gina! at a sampling rate of
44.1 kHz. Stimuli were presented over Sony MDR-V6 stereo
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headphones to listeners seated in an IAC sound-attenuating
chamber. Each block of trials was initiated by the listener.
On each trial, a ‘‘ready’’ light flashed on the computer screen
for 250 ms followed by a 300-ms pause after which a trial
was presented. Listeners entered their responses on the com-
puter keyboard at which time the correct response was indi-
cated on the screen and the next trial was initiated. Listeners
were run in 2-h sessions, during which approximately 12–14
blocks of trials were run, until all stimulus conditions were
completed.

In case performance in the single-interval binaural task
could be facilitated by allowing each listener to establish an
estimate of the perceptual midline, before each block of bin-
aural trials, each listener was allowed to play a diotic tone or
noise burst~depending upon which type of stimulus would
be presented in the subsequent block of trials! and he or she
was instructed to adjust the headphones so that the signal
produced an intracranial image at the center of his or her
head. Listeners were allowed to listen to the diotic signal as
many times as necessary until they were satisfied that the
headphones were positioned properly at which time a block
of binaural trials was initiated.

The stimuli were described as completely as possible to
all listeners in terms of the level changes that would occur in
each interval and at each ear. The likely percepts that the
listener would experience in each condition were described
~e.g., a change in loudness in the monaural conditions; an
intracranial image lateralized to one side in the monaural
with contra and binaural conditions!. Above all, the listeners
were instructed to attend to the feedback and to make as
many correct responses as possible.

The five listeners consisted of the first and third authors
~S2 and S1, respectively! and three undergraduate students
~two female, S3 and S4, and one male, S5! from the Univer-
sity of Minnesota who were paid to participate in the study.
All listeners had pure-tone thresholds of 15 dB HL or better
at octave frequencies from 250–8000 Hz. Listeners were al-
lowed to practice in a variety of the monaural and binaural
conditions until their thresholds stabilized. Very little prac-
tice was required for this set of listeners to reach asymptotic
performance.

B. Results

The individual data for the pure-tone signal are shown in
Fig. 2 while the data for the noise signal are shown in Fig. 3.
The mean data for both stimulus types averaged across lis-
teners are shown in Fig. 4. Thresholds are plotted as the
just-detectable increment in units of 10 logDI/I. The right-
hand ordinates of Fig. 4 scale these values as the dB differ-
ence between the pedestal and increment@10 log(DI1I)/I#.

As a comparison to previous published data, the lowest
monaural intensity-discrimination thresholds measured for
any individual listener shown in Figs. 2 and 3 are approxi-
mately equal to mean thresholds reported elsewhere for 4-
kHz tones~about27 dB in units of 10 logDI/I for a pedestal
level of 60 dB SPL; Jesteadtet al., 1997! and broadband
noise~about27.1 dB in units of 10 logDI/I for a pedestal at
about 20-dB spectrum level; Hartmann and Constan, 2002!
while the thresholds averaged across all listeners in Fig. 4 are

higher. The slightly higher thresholds in the present experi-
ment might be accounted for by the fact that the adaptive
procedure of Jesteadtet al. ~1977! tracked to a lower level of
performance than the present procedure~70.7% versus
79.4% correct!, while Hartmann and Constan~2002! pre-
sented diotic stimuli as opposed to the truly monaural stimuli
of the present experiment.

FIG. 2. Monaural and interaural intensity-discrimination thresholds for a 4-
kHz pure tone as a function of pedestal level for five listeners. The different
symbol types represent different listening conditions as shown in the legend.
Error bars represent standard errors of the mean across the four threshold
estimates measured in each condition.

FIG. 3. Monaural and interaural intensity-discrimination thresholds for
broadband noise in the same format and for the same five listeners as Fig. 2.
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The interaural thresholds shown in Fig. 4 are higher than
thresholds reported elsewhere. For example, for a 5-kHz tone
at 60-dB SPL mean level, Yost and Dye~1988! measured a
threshold of about211 dB (10 logDI/I) while Hartmann and
Constan~2002! measured a threshold of about29.6 dB
(10 logDI/I) for broadband noise.@Both of these previous
threshold values represent the IID within one interval of a
two-interval task, converted from units of 10 log(DI1I)/I.]
Because of the difference between number of intervals, it
might be expected that the interaural thresholds measured in
the present single-interval task would be higher than those
measured in two-interval tasks. Furthermore, it is possible
that the two-interval binaural task introduces a movement
cue across intervals that is not present in the single-interval
task and that produces an additional advantage beyond that
afforded by the mere increase in number of intervals~Yost
et al. 1974; Yost and Dye 1988! The specific methods used
in the two-interval tasks~e.g., whether IID was varied sym-
metrically about some value or whether threshold IID was
measured relative to a fixed standard; adaptive versus fixed-
level procedures! as well as differences between threshold
criteria further complicate the comparison to the single-
interval thresholds.

The basic trends in the data are represented well in the
mean data of Fig. 4. Thresholds in the interaural conditions
~open symbols! are generally a few dB better~lower! in units
of 10 logDI/I than the corresponding monaural thresholds
~filled circles!, consistent with the observations of Hartmann
and Constan~2002!. The thresholds measured in the monau-
ral with contralateral pedestal~monaural with contra! condi-

tion ~filled squares! are nearly equal to those in the pure
monaural condition. For the noise stimuli, thresholds are
fairly constant across standard level with a slight increase at
the highest levels, particularly in the monaural with contra
and binaural~interaural! conditions. For the tonal stimuli,
thresholds decrease with increasing standard level in the
monaural and binaural conditions. In a task that was most
like the monaural with contralateral standard condition of the
present experiment, Elfner and Perrott~1967! similarly ob-
served that discrimination thresholds decreased with increas-
ing level for a 1-kHz tone.

Two-way repeated-measuresANOVAS performed on the
two sets of data~noise and tone! confirm these basic obser-
vations.~For results reported below that were not statistically
significant,p.0.05.) For the tonal stimuli, there was a sig-
nificant effect of standard level,F(6,24)530.88,p,0.001,
but the differences between the three monaural/interaural
conditions and the interaction were not statistically signifi-
cant. When averaged across all three monaural and interaural
conditions, the mean tonal data could be fit with a straight
line with a slope of20.089 that accounted for about 96% of
the variability in the data.

For noise, there was a significant effect of standard
level, F(4,16)510.03, p,0.001, and monaural/interaural
condition,F(2,8)56.64, p,0.02, while the interaction was
not significant. Because the effect of level for the noise ped-
estal was unexpected, post hoc repeated-measures one-way
ANOVAS were run on the individual monaural, monaural with
contra, and binaural conditions. The effect of level was not
significant for the monaural condition while it was signifi-
cant for the monaural with contra (F(4,16)513.44, p
,0.0005) and interaural conditions (F(4,16)55.47, p
,0.05). ~These post hoc tests included a Bonferroni correc-
tion for multiple comparisons.! In Fig. 4, the mean thresh-
olds for broadband noise in the monaural with contra and
interaural conditions increase slightly with increasing pedes-
tal level. The reason for the significant effect of level in these
two conditions is not clear. As noted above, the interaction
between pedestal level and monaural/binaural condition was
not statistically significant which complicates the interpreta-
tion of this effect and underscores its small magnitude. As a
result, we conclude that Weber’s law approximately holds for
all the broadband noise conditions.

Averaged across all subjects, levels, and the tone and
noise conditions, the mean threshold in the monaural condi-
tions was nearly 2 dB@10 log(DI/I)# higher than the mean
threshold for the interaural conditions although, as indicated
above, the differences between the monaural and interaural
conditions were not statistically significant for the 4-kHz
tone. Based on psychometric functions for monaural inten-
sity discrimination~Buus and Florentine, 1991!, for DI that
producesd851 ~76% correct! in the monaural intensity-
discrimination task, a change in 10 log(DI/I) of 2 dB corre-
sponds to a change in percent correct of less than 7%. Con-
sistent with the results of Hartmann and Constan~2002!, this
suggests that any binaural advantage that exists is quite
small.

The most noteworthy result is that there was no signifi-
cant interaction between the effect of level and the effect of

FIG. 4. Thresholds from Figs. 2 and 3 averaged across the five listeners for
a 4-kHz pure tone and broadband noise. Error bars are standard errors of the
mean across the five listeners.
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monaural or binaural presentation of the stimuli. This indi-
cates that for noise and, separately, for a 4-kHz tone, the
monaural and interaural functions generally are similar in
form across levels of the standard. Thresholds may increase
slightly with level in the monaural with contra and interaural
conditions with broadband noise. This effect, if real, is in-
consistent with both Weber’s law and the near miss and may
be the result of processing that is peculiar to the binaural
system.

C. Discussion

The results of Experiment 1 are consistent with the no-
tion that the near miss to Weber’s law that is observed with
tones but not with broadband noise is attributable to effects
associated with the spread of excitation that occurs with in-
creasing level in the cochlea for band-limited signals, and
that these effects similarly influence monaural and interaural
comparisons of intensity. If this is the case, high-pass noise
that limits off-frequency listening should eliminate the near
miss in the interaural task as has been shown previously in
monaural intensity discrimination. This is examined in Ex-
periment 2.

III. EXPERIMENT 2: EFFECTS OF HIGH-PASS NOISE
ON MONAURAL AND INTERAURAL INTENSITY
DISCRIMINATION FOR A 4-kHz TONE

A. Methods

In this experiment, the two-interval monaural and
single-interval binaural conditions~but not the monaural
with contra condition! for the 4-kHz tone were repeated in
the presence of a high-pass noise masker to determine
whether the masker would eliminate the near miss to We-
ber’s law. As such, the stimuli were identical to those de-
scribed earlier except for the addition of high-frequency
noise that was gated on and off simultaneously with each
listening interval. The noise masker was Gaussian noise that
was limited from 6–15 kHz in the frequency domain~by
generating normally distributed amplitudes and rectangularly
distributed phases in the passband, giving the masker essen-
tially infinitely steep roll-offs! and converted to the time do-
main via inverse fast Fourier transform. The spectrum level
of the noise was 25 dB below the SPL of the tonal pedestal in
each condition~as in Viemeister, 1972!.

It was felt that the interaural configuration of the masker
potentially could affect performance in the interaural inten-
sity discrimination task. As such, two separate masker con-
ditions were run in the binaural listening task. In the diotic
masker condition, identical samples of high-pass noise were
presented to the two ears on each trial. In the dichotic masker
condition, independent samples of noise were presented to
the two ears on each trial. In all cases, new samples of noise
were generated in each trial.

Consistent with the idea that the two-interval monaural
intensity-discrimination task presents two samples of inten-
sity across time while the single-interval interaural task pre-
sents two samples of intensity simultaneously to the two

ears, two masker conditions were also run for the monaural
task. In one condition, the same masker was presented in
both intervals, making this condition analogous to the inter-
aural condition with a diotic masker. In a second condition,
independent samples of noise were presented in the two in-
tervals of the monaural task, producing the monaural analog
of the interaural dichotic masker condition. No difference
was expected between the two masked monaural conditions,
but they were included for completeness and to permit a
strict comparison with the binaural conditions.

Data were gathered in Experiment 2 from only four of
the five listeners from Experiment 1~all but S3!. As in Ex-
periment 1, thresholds are based on the mean threshold of
four adaptive runs in each condition, with those conditions
run in a pseudorandom order.

B. Results and discussion

There were no apparent differences between thresholds
measured in the two different masker conditions, so data
were averaged across masker type for the monaural and in-
teraural conditions. Because the general trends were similar
across listeners, only mean thresholds are shown in Fig. 5.
The data gathered with no masker~filled symbols! are means
computed across the data from Experiment 1 of the four
listeners who participated in Experiment 2~while the data of
Fig. 4 were averaged across five listeners!. The thresholds
measured in the presence of high-pass noise~open symbols!
clearly show an elimination of the near miss. The monaural
and interaural functions measured with high-pass noise have
a nearly flat or slightly increasing slope in contrast to the
decreasing slopes of the no-masker functions. Furthermore,
the monaural and interaural thresholds measured in the pres-
ence of high-pass noise are nearly equal to one another, as
they were in the no-masker conditions. These data provide
additional support for the notion that the near miss to We-
ber’s law for pure tones is due to auditory processes that
similarly affect both monaural and interaural comparisons of
intensity.

FIG. 5. Monaural and interaural intensity-discrimination thresholds mea-
sured for a 4-kHz pure tone with and without high-pass noise. The data are
means across four listeners. Error bars are standard errors of the mean.
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IV. EXPERIMENT 3: FREQUENCY EFFECTS IN
MONAURAL AND INTERAURAL INTENSITY
DISCRIMINATION

Experiments 1 and 2 showed that monaural and interau-
ral intensity discrimination both exhibit similar effects of
level ~in terms of Weber’s law and the near-miss!. However,
IID discrimination has been shown to exhibit frequency ef-
fects such that thresholds are elevated for pure tones around
1 kHz ~Grantham, 1984; Yost and Dye, 1988!. These effects
appear to occur at the level of binaural interaction in that
they are not observed in monaural intensity discrimination
~e.g., Jesteadtet al., 1977!. If the mechanisms responsible
for the near miss occur independently from binaural interac-
tion, it would be expected that the near miss would be ob-
served in spite of this elevation in thresholds at 1 kHz. In
order to test this hypothesis, in the experiment described be-
low, monaural and interaural intensity discrimination thresh-
olds were measured for pure tones at 250 and 1000 Hz at
several different pedestal levels.

A. Methods

In the first stage of this experiment, monaural, monaural
with contra, and interaural thresholds were measured as in
Experiment 1 for pure tones of 250 and 1000 Hz and a ped-
estal of 70 dB SPL. Because it was expected that interaural
thresholds would be elevated for the 1000-Hz tone and to
confirm that listeners were responding on the basis of an
interaural comparison, an additional monaural condition was
added in which only the left channel of the single-interval
interaural condition was presented to listeners, producing a
single-interval monaural intensity-discrimination condition.
This mimics the situation that would exist if listeners were
performing the interaural task on the basis of only the stimu-
lus arriving at one ear. In the single-interval monaural con-
dition, the listeners were told that they would hear one of
two sounds: One at a fixed, standard loudness or one that
would be at a higher loudness that would vary across trials,
the assumption being that the signal and nonsignal trials
would differ perceptually in terms of loudness. The listeners
were told that they would have to learn the standard and
louder stimuli on the basis of their experience and by using
the feedback after each trial. Listeners were instructed to
press one of two response keys on a computer keyboard to
indicate whether the trial contained the quieter or louder
stimulus. Listeners seemed to understand the instructions and
none indicated that the task was unclear after they performed
it. Only listeners S1, S2, S4, and S5 contributed data in this
stage of the experiment.

In the second stage of the experiment, interaural
intensity-discrimination thresholds were measured for 250-
and 1000 Hz pure tones for pedestal levels of 30, 60, and 90
dB SPL. Only listeners S1 and S2 were available for this
stage of the experiment.

No high-pass masker was present in any condition. All
other methodological details are the same as in the previous
experiments.

B. Results and discussion

Figure 6 shows thresholds as a function of frequency
averaged across all four listeners. Different symbols repre-
sent different conditions: Filled circles, monaural; shaded
squares, monaural with contra; filled diamonds, single-
interval monaural; open triangles, interaural.~Thresholds
measured for a 4-kHz, 70-dB SPL tone were taken from
Experiment 1 for comparison.! The expected frequency ef-
fect can be seen in the interaural thresholds~open triangles!,
where the mean threshold is largest at 1 kHz, but not in any
of the monaural conditions. As was seen previously for a 4-
kHz pure tone, there appears to be no ‘‘binaural advantage’’
at 250 Hz in these data. Because of the elevation in interaural
thresholds at 1 kHz, the mean interaural threshold is actually
higher than the two-interval monaural thresholds at that fre-
quency and it approaches the single-interval monaural
threshold indicating that any interaural cue that might be
available at 1 kHz is very weak. The fact that thresholds in
the monaural with contra data~shaded squares! show no fre-
quency effect and are most similar to the monaural data
~filled circles! across frequency suggests that listeners may
not have made use of the fixed-level pedestal in the con-
tralateral ear in these conditions. This is addressed further in
Sec. IV B below.

Figure 7 shows thresholds averaged across listeners as a

FIG. 6. Intensity-discrimination thresholds as a function of pure-tone fre-
quency averaged across four listeners. The standard intensity was 70 dB
SPL. Conditions represented by the different symbols are: Filled circles,
monaural; shaded squares, monaural with contra; filled diamonds, single-
interval monaural; open triangles, interaural. Error bars are standard errors
of the mean across listeners.

FIG. 7. Interaural intensity-discrimination thresholds as a function of ped-
estal level averaged across two listeners. Pure-tone frequency is represented
by the different symbol types. Error bars are standard errors of the mean
across listeners.
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function of pedestal level for 250-, 1000-, and 4000-Hz pure
tones.~The 4-kHz data were taken from Experiment 1 for
these two listeners.! While the IID threshold for 1 kHz is
highest by a small amount at each pedestal level, the near
miss is observed for each individual frequency. As indicated
earlier, this is to be expected if the mechanisms responsible
for the near miss operate essentially independently of, while
still influencing, the binaural mechanisms that produce the
frequency effect.

V. GENERAL DISCUSSION

A. Weber’s law and the near miss in monaural and
interaural intensity discrimination

In the present experiments, comparable effects of overall
level were seen in monaural intensity discrimination and IID
discrimination. This is consistent with the belief that Weber’s
law holds for discrimination of intensity within localized
spectral regions or ‘‘channels’’ for broadband stimuli and the
near-miss results from effects associated with spread of ex-
citation with increasing level for narrow-band stimuli, effects
which presumably occur at the earliest stages of peripheral
processing, that is, prior to comparison of monaural stimuli
over time and binaural interaction~although, presumably, the
advantage to be gained by increasing the number of active
channels is realized at more central, decision-making levels
of auditory processing which probably reside beyond the
level of binaural comparison, as modeled by Breebaartet al.,
2001a!. Accordingly, the near miss for tonal stimuli was
eliminated in both the monaural and interaural tasks when
high-pass noise was presented to limit off-frequency listen-
ing.

While the preceding explanation relies only on the in-
crease in the number of channels of available information
with increasing spread of excitation, a role for noncompres-
sive growth cannot be ruled out based on the present data. At
the lower levels, the higher thresholds for the tone shown in
Fig. 4 presumably reflect its limited effective bandwidth rela-
tive to that for the noise. As level increases the threshold for
the tone may decrease due to an increase in the effective
bandwidth and/or the expanded growth of response in chan-
nels whose characteristic frequencies~CFs! are above the
frequency of the tone. At the highest level of the tone, the
effective bandwidth of the tone approaches that of the noise.
If the effective bandwidths were the same then the threshold
for the tone should be lower than that for the noise, reflecting
the effects of expanded growth in off-frequency fibers. Ex-
panded growth would not occur for the noise since there
presumably are no ‘‘off-frequency’’ fibers. This is not seen in
the data. An explanation is that the highest level used for the
tone was not sufficient to show the predicted lower thresh-
olds, i.e., had higher levels been examined, the Weber func-
tion for the tone may have crossed and gone below that for
the noise. An alternative, rather unappealing explanation is
that for some reason the listener cannot use the expanded
growth even though the mechanical data~Ruggeroet al.,
1997! indicate that it occurs at very high levels for below-CF
tones.

Do the present data have any implications for the inter-

pretation of previous IID-discrimination data? As described
earlier, IID discrimination often is measured in a two-interval
task in which the overall level is roved between intervals to
reduce monaural intensity cues. The present results indicate
that sensitivity to changes in IID vary with changes in over-
all level for pure tones. In the present tonal data, the JND
changes by a fairly small amount~about 4 dB in 10 logDI/I)
over a wide range of pedestal levels~60 dB!. This range of
pedestal levels is much larger than that over which level is
typically roved in a two-interval IID-discrimination task
~e.g., Yost and Dye, 1988, roved level over a range of only 8
dB!. Therefore, the rove would not be expected to have a
large effect on JND estimates obtained in the typical roving-
level procedure. However, as noted earlier, it remains the
case that the two-interval IID-discrimination procedure intro-
duces a potential cue of movement across intervals that
might produce an advantage over single-interval IID dis-
crimination.

B. Binaural advantage in intensity discrimination

When the same amount of information~in terms of num-
ber of samples of intensity! are presented to listeners mon-
aurally and binaurally resulting in optimal decision statistics
that are similar in form as shown in the Introduction, is there
a binaural advantage in intensity discrimination? Thresholds
measured in the single-interval IID-discrimination task
showed a trend toward being slightly lower than those mea-
sured in the two-interval monaural intensity-discrimination
task, although the difference was statistically significant only
for noise. Binaural thresholds were actually higher than mon-
aural thresholds for a 1-kHz tone, a frequency region of rela-
tive insensitivity to changes in IID. As noted by Hartmann
and Constan~2002!, who did find statistically significant dif-
ferences between conditions, it appears that there is a small
advantage to be had from making simultaneous interaural
comparisons of level over comparisons of level across
sequentially-presented monaural stimuli perhaps as a result
of the additional memory requirement imposed by the mon-
aural task. Clearly, this advantage is dependent upon the fre-
quency content of the stimulus~see Fig. 6!.

If there is, in fact, a small binaural advantage in intensity
discrimination for certain stimuli as described above, this
leads to the prediction that a fixed-level contralateral stan-
dard presented concurrently with the stimuli of the monaural
intensity-discrimination task should provide a slight advan-
tage over the purely monaural condition. However, thresh-
olds in the monaural with contralateral standard conditions
were not as low as those in the interaural conditions although
both allowed for simultaneous interaural comparisons. Con-
sidering that for a given IID, the difference between the two
possible IIDs~1IID and 2IID ! in the interaural task was
twice that between the diotic and dichotic stimuli of the
monaural with contra task, it would be expected that thresh-
olds in the latter condition would be slightly higher than
those in the former.

An alternative that is raised by the data of Experiment 3
is that the contralateral, fixed-level pedestal essentially was
ignored in the monaural with contra condition and no binau-
ral comparison was made. In other words, listeners’ re-
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sponses in this condition were based only on the stimuli
presented to the left ear. This interpretation is supported by
the fact that the monaural with contra thresholds showed no
frequency effect in Experiment 3 like that which occurs in
conditions where an interaural comparison must be made. If
this interpretation is correct, then the monaural with contra
thresholds of Experiment 1 are more similar to the monaural
thresholds than to the binaural thresholds because the fixed-
level pedestal in the right ear was ignored, effectively reduc-
ing the monaural with contra task to a purely monaural
intensity-discrimination task.

Consistent with the present results, Shub and Colburn
~2004! recently showed that thresholds in a monaural
intensity-discrimination task for a 600-Hz pure tone were
relatively unaffected when a fixed-level 600-Hz distractor
tone was added to the contralateral ear. They also showed
that thresholds increased dramatically when the level of the
contralateral tone was roved between intervals of their two-
interval task. Rather than concluding that listeners ignored
the contralateral distractor, they interpreted their results as
indicating that the contralateral distractor fuses with the ip-
silateral stimulus and listeners respond to the overall loud-
ness of the stimulus. As a result, when the level of the con-
tralateral distractor is roved, the binaural loudness of the
stimulus is an unreliable cue for discriminating intensity in
the ipsilateral ear and thresholds are elevated. Another pos-
sibility is that listeners ignored the contralateral distractor
when it was fixed but the roving contralateral distractor pro-
duced informational masking, an increase in thresholds at-
tributed to variability or uncertainty in the parameters of a
masker~e.g., Lutfi, 1990; Durlach,et al. 2003!. The present
monaural with contra data do not allow one to rule out any of
the possible interpretations discussed here.

C. Monaural comparison to the two-interval IID-
discrimination task

If, as argued in the Introduction, the two-interval IID-
discrimination task is not strictly comparable to the two-
interval monaural intensity-discrimination task, to what type
of monaural task can the two-interval binaural task be com-
pared? Examination of the decision rule for the two-interval
binaural task shown in Eq.~2! reveals that the analogous
monaural task would be one in which four samples of inten-
sity are presented in each trial and the listener compares the
first two samples and last two samples, then compares those
results to one another. The task being described here is a
monaural increment-discrimination task in which each of
two intervals in a trial contains two signals of different in-
tensity~a total of four temporally distinct monaural signals in
a trial! and the listener is asked, for example, to determine
which of two intervals contains a larger change in intensity.
Data comparing the monaural increment-discrimination task
to a two-interval IID-discrimination task are currently being
gathered.

VI. CONCLUSIONS

~1! Monaural intensity-discrimination thresholds measured
in a two-interval task and~binaural! IID-discrimination

thresholds measured in a single-interval task generally
appear to follow Weber’s law for broadband noise
stimuli. This means that the just-detectable increment in
intensity is proportional to the standard intensity
(10 logDI/I is constant acrossI!.

~2! Monaural and binaural thresholds similarly measured for
a 4-kHz tone exhibit the near miss to Weber’s law, such
that 10 logDI/I decreases with increasingI. The near
miss is eliminated in both the monaural and binaural
tasks when high-pass noise is used to restrict off-
frequency listening.

~3! IID-discrimination thresholds may be slightly better for
broadband noise and low- and high-frequency pure tones
than corresponding monaural thresholds, although this
difference reached statistical significance only for noise.
IID-discrimination thresholds were worse than monaural
thresholds for a 1-kHz pure tone. Presenting the fixed-
level standard to the contralateral ear in the monaural
intensity-discrimination task provided little or no advan-
tage over purely monaural intensity-discrimination
thresholds. These results indicate that any binaural ad-
vantage is very small~a few dB at most in terms of
10 logDI/I).

~4! Overall, the results suggest that the basic auditory pro-
cesses that produce differences between level effects for
noise and tones~i.e., Weber’s law versus the near miss!
similarly influence monaural and interaural comparisons
of intensity. This result would be expected if these dif-
ferences are attributable to processing that is common to
both monaural and binaural comparisons of intensity.
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Tone-burst otoacoustic emissions~TBOAEs! are a potential tool for objectively examining cochlear
activity in humans. However, their use requires knowledge of how the TBOAE input/output depends
on measurement and analysis paradigms. The present experiment examined the effect of variations
in response-window timing, response delinearization, and local changes in stimulus frequency on
TBOAE input/output measurement. None of these experimental manipulations had a profound
effect on TBOAE measurements as long as reasonable parameter choices were made. Nonetheless,
judicial choice of the experimental parameters can optimize the assessment of BM I/O functions. It
is concluded that the consistency of TBOAE I/O across the parameters tested makes it a viable tool
to consider for examining human cochlear activity. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1768254#
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I. INTRODUCTION

Otoacoustic emissions have been used to examine a va-
riety of phenomena such as cochlear tuning~Sheraet al.,
2002!, critical bandwidth~Neumannet al., 1997!, and noise-
hazard responses~Mansfieldet al., 1999!. Otoacoustic emis-
sions may also provide a noninvasive means for assessing
some of the finer details of cochlear processing. The present
experiment seeks to determine how stimulus and measure-
ment parameters affect tone-burst otoacoustic emission mea-
surements. This will provide some insight into whether or
not they are consistent enough across measurement param-
eters to act as a potential tool for the assessment of cochlear
activity.

Withnell and Yates~1998! first suggested the use of
otoacoustic emissions to examine basilar-membrane nonlin-
earity. They were especially interested in identifying the
level at which compression of the function begins, i.e., the
compression threshold. Their work primarily used distortion-
product otoacoustic emissions~DPOAEs! in guinea pigs.
Buus et al. ~2001! used DPOAEs to determine basilar-
membrane I/O functions in humans, but they found that com-
plexities associated with DPOAEs made it difficult to
achieve their goal. For example, it is not possible to deter-
mine BM I/O functions using DPOAE measurements at high
levels where the presence of multiple components is likely to
lead to suppression. Suppression is likely to obscure the re-
lationship between basilar-membrane vibration amplitude
and otoacoustic emissions. In addition, low-frequency mea-
surements cannot be performed because of noise-floor con-
siderations. Due to such difficulties with DPOAEs, it seemed

that TBOAEs might be a better choice for basilar-membrane
I/O assessment in humans. Preferably, measures of TBOAEs
should be made in a strong OAE-producing frequency region
where the signal-to-noise ratio is high.

Previous studies using transient-evoked otoacoustic
emissions~TEOAEs! hint at the potential for the use of
TBOAEs for studying level-dependent amplification within
the auditory system and for comparing results with psychoa-
coustic measures~Norton and Neely 1987; Neumannet al.,
1997!. Although these studies do not specifically examine
basilar-membrane mechanics, the data show input-output re-
lations that resemble basilar-membrane I/O functions mea-
sured in animals. Thus, a quantitative understanding of
TEOAE generation may provide a simple and direct method
for assessing basilar-membrane I/O functions and their de-
pendence on stimulus frequency.

Before any examination of tone-burst otoacoustic emis-
sions as a potential means of determining basilar-membrane
input-output functions or any other cochlear function can be
performed, it is necessary to devise an effective technique for
measuring the tone-burst otoacoustic emissions and to show
that estimates of the I/O function are largely independent of
specific choices of measurement parameters. To this end, a
frequency at which the tone-burst otoacoustic emissions can
easily be measured must be determined. Tone-burst OAEs
might be useful in the assessment of cochlear function only
if ~1! the measurements can be obtained for a large range of
input levels,~2! the outcome is largely independent of spe-
cific choices of stimulus and measurement parameters, and
~3! they are reproducible.

Accordingly, this paper examines the effect of frequency
and windowing on the measurement of TBOAE I/O func-
tions. These measurements have two aims: to allow param-a!Electronic mail: mepstein@ece.neu.edu
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eters to be chosen that provide reliable estimates of the I/O
function and to determine the extent to which the form of the
I/O function is dependent on measurement parameters. In
addition, the effect of response delinearization on TBOAE
I/O functions was examined to determine whether it would
help isolate the nonlinear cochlear reflections.

II. METHOD

A. Procedure

In order to identify a frequency region near 1 kHz that
produces strong otoacoustic emissions, the entire basilar
membrane was stimulated by clicks. Frequencies near 1 kHz
were selected because TBOAEs tend to be strong in this
frequency region.

The OAEs were determined from the real, positive part
of the cross spectrum~determined using MATLAB! of two
independent averages of the time- windowed responses mea-
sured in the ear canal in order to help eliminate as much
noise as possible. This method is based on the assumption
that the OAE is phase locked to the stimulus and has highly
repeatable components with identical phases in the two buff-
ers in the time domain, and with zero phase in the cross
spectrum. Thus, the emissions will be real and positive. As
the phase of the measured responses becomes more variable,
the phase in the cross spectrum is increasingly likely to differ
from zero. Averaging and using only the real, positive part of
the cross spectrum reduces the level of the recording that is
not phase locked to the signal. The two averages used to get
the cross spectrum were obtained by alternatingly entering
the results of recordings into two different buffers. Subjects
were presented with 200 clicks and responses were recorded
at a sample rate of 50 kHz for 81.92 ms~4096 samples!,
including the time of the click itself. These recordings were
windowed using a 21.48-ms~1024 samples! Hanning win-
dow covering the first portion of the recorded signal. Be-
cause the stimulus was a click, the direct stimulus was effec-
tively eliminated by the very small value of the windowing
function during the signal. The cross spectrum of the two
sets of recordings was examined visually. The strongest peak
around 1 kHz was chosen for further examination. To ensure
that the peak was stable, this measurement was performed
three times and peaks were used only if they appeared clearly
in all three measurements. Once chosen, detailed measure-
ments of tone-burst otoacoustic emissions at and around this
frequency were performed.

Tone-burst evoked emissions were measured by present-
ing a series of brief tone bursts and recording the sound in
the ear canal for 81.92 ms at a sample rate of 50 kHz. To
allow calculation of the cross spectrum, the recordings were
stored for further analysis in two interleaved sets over 360
trials. The stored responses were Hanning windowed using a
1024-sample window~21.48 ms!. The window started after a
delay between 13 and 20 ms in the first part of the experi-
ment. A fixed value was chosen on the basis of those results
and used thereafter. The spectrum of the windowed ear-canal
response was band-pass filtered between 400 and 1400 Hz.

To reduce the effect of external noise, a response to a
tone burst would be included in the average only if the noise

floor was estimated to be less than 10 dB SPL. The noise
floor for the rejection decision was calculated using a
21.48-ms Hanning windowing~with a window delay of 13
ms! of the difference between two samples. The noise inten-
sity was then calculated as the sum of the squared magni-
tudes of the real FFT components between 32 and 819 Hz.
This measure is highly conservative and guarantees that any
data points above the noise are presented with a high level of
confidence. Some of the measurements below the noise floor
are also likely to be reliable, but the level of confidence is
lower. Measurements were made for levels ranging in 5-dB
steps from approximately 10 dB below the minimum level
~typically 15–30 dB SPL! that produced an emission whose
level exceeded the background noise to the maximum ob-
tainable level. These measurements were repeated three
times for each condition and averaged. Tests were performed
at five frequencies to examine the extent to which the OAE
measurements depend on local variations in response.

One final procedural variable to be examined is delin-
earization. Delinearization eliminates any response that is
linearly related to the stimulus such as reflections from areas
outside the cochlea~e.g., ear canal and ossicles!. Their elimi-
nation would enhance the targeted TBOAE. The responses to
the delinearized trials were recorded in two separate inter-
leaved sets for 120 measurements per level~60 per set!. If
the system were completely linear, the two sets of responses
would cancel out and nothing would remain except random
noise. Delinearization was performed by subtracting the re-
sponse to tone bursts with three times the normal amplitude
from that obtained from the sum of three times as many
presentations of tone bursts at the normal amplitude.

B. Stimuli

The clicks were 70-dB SPL 0.1-ms stimuli that con-
tained energy between 450 Hz and 8 kHz. For each subject,
a dominant peak in the click-evoked otoacoustic emissions
~COAE! spectra between 850 and 1150 Hz was identified.
This frequency and four additional test frequencies around
this peak (20.5, 20.25, 10.25, and10.5 Barks1COAE
peak! were selected. At each frequency, the tone burst pre-
sented had an equivalent rectangular duration of
6/frequency . These tone bursts had a Gaussian envelope to
help contain the spectral spread of the signal due to onset and
offset. The duration was chosen to obtain a useful compro-
mise between frequency specificity and the ease of separat-
ing the stimulus from the emission that results from its pres-
ence. Using a long-duration signal makes the OAE difficult
to measure because the signal would overlap the emission.
Using a short-duration signal decreases frequency specificity
because as the duration of the signal decreases, the band-
width of the signal increases. Finally, during the delineariza-
tion trials, a tone with tripled amplitude was presented as
every fourth stimulus.

C. Apparatus

Each subject was tested in a sound-attenuating booth. A
PC-compatible computer with a signal processor~TDT AP2!
generated the stimuli, and recorded responses. A TDT DA1
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converted the waveform calculated by the AP2 to an analog
signal. The level of the stimuli was adjusted using a TDT
PA4 attenuator and the signal was anti-alias filtered using a
TDT FT5. The resulting signal was sent to a TDT HB6 head-
phone buffer and presented to the subject using an Etymotic
Research ER-10C system, which also contained a micro-
phone to record OAEs. The recordings from the ER-10C
were anti-alias filtered, amplified, and converted to a digital

signal using a TDT AD1. The digital signal was sent back to
the AP2, which averaged the responses to the stimuli as ex-
plained previously and wrote the averaged signals to disk for
further analysis.

D. Subjects

Six subjects~two male and four female! were tested
monaurally. No subjects had a history of hearing difficulties
or middle-ear pathology. Their audiometric thresholds did
not exceed 10 dB HL for octave frequencies from 250 Hz to
4 kHz or 20 dB HL at 8 kHz~ANSI, 1989!. Their ages
ranged from 18 to 28 years.

III. RESULTS AND PRELIMINARY DISCUSSION

A. COAE measurement

Figure 1 is an example of the spectra obtained with the
click stimuli for subject S1. The dotted line shows the cross
spectrum between two different measurement sets. The solid
line shows a single measurement set. Any real OAE should
reveal a close correspondence between the two spectra. For
this subject, the peak selected was at 935 Hz, and this fre-
quency was used for further exploration with tone-burst
stimuli. Similar analyses were made for the other five sub-
jects to determine each one’s dominant peak around 1 kHz.

FIG. 1. Response to click stimuli for S1. The frequency in Hz is shown on
the abscissa and the level of the resulting otoacoustic emission is on the
ordinate. The peak frequency here that is closest to 1 kHz is 935 Hz. The
solid lines show a single average measurement. The dotted lines show the
positive, real part of the cross spectrum of two measurements.

FIG. 2. The OAE level as a function of input level. Each panel is for a different subject. The OAEs were evoked by tone bursts and measured within a
21.48-ms window beginning 13 to 20 ms after the onset of the tone burst. Window delay is the parameter. Each delay is shown by a different symbol as
indicated in the legend. The solid line is a polynomial fit to the background noise level.
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B. Effect of window delay

Figure 2 shows the results of varying the delay of the
analysis window. Individual functions are shown for each
window delay and the average noise floor is shown as a solid
line.

Data that fall under the noise floor~i.e., within the
shaded region! are considered questionable in terms of mea-
surement accuracy and reliability. The curves all show a
steeply increasing region followed by a flatter, compressive
region. The TBOAE level decreases systematically as the
delay increases, but the shape of the function hardly changes.
The low-level slope is nearly linear for the delays examined.
At moderate levels, a highly compressive I/O function is
exhibited. There is also a slight increase in slope at higher
levels. Similar results were obtained for most subjects, but
some did exhibit a change in slope across the range of de-
lays. Subject S3 showed an increase in slope above 55 dB
SPL for delays of up to 16 ms, but the high-level slope de-
creased for 17- to 20-ms delays. The high-level function for
subject S6 also changed shape across different window de-
lays. The differences increased around 55–60 dB SPL. At 75
dB SPL, the highest level tested, the window delay seemed
to have virtually no effect on the OAE level. This is likely to
be due to the rapid decay of an OAE. For these two subjects,
pushing the window too far back in time would cause a
change in the resulting measurements. Therefore, it is impor-
tant for the window to have a short or moderate delay. The
location of the knee point of the function appears relatively
invariant across all window delays for all subjects.

If the shape of the function depended markedly on the
window delay, it would be difficult to decide which delay, if
any, would show the ‘‘true’’ TBOAE I/O function. Overall, it
was important to carefully select a time window that would
not miss rapidly decaying OAEs, but would still avoid con-
fusing the trivial reflections from the stimulus with an OAE.
Therefore, a 15-ms window delay was used for all remaining

measurements. A 15-ms delay seems to work well for all
subjects, even those who exhibit rapidly decaying OAEs.

C. Effects of measurement frequency and
delinearization

Figures 3 and 4 show six subjects’ TBOAE responses at
five frequencies at and around the spectral peak in the COAE
response, with and without delinearization, respectively. All
subjects’ functions, except those of S2, exhibit a kneepoint
close to 35 dB SPL. The functions exhibit similar slopes and
compression, averaging about 0.23 above the kneepoint. Be-
low the kneepoint, the functions are far less compressive.
However, the delinearized functions in Fig. 4 are much
closer to the noise floor than those in Fig. 3, surpassing the
noise floor only when the input level reaches 35 or 40 dB
SPL. In large part, this result may reflect that the I/O func-
tion is closer to being linear below the kneepoint, and that
delinearization tends to cancel out any linear components of
the response.

All subjects, except possibly S2, show some compres-
sive portion of the I/O function. The compressiveness and
the kneepoint varied from subject to subject, but were largely
consistent across measurement frequency and delinearization
conditions.

D. Summary of results

Generally, the delinearization produced poorer results
with reduced magnitude of OAEs and a noise floor that was
close to the OAE level. However, the delinearized functions
tended to show compression slopes like those obtained with-
out delinearization and virtually identical kneepoints as long
as the relatively elevated noise floor in the delinearized re-
sponses did not obscure the kneepoint. The average delinear-
ized slope was nearly equal to the slope obtained without
delinearization in all cases.

FIG. 3. The OAE level as a function
of input level. The parameter is fre-
quency offset in Barks. The noise
floors are shown for comparison with
Fig. 4. The average standard error of
the mean emissions level above the
noise floor is 0.77 dB with a range of
levels from 0.15 to 1.47 dB. Peak fre-
quency for each subject is given next
to the subject label.

1163J. Acoust. Soc. Am., Vol. 116, No. 2, August 2004 Epstein et al.: Parameter choices in otoacoustic emissions measurements



Table I shows the slope of the compressive upper part of
the TBOAE I/O function and the kneepoint of the function
for 13- to 20-ms window delays at the COAE peak fre-
quency. Table Ia shows the correlation coeffecientr 2 for the
fits to the functions fit to the windowing data. Tables II and
III shows a summary of the slopes and kneepoints at the five
selected frequencies with and without delinearization, re-
spectively. Tables IIa and IIIa show the correlation coef-

fecientr 2 for the fits to the functions for which the slopes are
displayed in Tables II and III. Functions were fit using a
simultaneous square-error minimization of two line fits, one
above and one below the variable kneepoint. The fits were
done using the data from 20 to 65 dB SPL to help avoid
points very far below the noise floor and points at the upper
end of the function where the slope might be changing rap-
idly. With a few exceptions, most notably subject S2, the

FIG. 4. The OAE level as a function
of input level with delinearization. The
parameter is frequency offset in Barks.
The noise floors are also shown in or-
der to illustrate the difference between
the delinearized and normal functions
~see Fig. 3!. The standard error of the
mean emission levels is 0.92 dB; they
range from 0.02 to 3.08 dB. Peak fre-
quency for each subject is given next
to the subject label.

TABLE I. ~a! Line-fit slopes of upper parts of the OAE functions~beyond the kneepoint! at peak frequency for
window delays of 13 to 20 ms.~b! r 2 correlation coefficients for line-fit slopes of OAE functions from 20 to 65
dB SPL at peak frequency for window delays of 13 to 20 ms.

~a!
Window Delay 13 14 15 16 17 18 19 20 Mean

S1 Slope 0.23 0.23 0.23 0.23 0.23 0.22 0.21 0.20 0.22
S2 Slope 0.75 0.57 0.49 0.44 0.42 0.38 0.40 0.45 0.49
S3 Slope 0.39 0.28 0.18 0.08 0.00 20.07 20.09 20.13 0.08
S4 Slope 0.05 0.03 0.03 0.05 0.06 0.08 0.10 0.12 0.06
S5 Slope 0.12 0.11 0.12 0.13 0.13 0.13 0.12 0.09 0.12
S6 Slope 0.16 0.15 0.15 0.17 0.17 0.14 0.14 0.11 0.15

Mean Slope 0.28 0.23 0.20 0.18 0.17 0.15 0.14 0.14 0.19

S1 Kneepoint 35.41 35.37 35.24 35.01 35.00 35.00 35.00 35.00 35.13
S2 Kneepoint 30.00 35.00 35.00 34.93 29.86 41.87 43.86 47.67 37.28
S3 Kneepoint 38.08 39.84 40.79 41.19 41.85 42.36 41.91 41.35 40.92
S4 Kneepoint 27.12 31.98 31.21 22.46 22.20 22.37 22.83 24.02 25.52
S5 Kneepoint 41.49 41.13 40.72 40.48 40.88 41.78 42.01 41.77 41.28
S6 Kneepoint 37.72 38.59 38.99 38.36 37.13 36.16 34.25 35.00 37.03

Mean Kneepoint 34.97 36.99 36.99 35.40 34.49 36.59 36.64 37.47 36.19

~b!
r 2

Window delay 13 14 15 16 17 18 19 20 Mean

S1 0.996 0.994 0.989 0.978 0.958 0.928 0.907 0.892 0.955
S2 0.858 0.907 0.923 0.927 0.965 0.978 0.986 0.976 0.940
S3 0.963 0.962 0.964 0.982 0.991 0.996 0.991 0.982 0.979
S4 0.934 0.931 0.923 0.930 0.945 0.956 0.960 0.951 0.941
S5 0.998 0.999 0.999 0.996 0.992 0.988 0.951 0.889 0.976
S6 0.978 0.988 0.993 0.995 0.994 0.990 0.974 0.954 0.983

Mean 0.955 0.963 0.965 0.968 0.974 0.973 0.961 0.941 0.962
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slopes are quite similar across frequency and delinearization
conditions.

If window delay has no effect, then all the values in a
single row in Table I should be identical. Although some
variations were present for some subjects at the lowest and
highest window delays, only S3 showed large changes in
slope for moderate values of window delay. An ANOVA on
the effect of window delay indicated that there was a signifi-
cant effect (P value ,0.0001). However, Scheffepost-hoc
analysis shows significant differences only exist between the
longer and shorter windows~13/17, 13/18, 13/19, 13/20, 14/
18, 14/19, 15/19, 15/20, and 16/20!.

If frequency shifting and delinearization both have no
effect, then all the values in a single row of Tables II and III
should be identical. Again, some minor variation was seen in
some subjects, but there was generally only a very small
change in the slope resulting from small shifts in stimulus
frequency and virtually no change was apparent when look-
ing at average results. An ANOVA on the effect of frequency
yielded aP value of 0.06, just greater than a result showing
significance. Scheffepost-hoc analysis, however, showed
that all frequency interactions yieldedP values.0.3 except
the interaction between2 1

4 Bark and1 1
2 Bark, which had a

P value of 0.095, thereby reinforcing the assertion that there
is no significant effect of small frequency changes on the
amplitude of TBOAEs.

The slopes for subjects S5 and S6 appear to be larger
with delinearization than without, but the mean slopes with
and without delinearization were identical, indicating that
delinearization does not have an effect on the shape of the
upper portion of the TBOAE I/O function.

IV. GENERAL DISCUSSION

Although the change in slope caused by delinearization
was small for most subjects, there was a general tendency for
delinearization to reduce the levels of the OAEs near the
kneepoint more than those at high levels. A small increase in
slope occurred because of this low-level reduction. However,
at the higher levels~approximately 65–80 dB SPL!, the
slope with and without delinearization was nearly identical
in all cases. Overall, there was no benefit to using delinear-
ization. In fact, it reduced the level of the signal both in
absolute terms and, more importantly, relative to the noise
floor. Thus, it made measurements more time consuming and
more uncertain for low stimulus levels. To the extent that it is
important to characterize the nearly linear low-level part of
the function, delinearization is likely to be undesirable be-
cause it eliminates any linear part of the response. Accord-
ingly, delinearization is counterproductive for the present
purpose because merely using a window delay sufficiently
eliminates the trivial echo.

TABLE II. ~a! Line-fit slopes to the upper part of the function for an average of three TBOAE measurements for five frequencies without delinearization. The
frequencies are expressed in the chart by their distance from the peak frequency in Barks.~b! r 2 correlation coefficients for line-fit slopes of an average of
three TBOAE measurements for five frequencieswithout delinearization from 20 to 65 dB SPL.

~a!

Frequency~Barks!

Peak 1
1
2 1

1
4 2

1
4 2

1
2

Mean

S1 Slope 0.22 0.18 0.23 0.24 0.10 0.19
S2 Slope 0.52 0.55 0.37 0.65 0.71 0.56
S3 Slope 0.14 0.18 0.16 0.17 0.17 0.16
S4 Slope 0.02 0.07 0.03 0.04 0.04 0.04
S5 Slope 0.25 0.21 0.20 0.27 0.29 0.24
S6 Slope 0.14 0.19 0.18 0.14 0.11 0.15

Mean Slope 0.21 0.23 0.20 0.25 0.24 0.23

S1 Kneepoint 37.86 33.73 37.58 34.77 37.63 36.32
S2 Kneepoint 35.35 35.47 34.99 35.82 34.14 35.15
S3 Kneepoint 36.28 34.96 35.35 33.49 35.77 35.17
S4 Kneepoint 26.52 27.29 29.06 25.06 28.68 27.32
S5 Kneepoint 38.36 36.87 36.88 37.74 36.35 37.24
S6 Kneepoint 37.11 30.42 35.44 33.39 36.08 34.49

Mean Kneepoint 35.25 33.12 34.88 33.38 34.78 34.28

~b!

Frequency~Barks! r 2

Peak 1
1
2 1

1
4 2

1
4 2

1
2

Mean

S1 0.978 0.983 0.954 0.996 0.989 0.980
S2 0.991 0.985 0.931 0.956 0.982 0.969
S3 0.977 0.976 0.992 0.980 0.949 0.975
S4 0.918 0.923 0.748 0.877 0.932 0.880
S5 0.980 0.995 0.995 0.942 0.984 0.979
S6 0.990 0.987 0.983 0.984 0.958 0.980

Mean 0.972 0.975 0.934 0.956 0.966 0.960
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In considering using TBOAEs to characterize cochlear
function, it is important that the measurement be robust, at
least across a reasonable range of levels. If the form of the
I/O function varied significantly with frequency, it would be
impossible to know which measured function, if any, was the
‘‘correct’’ I/O function. Interestingly, the frequency at the
peak of the COAE spectrum did not always produce the
strongest TBOAE. For a given subject, the frequency that
evoked the greatest response tended to be the same across all
levels, but the relation of this frequency to the subject’s
COAE peak was not consistent across subjects. This may be
a result of multiple, strong OAE-producing locations present
near each other on the basilar membrane, which apparently
cause the ‘‘best’’ frequency to depend on whether the evolv-
ing stimulus has a broad or narrow spectrum. Regardless of
the cause, the functions did not tend to cross one another.
Although no particular distance from the COAE peak
seemed better than any other~on average!, the frequency at
the peak of the COAE spectrum generally produced a mod-
erate to large response within the group of five frequencies.
The measurements at various frequencies around the peak of
the COAE spectrum showed that the form of the TBOAE I/O
function was not dependent on frequency, at least in the
range examined. In other words, there was little or no inter-
action between the test frequency and TBOAE I/O shape and
it is sufficient to test at one frequency.

V. SUMMARY

Through an examination of measurement paradigms and
parameters, an effective technique for measuring tone-burst
otoacoustic emissions with minimal noise has been devel-
oped. These measures are largely independent of specific
choices of measurement parameters and make a good starting
point for considering the use of TBOAEs to examine co-
chlear function. The effect of frequency and windowing on
the measurement of TBOAE I/O functions was examined
and, under the conditions used, tone-burst OAEs can be mea-
sured without concern for these potential confounds as long
as a moderate, sensible time-window delay is used. In prac-
tice, time windowing is a simple and effective way of elimi-
nating almost all of the response to the signal itself, obviat-
ing the need for delinearization techniques, which tend to
add noise and complexity to the measurements without pro-
viding any clear beneficial change to the results. In fact, de-
linearization tended to diminish the quality of the data, espe-
cially at low levels. In addition, small changes in frequency
did not affect the shape, kneepoint, or slope of the I/O func-
tion, indicating that the exact test frequency selected for an
individual is not critical. Thus, it is likely that any TBOAE
measurements may be a useful tool for examining cochlear
function and procedural choices can be made on the bases of
simple criteria, such as the OAE-to-noise-floor level differ-
ence and the lowest level at which TBOAE can be observed.

TABLE III. ~a! Line-fit slopes to the upper part of the function for an average of three TBOAE measurements for five frequencies with delinearization. The
frequencies are expressed in the chart by their distance from the peak frequency in Barks.~b! r 2 correlation coefficients for line-fit slopes of an average of
three TBOAE measurements for five frequencieswith delinearization from 20 to 65 dB SPL.

~a!
Frequency~Barks!

~with delinearization!

Peak 1
1
2 1

1
4 2

1
4 2

1
2

Mean

S1/Slope 0.23 0.20 0.21 0.23 0.11 0.20
S2/Slope 0.30 0.47 0.26 0.51 0.45 0.40
S3/Slope 0.18 0.20 0.20 0.22 0.18 0.19
S4/Slope 0.03 0.04 0.03 0.02 20.01 0.02
S5/Slope 0.46 0.35 0.32 0.37 0.34 0.37
S6/Slope 0.21 0.23 0.25 0.18 0.14 0.20

Mean Slope 0.24 0.25 0.21 0.25 0.20 0.23

S1/Kneepoint 40.20 30.02 29.94 38.07 41.77 36.00
S2/Kneepoint 35.03 35.54 34.47 35.77 35.33 35.23
S3/Kneepoint 37.46 35.65 35.84 34.63 36.25 35.97
S4/Kneepoint 28.18 27.89 30.03 29.82 31.10 29.41
S5/Kneepoint 36.01 37.16 37.11 36.58 34.50 36.27
S6/Kneepoint 35.77 38.75 30.44 38.07 44.60 37.52

Mean Kneepoint 35.44 34.17 32.97 35.49 37.26 35.07

~b!
Frequency~Barks! r 2 delinearized

Peak 1
1
2 1

1
4 2

1
4 2

1
2

Mean

S1 0.965 0.835 0.748 0.966 0.982 0.899
S2 0.949 0.981 0.753 0.880 0.941 0.901
S3 0.885 0.931 0.947 0.981 0.854 0.920
S4 0.647 0.923 20.069 0.846 20.074 0.455
S5 0.903 0.959 0.956 0.973 0.919 0.942
S6 0.967 0.947 0.996 0.960 0.950 0.964

Mean 0.886 0.929 0.722 0.934 0.762 0.847
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Recent research has found that while speaking, subjects react to perturbations in pitch of voice
auditory feedback by changing their voice fundamental frequency (F0) to compensate for the
perceived pitch-shift. The long response latencies~150–200 ms! suggest they may be too slow to
assist in on-line control of the local pitch contour patterns associated with lexical tones on a
syllable-to-syllable basis. In the present study, we introduced pitch-shifted auditory feedback to
native speakers of Mandarin Chinese while they produced disyllabic sequences /ma ma/ with
different tonal combinations at a natural speaking rate. VoiceF0 response latencies~100–150 ms!
to the pitch perturbations were shorter than syllable durations reported elsewhere. Response
magnitudes increased from 50 cents during static tone to 85 cents during dynamic tone productions.
Response latencies and peak times decreased in phrases involving a dynamic change inF0 . The
larger response magnitudes and shorter latency and peak times in tasks requiring accurate, dynamic
control of F0 , indicate this automatic system for regulation of voiceF0 may be task-dependent.
These findings suggest that auditory feedback may be used to help regulate voiceF0 during
production of bi-tonal Mandarin phrases. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1763952#

PACS numbers: 43.70.Aj, 43.75.Bc@AL # Pages: 1168–1178

I. INTRODUCTION

The demands of normal speech production require syl-
lable rates of 5–7/sec, each usually consisting of a consonant
and a vowel. Additionally, for speakers of a tone language
like Mandarin Chinese, characteristic pitch contours over the
voiced portion of the syllables~i.e., lexical tones! have to be
produced to distinguish words that are otherwise phonologi-
cally identical. For example, the syllable /ma/ in Mandarin
can mean ‘‘mother,’’ ‘‘hemp,’’ ‘‘horse,’’ or ‘‘to scold’’ if it is
said with either a High~H!, Rising ~R!, Low ~L!, or Falling
~F! tone, as shown in Fig. 1~a!. Understanding speech motor
control requires knowledge of the mechanisms controlling
production of strings of consonants, vowels and tones. Fig-
ure 1~b! displays mean fundamental frequency (F0) tracings
across four, 5-syllable Mandarin sentences produced by a
male native speaker in Xu~1999!. Each 5-syllable sentence
carries a tone sequence of HxRHH, wherex varies across H,
R, L, and F. The local variations in pitch~indicated by stan-
dard deviation bars! are small in comparison to theF0

changes for the different tones and reveal consistent produc-
tions within each tone sequence.

These consistent patterns suggest that in addition to a

need for a control process to direct the implementation of the
sequential lexical pitch targets~Xu and Wang, 2001!, there
may also be one or more processes that ensure that the pro-
duction is executed reliably and precisely. In the present pa-
per we address a candidate second process in the form of the
reliance on auditory feedback to stabilize voiceF0 around a
pitch trajectory or target. The role of kinesthetic feedback in
the rapid control of speech movements has been demon-
strated by previous research~Abbs and Gracco, 1984; Kelso
et al., 1984!. The role of auditory feedback in the online
control of natural speech, however, has not been clearly dem-
onstrated before. Experiments using pitch-shifted auditory
feedback presented during the nonsense words ‘‘ta:tatas’’
~Donath et al., 2002; Natkeet al., 2003; Natke and Kal-
veram, 2001! demonstrated that if the first syllable was
stressed, there was a response to the pitch-shift stimulus that
persisted into the next syllable. Jones and Munhall~2002!
presented pitch-shifted feedback during unnaturally pro-
longed vowels during Mandarin speech and also showed an
effect onF0 . In both of these experiments the speech was
not normal, and so the question remains whether auditory
feedback is used on-line for control ofF0 during normal
speech. Moreover, previous pitch-shifting studies suggest
that auditory feedback contributes to long-term parametric
adaptation rather than to online control of voiceF0 ~Jones
and Munhall, 2000; Jones and Munhall, 2002!. That is, com-

a!Corresponding author: Yi Xu, Haskins Laboratories, 270 Crown Street,
New Haven, Connecticut 06511. Telephone:~203! 865-6163, ext. 210; fax:
~203! 865-8963; electronic mail: xu@haskins.yale.edu
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pensatory reactions to shifted auditory feedback tend to oc-
cur after, rather than during articulation of a linguistic unit
such as a consonant or a vowel. A possible reason for not
using auditory feedback for online control of articulation is
that it is slow and may exceed the temporal domain of the
targeted linguistic unit. In the case of lexical tones in Man-
darin, the time interval available for each tone is the duration
of the syllable~Xu and Wang, 2001!. As found in Xu~1997!,
the mean duration of a simple CV syllable in Mandarin
~where C is a nasal consonant like /m/, and V is a simple
vowel or diphthong like /a/, /i/, /ao/ or /ai/! is about 180 ms.
This means that for auditory feedback to be effective for the
online control of voiceF0 in Mandarin speech, the system
must respond significantly sooner than 180 ms.

Recent research suggests that this time constraint can be
met in some situations. It has been demonstrated that Ger-
man speakers compensate for the mismatch between in-
tendedF0 and feedback pitch during production of nonsense
syllables~Donathet al., 2002; Natkeet al., 2003; Natke and
Kalveram, 2001!. The observed response latencies were
about 150 ms, which is 30 ms shorter than the syllable du-
rations reported by Xu~1997, 1999!, and therefore may be
quick enough for the correction to take effect within a single
syllable. However, the authors of the study were convinced
that these latencies were still too slow for the system to be
effective in controllingF0 within single syllables. Thus, they
concluded that ‘‘the purpose of the auditory-vocal system is
not to control voiceF0 precisely within single syllables, but
rather on a supra-segmental level in the context of prosody
~Donathet al., 2002!.’’ Furthermore, in a study that investi-

gated the role of auditory feedback on Mandarin, Jones and
Munhall ~2002! found that Mandarin speakers responded to
pitch-shifted auditory feedback with compensatory changes
in voice F0 with a response latency around 200 ms. This is
longer than the mean syllable duration in Mandarin reported
before ~Xu, 1997, 1999!, although slightly shorter than the
215 ms reported by Duanmu~1994!. Previous research thus
suggests that neither Mandarin nor German speakers respond
to pitch-shifted feedback quick enough for auditory feedback
to modulateF0 within syllables.

In studies of voiceF0 compensation using nonspeech
tasks, however, response latencies shorter than those reported
by the aforementioned German and Mandarin studies have
been found. In a study in which trained singers received
pitch-shifted feedback during glissandos, response latencies
were as short as 76 ms~Burnett and Larson, 2002!. In studies
where non-trained singers produced sustained vowels at con-
stantF0 , latencies of 114 ms~Hain et al., 2000! and 130 ms
~Larsonet al., 2001! have been reported. If it can be shown
that the system can also respond to perturbed auditory feed-
back with latencies shorter than syllable duration during nor-
mal speech, it would suggest that auditory feedback may be
used to control voiceF0 online during a syllable, not just for
suprasegmental features of longer duration. It therefore be-
comes necessary to explore possible explanations for the dis-
crepancies in reported latencies between speech and non-
speech tasks.

One possibility is that the discrepancies in response la-
tency across these studies are due to methodological differ-
ences. In studies on sustained vowels~Burnett et al., 1998;
Hain et al., 2000; Larsonet al., 2001! or prolonged vowels
during Mandarin speech~Jones and Munhall, 2002!, latency
was defined as anF0 trajectory that exceeded1/22 S.D.’s
of the prestimulus meanF0 . As has been pointed out, this
technique likely overestimates the actual time when the
voice F0 begins to respond to the pitch-shifted feedback
~Donath et al., 2002!. Moreover, the technique requires a
steadyF0 level prior to the stimulus, which is not appropri-
ate for speech because the prestimulusF0 trajectory varies.
In addition, the latency reported by Jones and Munhall may
also have been skewed since the speakers produced long sus-
tained vowels during the experiment, which is not typical of
normal Mandarin speech. Because of the discrepancies in
latencies from previous studies~Burnettet al., 1998; Burnett
and Larson, 2002; Donathet al., 2002; Hainet al., 2000;
Jones and Munhall, 2002; Larsonet al., 2001; Natkeet al.,
2003; Natke and Kalveram, 2001! and the critical role this
plays in defining functions of auditory feedback during
speech, we adopted a technique similar to that developed by
Donath and Natke~Donathet al., 2002; Natkeet al., 2003!
for measuring latency. We used a statistical test to determine
whether theF0 trajectories following the stimulus differ sig-
nificantly from control ~nonstimulated! trajectories during
the production of disyllabic phrases in normal Mandarin
speech.

Another issue, especially relevant to studies of speech in
nontone languages such as German, is that the latency and
magnitude of the compensatory responses of the audio-vocal
system to pitch-shifted feedback vary depending on the

FIG. 1. ~a! MeanF0 contours of Mandarin syllable /ma/ spoken with four
lexical tones: High~H!, Rising ~R!, Low ~L!, and Falling~F!. The syllables
mean ‘‘mother,’’ ‘‘hemp,’’ ‘‘horse,’’ or ‘‘to scold,’’ respectively. Data aver-
aged over 48 repetitions by eight male speakers~Xu, 1997!. ~b! Mean F0

curves of the Mandarin tone sequences HxRHH wherex varies across H, R,
L, and F ~which changes the meaning of the first word from ‘‘catty’’ to
‘‘cat-fan,’’ ‘‘cat-rice,’’ or ‘‘cat-honey.’’ The vertical grids mark the syllable
boundaries. The short vertical bars depict1/2one standard deviation about
the mean. Data averaged across five repetitions produced by one speaker
from Xu ~1999!.
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strength of the demand of the vocal task. In a study in which
subjects were instructed to modulate their voiceF0 when
they perceived pitch-shifted feedback, the response latencies
were reduced~Hain et al., 2000!. Also, Natkeet al. ~2003!
showed that the pitch-shift response is larger in magnitude in
singing compared to previous studies of sustained vowels in
nonsingers. These findings suggest that the response laten-
cies and magnitudes reported in previous studies observed
with sustained vowels may be slower and smaller than those
involving dynamic pitch movement in natural speech.

The present study was therefore designed to test the fol-
lowing hypotheses using Mandarin speech. First, compensa-
tory responses to pitch-shifted feedback occur during the
natural production of tonal sequences in the language. Sec-
ond, the compensatory responses are fast enough to serve as
part of the online sensory-motor control mechanisms for tone
production in speech. Third, the latency and magnitude of
the compensatory responses vary with the demand of the
tonal production, and are generally faster and larger for
speech in which accurateF0 control is necessary. To test
these hypotheses, we devised a technique that introduces
pitch-shifted stimuli at specific times during a disyllabic
speech production.

The primary goal of the experiment was to see whether
and how speakers react to the pitch-shifted auditory feedback
during three bi-tone sequences representative of Mandarin
speech: High-High~H-H!, High-Rising ~H-R!, and High-
Falling ~H-F!. The pitch-shift stimuli were timed so that they
would occur either during the first syllable or during the
transition between the first and second syllables. The object
of testing these two timing variables was to test the effects of
pitch-shifted feedback during relatively steady stateF0 con-
tours and during dynamicF0 contours. Both upward and
downward pitch-shift stimuli were presented to assess
whether stimulus direction interacted with the direction in
the change in the tone associated with each bi-tonal se-
quence. For all three independent variables, we predicted
that response magnitudes would be larger and response la-
tencies and peak times would be shorter than those previ-
ously observed in a static vowel condition. These effects
would suggest the need for a rapid response of sufficient
magnitude to correct for production errors within the syl-
lable.

II. METHODS

A. Subjects

Subjects consisted of six speakers whose first language
was the Beijing dialect of Mandarin Chinese~four females
and two males; ages 20–40!. Subjects reported no history of
hearing loss, neurological deficits and/or speech-language
disorders.

B. Apparatus and stimuli

Subjects were seated comfortably in a small acoustically
shielded chamber and asked to read aloud the experimental
stimuli at approximately 70 dB SPL~self-monitored visually
with a Dorrough Loudness Monitor model 40-A!. Voice out-
put was transduced through an AKG boom-set microphone

~model HSC 200! at a microphone-mouth-distance of 3 cm.
The microphone signal was amplified by a Mackie mixer
~model 1202! and then processed for pitch-shifting through
an Eventide Ultraharmonizer~H3000 SE!. The microphone
signal was then mixed with 70 dB SPL pink masking noise
~Goldline Audio Noise Source, model PN2, spectral frequen-
cies 1 to 5000 Hz! using a Mackie mixer~model 1202-VZL!,
routed through HP 350 dB attenuators, and presented to the
subject over AKG headphones~model HSC 200! at 80 dB
SPL after amplification by a Crown D75-A amplifier. Acous-
tical equipment was calibrated with a Bru¨el & Kjær 2203
sound level meter~A weighting!. During each utterance a
MIDI software program~Max v. 4.1 by Cycling ’74! directed
the Ultraharmonizer to randomly pitch-shift the voice feed-
back upwards or downwards by 200 cents for a duration of
200 ms, or to leave the feedback unchanged~control!. The
Ultraharmonizer automatically shifts pitch in units of cents
because this scale is logarithmically related toF0 and is con-
stant relative to the absoluteF0 of a given subject. The sub-
ject’s voice onset automatically activated the MIDI program
using a locally fabricated Schmitt trigger circuit that detected
a positive voltage (;100 mv) on the leading edge of the
amplified vocal waveform and produced a TTL pulse with
less than 1 ms delay. The output of this circuit then was fed
to a modified Macintosh mouse to simulate a ‘‘mouse click.’’
The pointer of the mouse was kept stationary during an ex-
periment over a ‘‘button’’ on the MIDI software program,
and when a vocalization began, the trigger circuit activated
the mouse to initiate the MIDI program. The MIDI program
then presented a randomized signal to the Harmonizer. The
variability in the timing of the MIDI output from the onset of
the pulse from the vocal detection circuit was about 25 ms.
The MIDI signal to the harmonizer was either a command to
produce no shift in pitch feedback, an increase or a decrease
in pitch feedback to the subject. The variability in the delay
time for the harmonizer to present a pitch-shift stimulus was
about 15 ms. Thus, the total variability in the delay time
between onset of vocalization and the presentation of the
pitch-shift stimulus to the subject was about 40 ms.

Subjects read a randomized list of disyllabic nonsense
Mandarin phrases~/ma ma/! printed in Chinese characters,
produced without a carrier frame, consisting of 3 bi-tonal
patterns at a comfortable rate of about 0.5 s per phrase. Simi-
lar syllable sequences were used before in an acoustic study
~Xu, 1997!. The tonal patterns, High-High~H-H!, High-
Rising ~H-R!, and High–Falling~H-F!, were chosen to place
different linguistic demands on speech production seen in
Mandarin~see Fig. 1!. In the H-H phrase, the variation inF0

is rather minimal as compared to both the H-R and H-F
phrases. For the H-R phrase, the speaker must maintain a
relatively highF0 followed by a rapidF0 drop with a sub-
sequent rise. Thus to be perceived as H-R, there must be a
distinct drop inF0 to enable the subsequent rise, and both of
these changes must differ from theF0 of the ‘‘High’’ tone.
The H-F phrase should require greater precision than the
H-H phrase because the ‘‘Falling’’ tone must be clearly dif-
ferentiated from the ‘‘High’’ tone. However, accuracy at the
end of the ‘‘Falling’’ tone is inconsequential because glottal-
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ization frequently occurs with the drop inF0 when it is at the
end of an utterance.

The second procedural variable we manipulated was the
timing of the stimulus. Stimuli were either presented rela-
tively early in the first syllable (;100 ms after vocalization
onset! or near the beginning of the second syllable
(;250 ms after vocal onset!. The actual timing of the stimuli
varied from 75–115 ms for the ‘‘100 ms’’ condition and
250–290 ms for the ‘‘250 ms’’ condition. The early timing
condition was designed to disrupt the first~High! tone and
possibly the transition into the second tone~High, Rising or
Falling!, while the later timing would primarily disrupt dy-
namic transitions into the second tone. The timing of the
stimulus with respect to the syllable boundaries varied as a
function of the speed of speaking but was generally within
1/250 ms of the syllable transition.

The final stimulus parameter we manipulated was the
direction of the pitch-shift stimulus. Pitch-shift stimuli were
either upward~increase in pitch of voice feedback! or down-
ward ~decrease in pitch of voice feedback!. In keeping with
previous studies, we anticipated that most responses would
be opposite in direction to the stimulus~compensatory! and
would occur in both stimulus directions. In addition, we an-
ticipated that larger responses would be observed in the H-R
and H-F phrases when the direction of the stimulus was op-
posite to the ongoingF0 modulation at the time of the stimu-
lus presentation. We predicted that for the H-R phrase, a
downward stimulus in the 250 ms timing condition would
elicit a smaller response than an upward stimulus because the
latter would be perceived as a failure to reach the desired low
F0 trajectory, and subjects would respond with a greater re-
sponse magnitude. We also predicted that downward stimuli
occurring during the elevation prior to the tone drop in the
H-F phrase would elicit a larger response than an upward
stimulus.

For each phrase and timing condition, the subject pro-
duced about 20 repetitions as control trials, 20 with an in-
crease in voice pitch feedback, and 20 with a decrease in
pitch feedback. Prior to actual data collection, subjects pro-
duced several practice phrases, and their temporal patterns
were measured for consistency. Consistency was evaluated in
two ways. Our Mandarin speaking experimenter~YX ! lis-
tened to the speech to be certain that the words were spoken
with correct pronunciation. Second, we measured the tempo-
ral patterns of the waveforms on a computer screen to make
sure the durations of each syllable were consistent across
trials. We allowed for variations in timing of individual syl-
lables of approximately 50 ms. If the productions lacked a
consistent temporal pattern, subjects were instructed again
on how to produce the phrases consistently. Consistent pat-
terns were necessary to adjust the MIDI software to deliver
the stimuli at the same relative time in the phrase for each
subject. Between sets of trials, subjects rested and hydrated
themselves.

C. Analysis

The subject’s voice output and auditory feedback was
low pass filtered at 5 kHz and digitized on-line onto a labo-
ratory computer at 10 kHz~12-bit sampling!. A control sig-

nal representing the onset and direction of the pitch-shift
stimulus was digitized as well. In off-line analysis, voice and
auditory feedback signals were low pass filtered~digital fil-
ter, 5th order! at the meanF0 level for each subject, differ-
entiated so as to equalize the waveform amplitude, and then
smoothed with a five-point binomial, sliding window. A
voice F0 analog wave was then extracted using a software
algorithm ~Igor Pro v. 4.06 by Wavemetrics! that detected
positive-going threshold-voltage crossings, interpolated the
time fraction between each pair of sample points that consti-
tuted a crossing, and calculated the reciprocal of the period
defined by the center points. The resultingF0 analog~Hz!
was further transformed into cents, using the following equa-
tion: cents5100 „39.86 log10 (f2/f1)…, where f1 is an arbi-
trary value of 196 Hz and f2 is the voice signal in Hertz. The
conversion of allF0 analog signals to cents allowed for a
comparison ofF0 across different pitch levels and subjects.
An interactive program was then used to generate event-
related averages for each experimental condition. Each syl-
lable phrase was time-aligned to the start of each vocaliza-
tion to reduce the dispersion of temporal variations in theF0

trajectory, marked as to the type of bi-tonal pattern~H-H,
H-R, or H-F!, and sorted based on the pitch-shift stimulus
condition ~up, down, or control!. An average waveform of
the F0 analog was then generated for each bi-tonal pattern
and stimulus condition per subject. Measures of the average
response to the pitch-shift stimuli were made by a compari-
son with the average of the control wave for the specific
condition for that subject.

An additional analysis was performed to estimate the
response latency by determining if the averaged test waves
differed significantly from the averaged control waves. For
this procedure,F0 analog waves were first decimated to 100
Hz. Then at-test~equal variance; two tailed! was performed
comparing all test trials of theF0 analog wave for each con-
dition with the corresponding set of control trials on a point-
by-point basis. That is,t-tests were performed between test
and control trials in 10 ms intervals. The result of this opera-
tion produced a wave comprised of a probability value (p)
between a set of test and control waves for each 10 ms epoch
of the ensemble average. Figure 2 illustrates the relation be-
tween the average waves~A!, ‘‘ p’’ values ~B!, and the dif-
ference wave~C! for one subject. Responses in whichp
values failed to reach a significance level of at least 0.02 and
remain significant for at least 50 ms were defined as nonre-
sponses. Latency was defined as the firstp value that oc-
curred at a significance level of 0.05@the circled value in Fig.
2~b!#. Although a Bonferroni correction would normally be
warranted for multiplet-tests, we believe that rejecting re-
sponses that do not last at least 50 ms is a more conservative
approach to control for type I errors. The logic for this argu-
ment is that the twitch contraction times for most laryngeal
muscles are less than 30 ms~Alipour-Haghighiet al., 1987;
Kempsteret al., 1988; Larsonet al., 1987!, and a response
that lasts at least 50 ms is more likely to represent a neuro-
muscular event than non-muscular signal transients. The re-
sponse magnitude and the time of the peak response magni-
tude were measured from the maximal point on the
difference wave, if these values occurred within a time frame
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defined by significantp values. However, in some cases, the
difference wave was continuously changing throughout the
period defined by significantp values and a peak in the dif-
ference wave could not be defined. In these instances, the
peak time and peak magnitude were measured from the dif-
ference wave at the time indicated by the most significantp
value @the boxed value in Fig. 2~b!#. The response direction
with respect to the stimulus direction was also noted for each
average wave and classified as compensatory or ‘‘follow-
ing.’’ A response was considered to be compensatory if the
response’s direction was opposite to that of the stimulus di-

rection, and conversely, a response was classified as ‘‘follow-
ing’’ if the response was in the same direction as the pitch-
shift stimulus.

For two of the disyllabic sequences there was a large,
rapid drop in theF0 trajectory~H-R, H-F!. In most cases it
was possible to measure a response just before or after the
drop. However, in some cases, the response to the pitch-shift
stimulus appeared to be a timing difference where the experi-
mental average occurred either earlier or later than the con-
trol average~phase-shifted!. In these cases, it was not pos-
sible to measure a change in magnitude and these were
classified as ‘‘nonresponses’’ as a result of a phase-shift.

The statistical analysis of response magnitudes and la-
tencies was done with repeated-measures ANOVAs. In cases
where the averaged signals failed to differ significantly from
control waves, neither latencies nor magnitudes were mea-
sured. These cases resulted in missing data for a subject for a
condition. In order to meet the assumptions of a repeated-
measures ANOVA, the missing data points were replaced
with mean values calculated from the measured data from
other subjects for that condition.

III. RESULTS

Out of a possible 72 averaged responses across subjects
~12 averages per subject across 3 syllable conditions, 2
stimulus directions, and 2 onset conditions!, there were 17
nonresponses, seven ‘‘following’’ responses, and 48 compen-
sating responses. Tables I, II, and III provide a breakdown of
response types across experimental conditions. It is notewor-
thy that no ‘‘following’’ responses were observed for the
H-H productions and only one for the 250 ms timing condi-
tion. Compensating and nonresponses were rather evenly
dispersed across bi-tonal patterns, stimulus timing, and
stimulus direction. Eight nonresponses were due to an appar-
ent phase shift in the observable response. Nine of the non-
responses were those in which the averaged waveform failed
to differ significantly from the control waveform for a dura-
tion of at least 50 ms. The individual responses comprising
the average (;20 responses per average! may have been a

TABLE I. Total number of ‘‘following’’ ~FOL! and compensating~COMP!
responses and nonresponses~NR! across three bi-tonal patterns~H-F, H-H,
and H-R!.

H-F H-H H-R TOTAL

FOL 3 0 4 7
COMP 15 18 15 48
NR 6 6 5 17
TOTAL 24 24 24 72

TABLE II. Total number of ‘‘following’’ ~FOL! and compensating~COMP!
responses and nonresponses~NR! across two timing conditions~100 and
250 ms!.

100 250 TOTAL

FOL 6 1 7
COMP 20 28 48
NR 10 7 17
TOTAL 36 36 72

FIG. 2. ~a! Averaged test wave~heavy black line! superimposed on standard
error of the mean~SE! ~dark gray wide line! in response to a downward
pitch-shift stimulus. Control average wave~thin black line! superimposed on
SE ~light gray wide line!. The square wave at the bottom indicates time and
direction of stimulus~vertical dimension not to scale!. ~b! Probability (p)
values resulting from at-test comparison of test and control waves~see the
text for details!. The circled point is defined as response latency and the
boxed point is the time of peak response magnitude.~c! The difference wave
calculated by subtracting control from the test average wave.

TABLE III. Total number of ‘‘following’’ ~FOL! and compensating~COMP!
responses and nonresponses~NR! across stimulus direction~DOWN and
UP!.

DOWN UP TOTAL

FOL 2 5 7
COMP 27 21 48
NR 7 10 17
TOTAL 36 36 72
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mix of compensatory and ‘‘following’’ in direction. This may
have resulted in the average being classified as a nonre-
sponse due to cancelling of individual compensatory and fol-
lowing responses. However, it is difficult to make such de-
terminations because of waveform variability. This is the
reason for relying on the criteria of significant differences in
average responses for determining whether responses oc-
curred or did not.

There were a variety of responses types across subjects
with the different phrases. For the H-H phrase, all responses
occurred, by default, during steadyF0 productions. For the
H-R phrase, some subjects produced a response prior to the
drop in theF0 trajectory, some during the drop, and some at
the bottom of the trajectory. Most of the latter responses
were observed with the 250 ms timing condition, however, a
few were noted for the 100 ms timing condition as well. For
the H-F phrase, most responses occurred prior to the drop in
the F0 trajectory, while a few occurred during the drop.

Figures 3 and 4 illustrate characteristic average re-
sponses to pitch-shifted stimuli~thick black lines with error
bars! superimposed on average control curves~thin lines
with error bars!. Also shown are mathematical simulations
~dashed lines with no error bars!, which will be discussed
subsequently. Figure 3~H-H! displays representative data
from one subject for the bi-tonal pattern~H-H! for increasing
and decreasing pitch feedback under the 100 ms timing con-
dition. The beginning of the traces on the left is 50 ms after
vocal onset; vocal onset is not shown because of the large

change in the cent magnitude with the onset of voicing. On
the left side, an upward shift in pitch feedback shortly after
vocal onset~indicated by the bottom trace representing the
direction and timing of the stimulus! led to a decrease in the
average response when compared with the control average.
The response average drops below the control average at
approximately 106 ms following the stimulus onset~latency!
and reaches a peak depression~maximal separation between
the control and response averages! of 259 cents at 165 ms
~arrow!. Following the peak response, the traces of the re-
sponse and control averages converge following the stimulus
offset. The traces on the right in Fig. 3~H-H! represent the
average response to a downward pitch-shift stimulus. The
response latency occurs closer to 117 ms, and the response
peak~38 cents! occurs at about 151 ms.

In Fig. 3 ~H-R!, the stimulus again begins 100 ms after
onset of the ‘‘High’’ tone and ends at about the time theF0

trajectory starts its descent toward the ‘‘Rising’’ tone. For
both the increasing and decreasing stimuli, the response
~thick lines with error bars! peaks prior to the beginning of
the downward trajectory. The response to the downward
stimulus approaches the trajectory of the control waves~thin
lines with error bars!, but never reaches it due to the time lag

FIG. 3. Control~thin black line! and test average waves~thick black line!
during H-H, H-R, and H-F sequences at the 100 ms stimulus timing condi-
tion. Heavy dashed lines are simulations produced by the model~see the
text!. The vertical arrow indicates time where the response magnitude was
measured for this trace~see the text!. Error bars represent the standard error
of the mean for a single direction. The inset shows an expanded portion of
average waves. Curves at the bottom indicate the time and direction of the
stimulus. For all panels, the stimulus onset occurred approximately at 0.1 s.
The x-axis ~time! starts at 0.05 s, which is 0.05 s after vocalization onset.
Note that they-axis differs for each plot.

FIG. 4. Control~thin black line! and test average waves~thick black line!
during H-H, H-R, and H-F sequences at the 250 ms stimulus timing condi-
tion. Error bars represent standard error of the mean for a single direction.
H-R, ‘‘#’’ marks large difference between control and test waves mentioned
in text. H-F, ‘‘* s’’ indicate rise in F0 prior to major drop~see the text!.
Heavy dashed lines are simulations produced by model~see the text!. Stimu-
lus onset began at 0.25 s following vocal onset. In all illustrated examples,
differences between control and test averages were statistically significant.
Thex-axis ~time! starts at 0.1 s, which is 0.1 s after vocalization onset. Note
that they-axis differs for each plot. See the legend of Fig. 3 for further
details. All traces for Fig. 3 and 4 were taken from the same subject.
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in the response trace. Such time lags were common in most
subjects. The response to the upward stimulus peaks and then
crosses the trajectory of the control wave as it seems to over-
shoot the control wave slightly. This behavior again could be
interpreted as a time lag in the perturbed response. In both
cases, responses occur prior to the end of the stimulus and
are incorporated into the overallF0 trajectory associated
with the bi-tonalF0 configuration.

For H-F phrases~Fig. 3!, the F0 remained at a higher
level for a longer duration of time than was seen for the H-R
phrases. Thus, the responses were seen during the steady
phase of theF0 prior to the ‘‘Falling’’ tone. The absolute
response magnitude~59 cents! to the upward shift~left! is
larger than that~41 cents! to the downward shift~right!, as
predicted for the risingF0 trajectory prior to the drop inF0 .
Following the early response, an apparent phase lag was seen
during the ‘‘Falling’’ tone~Fig. 3 ~H-F! left!, and is similar to
the phase-lag observed for the H-R phrases.

Figure 4 illustrates examples of responses to pitch-shift
stimuli delivered 250 ms following vocal onset for the same
subject as in Fig. 3. In these cases, the stimulus began during
the first tone and terminated during the second tone. In the
case of the H-H phrase~Fig. 4!, responses are very similar to
those seen in the 100 ms condition. That is, the overallF0

trajectory was relatively flat through the entire phrase, and
the responses compensated for the pitch-shifted auditory
feedback. For both the H-R and H-F conditions, the stimulus
was present during the time when there was a major reduc-
tion in F0 . There are three major observations for the re-
sponses in these conditions. First, sometimes a response ap-
peared before the major drop inF0 for the H-F phrases, as
seen in Fig. 4~H-F, left and right, indicated by ‘‘* ’’s !. Be-
cause the high tone of the H-R phrase was shorter in duration
than that in the H-F phrase, this early response prior to the
drop inF0 was typically not seen in the H-R phrase. Second,
the onset of the response during the high tone of the phrase
also was accompanied by a phase-shift, which became appar-
ent by the end of the phrase in Fig. 4~H-F, both left and
right!. Both phase leads and phase lags of response with
respect to the control were observed. Third, there was fre-
quently a large difference between the control and response
waveforms that occurred near the bottom of the contour as-
sociated with the beginning of the finalF0 rise @‘‘#,’’ Fig. 4
~H-R!#. Since the H-F phrase did not have a transition and
since vocalization frequently ceased at or near the low point
of the ‘‘Falling’’ tone, it was not possible to measure a re-
sponse at the bottom of the trajectory.

Quantitative measures in Tables IV, V, and VI provide
means and S.D.’s of response latency, magnitude, and peak
time across subjects and conditions. The latency values
shown in these tables vary from 147 to 184 ms. However,

when values are broken down by specific conditions~Table
VII !, latencies for two of the H-H and one H-F condition
were less than 130 ms. Latency values in other conditions
were close to 200 ms. The overall median latency was 143
ms. For a statistical analysis of latency measures, a square
root transformation was done to achieve a normal distribu-
tion. A three-factor repeated-measures ANOVA was per-
formed on latency with phrase type, direction, and stimulus
timing as independent variables. No main effects were found.
However, there was a significant interaction between phrase
type and stimulus direction@F(2,10)55.09, p50.03#. The
latencies for both the H-H and H-F phrases increased for the
downward stimuli compared to the upward stimuli, whereas
for the H-R phrase, latencies decreased for the downward
stimuli. The shorter latency for the H-R phrases with down-
ward stimuli may indicate that when a planned drop inF0

coincides with the approximate time of a downward re-
sponse, the response latency is reduced~for the H-R phrase,
the drop in theF0 trajectory occurs sooner than in the H-F
phrase!. Although there appeared to have been a dramatic
decrease in latency comparing the 100 ms and 250 ms timing
conditions for the H-F condition as a function of stimulus
direction, there was no overall effect on latency. Neverthe-
less, this change is in the same direction as changes in the
peak time measures~see below!. A similar finding was re-
ported previously by Hainet al. ~2000! for sustained vowels.

A three-factor repeated measures ANOVA was per-
formed on magnitude with phrase type, stimulus timing, and
stimulus direction as independent variables. Significant main
effects on response magnitude were found for phrase type
@F(2,10)59.36, p50.005# and stimulus direction@F(1,5)
512.7, p50.016# ~Table VIII!. Post hoc testing revealed
that responses for the H-R and H-F phrases were signifi-
cantly larger than those for the H-H phrase (p50.008 and
p50.020;post hocSheffé!. Response magnitudes were gen-
erally greater for downward than upward stimuli. A signifi-
cant interaction was observed between phrase type and
stimulus timing@F(2,10)55.19, p50.028#, which was due
to the much greater increase in response magnitude for the
H-R and H-F phrases compared to the H-H phrase. A signifi-
cant interaction was also observed between stimulus timing
and stimulus direction@F(1,5)517.43, p50.009#. This ef-
fect may be due to the much greater increase in response
magnitude between the upward and downward stimuli for

TABLE IV. Mean latency~sd! in ms, magnitude~sd! in cents, and peak time
~sd! in ms across three bi-tonal patterns.

PHRASE LAT „sd… MAG „sd… PT „sd…

H-F 174 ~79! 83 ~50! 251 ~73!
H-H 147 ~41! 49 ~20! 228 ~45!
H-R 171 ~70! 84 ~45! 235 ~70!

TABLE V. Mean latency~sd! in ms, magnitude~sd! in cents, and peak time
~sd! in ms across timing conditions.

TIMING LAT „sd… MAG „sd… PT „sd…

100 184 ~77! 69 ~42! 254 ~76!
250 148 ~50! 74 ~44! 225 ~49!

TABLE VI. Mean latency~sd! in ms, magnitude~sd! in cents, and peak time
~sd! in ms by stimulus direction.

DIRECTION LAT „sd… MAG „sd… PT „sd…

DOWN 165 ~67! 85 ~49! 237 ~68!
UP 164 ~65! 58 ~29! 240 ~60!
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the 250 ms timing condition compared with the 100 ms tim-
ing condition, most apparent for the H-R and H-F phrases.
When examined across both timing and direction conditions,
response magnitudes for both H-R and H-F phrases were
greatest for downward stimuli with the 250 ms timing con-
dition. This observation does not seem to confirm our hy-
pothesis that response magnitudes should be larger for up-
ward directed stimuli when theF0 trajectory is downwards.
We note, however, that the exact timing of the stimulus with
respect to theF0 trajectories varied with changes of speaking
rate, both within and across subjects. As a result, for both
H-R and H-F, the 250 ms stimuli coincided sometimes with
the downward movement of theF0 trajectory, sometimes
with the upward movement, and sometimes with both of
them. This variability in timing may have precluded the iden-
tification of systematic changes in response magnitude ac-
cording to our hypotheses. Nevertheless, the H-F response
measures made at the time of the slight rise inF0 preceding
the large drop inF0 @Figs. 3~H-F! and 4~H-F!#, produced, as
predicted, larger responses for downward stimuli compared
with upward stimuli@F(1,16)59.06, p50.008#.

A three-factor repeated measures ANOVA was per-
formed also on peak time with phrase type, stimulus timing,
and stimulus direction as independent variables~Table IX!.
There were no significant main effects. However, there was a
significant interaction between phrase type and stimulus tim-
ing @F(2,10)55.05, p50.03#. For the H-R and H-F
phrases, peak times decreased for the 250 ms timing condi-
tion compared with the 100 ms timing, while for the H-H
phrase, peak times increased between these two timing con-
ditions. Overall, mean peak times were 238 ms. Thus, there
was a reduction in latency and peak time measures when the
pitch-shift stimuli occurred closer in time to the drop in the
F0 trajectory.

IV. MODELING OF RESPONSES

We simulated our data using a previously published
model of responses to pitch-shift stimuli for sustained vowel
phonations~Hain et al., 2000!. Our purpose was to not to
reproduce experimental data, but rather to compare timing
and magnitude of responses for the present speech task to
responses expected for non-speech tasks. Figure 5 shows the
main features of the model and Figs. 3 and 4 contain simu-

lations to be compared with experimental data. The model of
pitch stabilization uses negative feedback and delays to
simulate compensatory responses to perturbations in the
pitch of auditory feedback. The purpose of this approach was
to be able to compare timing and magnitude of responses
here to those predicted by this model, which was previously
optimized for simulation of a nonspeech task.

In producing the output shown in Figs. 3 and 4 the con-
trol F0 was used as the desiredF0 signal. There were several
differences between simulation and experimental responses
that can be seen from an inspection of Figs. 3 and 4. Experi-
mental responses frequently began earlier than the simulation
and were often larger. This is consistent with the finding of
earlier and larger magnitude responses for the present data
than for previous studies of less behaviorally relevant pro-
ductions. Experimental responses also tended to lag control
and simulation traces for the 100 ms delay condition~Fig. 3!,
which was not consistent for the 250 ms delay~Fig. 4!. This
observation suggests that given enough time, perturbations
may slightly slow down production of the next syllable.

V. DISCUSSION

We conducted the present experiment with three main
questions in mind. First, would native speakers of Mandarin
respond to pitch-shifted auditory feedback during natural
production of bi-tonal sequences by changing their vocal
pitch to compensate for the pitch-shift? The answer to this
question is ‘‘yes’’—most subjects responded to pitch-shift
stimuli with a compensatory change in voiceF0 during the
production of bi-tonal sequences, which consisted of various
F0 rises and falls. These results are compatible with those of
previous studies~Donath et al., 2002; Jones and Munhall,
2002; Natkeet al., 2003!. Several ‘‘following’’ responses
were also observed, which have been previously reported for
sustained vowel productions.

Our second experimental question was as follows:
Would the responses be fast enough to make a difference
before the production of a tone is completed? The answer to
this question seems to be ‘‘sometimes.’’ The median re-
sponse latency~143 ms! was shorter than the 200 ms latency
found by Jones and Munhall~2002!, which may relate to
differences in methods. Many responses had latencies less
than 130 ms, and some were close to 100 ms. These latencies

TABLE VII. Mean latency~sd! in ms across three phrase types, two timing conditions, and two stimulus directions.

PHRASE H-H H-R H-F

TIMING 100 250 100 250 100 250

DIR UP 127 ~38! 124 ~25! 192 ~46! 192 ~74! 210 ~91! 121 ~21!
DOWN 174 ~55! 159 ~36! 162 ~93! 138 ~51! 243 ~100! 146 ~55!

TABLE VIII. Mean response magnitude~sd! in cents across three phrase types, two timing conditions, and two stimulus directions.

PHRASE H-H H-R H-F

TIMING 100 250 100 250 100 250

DIR UP 42 ~15! 51 ~30! 85 ~43! 58 ~27! 56 ~26! 51 ~24!
DOWN 50 ~14! 48 ~20! 91 ~65! 105 ~20! 78 ~43! 129 ~51!
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are shorter than those reported by previous studies on pitch-
shift experiments with nonsense syllables in German and
prolonged vowels in Mandarin~Donath et al., 2002; Jones
and Munhall, 2002; Natkeet al., 2003!, but are comparable
to the latencies previously reported with sustained vowels
~Hain et al., 2000; Larsonet al., 2001!. However, several
responses had longer latencies, similar to those reported by
Jones and Munhall~2002!, and are also similar to secondary
responses previously reported during sustained vowels~Bur-
nett et al., 1998; Hainet al., 2000!. Yet, the median latency
of ;143 ms is shorter than the syllable duration of the Man-
darin syllables for similar CV structures found in Xu~1997!:
186 ms for /ma/ with many tonal combinations~duration
values unpublished before!, or Xu ~1999!: 180 ms for /mao/,
/mi/, /mo/, /na/, /mai/ and /tao/, also with many tonal com-
binations. That is, with a delay less than a syllable~143 ms!,
the compensation can begin. Nevertheless, the mean re-
sponse latency (;164 ms) was comparable to average syl-
lable length. Moreover, response peak times (;238 ms) also
occur after the average syllable has completed. Thus, due to
variability in response latency, some responses are fast
enough to make a difference within a phrase, but on average
the responses are quite late compared to the syllable dura-
tion.

Our third question was whether the latency and magni-
tude of the compensatory responses would be generally

faster and larger than those observed in conditions involving
only nonspeech. There were four observations that supported
this hypothesis. First, the response magnitudes during the
production of natural tone sequences found in the present
study are indeed significantly larger than those reported for
sustained vowels~Burnettet al., 1998! and are slightly larger
than those reported during German nonsense speech~Donath
et al., 2002! or in a previous investigation of Mandarin tones
produced with prolonged vowels~Jones and Munhall, 2002!.
Second, responses during the dynamic H-R and H-F phrases
were generally larger than in the static H-H phrase. This
indicates that auditory feedback may be more important for
dynamic control ofF0 than static control. Third, during the
slight rise inF0 prior to the drop in the H-F phrase, response
magnitudes were larger for downward stimuli compared to
upwards stimuli. Finally, response latency decreased with
downward stimuli in the H-R phrase, indicating that the sys-
tem can alter timing of responses in addition to the magni-
tude depending on the need for auditory feedback to help
control voiceF0 . Moreover, in a recent study, Natkeet al.
~2003! reported that responses were larger during singing
than during speech, and presumably singing requires greater
F0 accuracy than speech. It is noteworthy that the response
magnitudes reported in the present study are approximately
the same as those reported during singing~Natke et al.,
2003!, and suggestF0 control in Mandarin is as sensitive to
auditory feedback as is in singing. Task-dependent modula-
tion of reflexes, or other types of stereotypic responses to
stimulation has been observed in many systems and is gen-
erally interpreted to reflect dependence of accurate motor
execution on sensory monitoring~Gracco and Abbs, 1989;
Gracco and Abbs, 1985; Saltzmanet al., 1998; Shaiman,
1989; Shaiman and Gracco, 2002!.

An important experimental design feature of this study
was the accurate timing of the stimuli with respect to the
speech tokens. Care was taken to make sure stimuli were
presented at the same approximate time in each of the
phrases for all speakers by careful coaching of subjects,
monitoring of signals produced by the subjects, and the use
of a voice activated trigger circuit. However, we were unable
to precisely control the timing of the MIDI program or the
processing by the harmonizer, which together produced
about 40 ms variability in timing. Because the primary goal,
ascertaining whether production ofF0 contours during nor-
mal speech would be affected by perturbed auditory feed-
back, was supported by responses to pitch-shifted voice feed-
back within single or disyllabic phrases, the variability in
stimulus timing does not appear to be a serious concern.
However, stimulus timing variability may have contributed
to the variability in the responses, and if future studies are
able to deliver stimuli with greater control than was done in

FIG. 5. Mathematical model of pitch stabilization. On the left side,Desired
F0 is input. Corrections are added at the summing junction at the center,
bottom to produceF0 . Corrections are computed by comparing perceived
F0 ~the upper right hand part of the diagram! with Expected F0 . Perceived
F0 is delayed by 130 ms with respect toF0 reflecting delays in registration
and production of sound.Expected F0 is also delayed by 130 ms so that both
signals are in the same time frame. The difference betweenExpected F0 and
Perceived F0 , Error, is filtered and used to adjust theF0 signal.

TABLE IX. Mean response peak time~sd! in ms across three phrase types, two timing conditions, and two stimulus directions.

PHRASE H-H H-R H-F

TIMING 100 250 100 250 100 250

DIR UP 217 ~63! 249 ~30! 224 ~56! 240 ~88! 284 ~63! 204 ~46!
DOWN 216 ~67! 224 ~38! 261 ~79! 202 ~51! 312 ~130! 223 ~33!
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the present study, results may more accurately reflect the
degree to which auditory feedback is normally used to help
regulate voiceF0 during speech.

With respect to our mathematical modeling, the model
of Fig. 5, which serves well to simulate feedback driven
modulation of sustained vowel phonations, accounts for gen-
eral features of the responses during speech such as direction
and approximate timing. A comparison between the simula-
tions and experimental data in Figs. 3–4 illustrate that this
model of vowel phonation fails to reproduce three aspects of
speech. While it would be possible to adjust parameters of
the model to fit the experimental data, we feel that it is more
important to point out that these differences indicate that the
auditory feedback stabilization system for speech is either
separate from that used for vowel phonation, or that a com-
mon system can be rapidly reconfigured according to the
demands of the task.

The first difference is that the model of vowel phonation
fails to simulate the larger size of responses found under
some speech conditions. In the context of the model, this
would suggest that the gain of the feedback loop~incorpo-
rated in the ‘‘Filter’’ element in Fig. 5! is not fixed but rather
can be varied, to account for this task-dependence. Response
modulation has been found to occur in other systems as a
function of motor activities such as walking, arm move-
ments, cycling and grasping~Brookeet al., 1991; De Serres
et al., 1995; Doemges and Rack, 1992; Dufresneet al.,
1980; Stein and Capaday, 1988; Zehret al., 2001!.

The model also does not produce responses with laten-
cies less than 130 ms, while experimentally such responses
were noted. In the context of the model, reduced latencies
could be obtained by reducing the matched delay elements.
This again suggests that the auditory feedback stabilization
mechanism can be modified substantially and rapidly de-
pending on the specific task at hand.

Finally, the model does not produce enduring lags~de-
lay! of perturbed vocalizations compared to control vocaliza-
tions, such as is seen in some traces of Fig. 3. Such lags
presumably reflect intervention of other processes outside of
the mechanisms that stabilizeF0 . A possible explanation of
these lags is that the rate of speech is slowed by mismatches
between intended and perceivedF0 . A speaker may simply
be slowed down when a dissonance is detected. Another pos-
sibility is that the triggering of syllables is, to some extent,
delayed by dissonance between intended and perceivedF0 .
This mechanism would predict an enduring lag between per-
turbed and controlF0 trajectories and would also account for
the response durations that exceed a single syllable, as has
been reported in nonsense syllables~Donath et al., 2002!.
The observation that response magnitudes and timing varied
as a function of the bi-tonal sequences supports the theory
that this mechanism helps the speaker control voiceF0

across adjacent syllables. In tone languages this feature
would be lexically relevant and in nontonal languages it
would be important for the intonational aspects of speech
production.

VI. CONCLUSION

We introduced pitch-shifted auditory feedback to native
speakers of Mandarin while they were saying disyllabic se-
quences with different tonal combinations at a natural speak-
ing rate. They reacted to the auditory feedback with compen-
satory pitch changes in most trials. The majority of the
compensatory pitch changes occurred significantly sooner
~143 ms! than the durations of typical Mandarin syllables
~180 ms!. In some conditions, latencies were short enough
(,130 ms) for the response to correct for perturbations
within the syllable, while in other cases latencies were too
long. These findings, along with the observation that re-
sponse magnitudes during tonal sequences involving dy-
namicF0 trajectories were larger than sequences with a static
F0 trajectory, suggest the system may modulate the re-
sponses depending on the demand for auditory feedback to
facilitate accurate and timely adjustments inF0 control. Al-
though the responses were both faster and larger than those
during the production of sustained vowels~Burnett et al.,
1998; Hainet al., 2000; Larsonet al., 2001!, they are similar
to those during singing~Natkeet al., 2003!, suggesting that
the production of tones requires a close control of voiceF0

similar to that used in singing. A simple mathematical model
incorporating negative feedback was able to simulate the
general features of the response patterns. This suggests that a
control mechanism based on similar principles may be be-
hind the observed compensatory responses. The modeling
simulation also shows that both the timing and the magnitude
of this control mechanism can be modified substantially and
rapidly depending on the specific task at hand.
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Sex differences in voice onset time: A developmental study
of phonetic context effects in British English
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Voice onset time~VOT! data for the plosives /p b t d k g/ in twovowel contexts~/{ Ä/! for 5 groups
of 46 boys and girls aged 5; 8~5 years, 8 months! to 13;2 years were investigated to examine
patterns of sex differences. Results indicated that there was some evidence of females displaying
longer VOT values than the males. In addition, these were found to be most marked for the data of
the 13;2-year olds. Furthermore, the sex differences in the VOT values displayed phonetic context
effects. For example, the greatest sex differences were observed for the voiceless plosives, and
within the context of the vowel /i/. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1768256#

PACS numbers: 43.70.Ep, 43.70.Gr@AL # Pages: 1179–1183

I. INTRODUCTION

There are relatively few studies documenting sex differ-
ences in VOT, and some report sex differences in VOT for
both adults and children~Koenig, 2000; Ryallset al., 1997;
Swartz, 1992; Whiteside and Marshall, 2001!. Furthermore,
the general pattern suggests that women produce longer VOT
values than men~e.g., Koenig, 2000; Ryallset al., 1997;
Swartz, 1992!. The factors which contribute to these sex dif-
ferences have not been fully established but suggestions have
included aerodynamic, physiological and anatomical factors
~e.g., Koenig, 2000; Swartz, 1992!. It has also been sug-
gested that sociophonetic factors could go some way in ex-
plaining sex differences in VOT in one particular accent of
British English ~e.g., in Sheffield, South Yorkshire! @see,
Whiteside and Marshall~2001! for a discussion#.

Given the evidence for emerging sex differences during
preadolescence, adolescence and postadolescence in the fre-
quency components of speech~e.g., Leeet al., 1999!, it is
conceivable that VOT patterns may also continue to develop
during adolescence. Therefore, sex differences in spectral
components that may be emerging by this time may also be
present in temporal components of speech such as VOT.
There is some evidence to support the emergence of sex
differences in VOT in the plosives /p b t d/ within a single
vowel context~/i/! of a group of 30 preadolescent children
between the ages of 6;9~6 years, 9 months! and 10;7~10
years, 7 months! ~Whiteside and Marshall, 2001!. The sex
differences which emerged were characterized by the girls
having longer VOT values for the voiceless plosives /p t/
compared to the boys at age 10;7. Furthermore, the net effect
of these sex differences resulted in the girls’ VOT patterns
displaying a more marked ‘‘voiced’’/‘‘voiceless’’ contrast at
age 10;7 for the cognate pairs /p b/ and /t d/.

One aim of the current study was to supplement the
results of the aforementioned study in a number of different
ways. First, new participants representing a wider age range

were recruited to the study. In addition, speech data repre-
senting a richer phonetic inventory were gathered to explore
sex and age differences in VOT patterns further. The VOT
data of the full set of English plosives~/p b t d k g/! were
examined in two peripheral vowel contexts~/{ Ä/! to gather
additional data on the extent to which age and sex differ-
ences in VOT patterns may be influenced by phonetic con-
text. Age and sex differences, and their interaction with dif-
ferent phonetic contexts, are more well established in the
frequency domain of speech parameters such as vowel for-
mant frequencies~Traunmüller, 1988!. However, there is a
lack of published data on how the interaction of factors such
as age, sex and phonetic context affect the development of
temporal speech parameters such as VOT. By investigating
the effects of sex, age and phonetic context on VOT patterns,
this study aims to add to the body of published data on
individual differences in VOT~e.g., Koenig, 2000, 2001;
Whiteside and Marshall, 2001!, and how this temporal pa-
rameter develops in children between the ages of 5;8 and
13;2 years.

II. METHODOLOGY

A. Participants

Five groups of participants from two schools in Shef-
field were recruited to the study:~i! mean age 5;8 years;n
56; (i i ) mean age 7;10 years;n510; (i i i ) mean age 9;10
years;n510; (iv) mean age 11;10 years;n510; and (v)
mean age 13;2 years;n510. Equal numbers of boy and girls
participated in each age group. All subjects:~i! spoke with a
similar regional accent; (i i ) had lived in Sheffield all their
lives and within 3–5 miles of the school; (i i i ) had age-
appropriate intelligence levels as judged by the class teacher;
( iv) were monolingual speakers of English; (v) had no
speech, language or hearing problems; and (v i ) volunteered
to participate in the study with parental consent.

B. Speech stimuli

All subjects produced five repetitions of each of the plo-
sives /p b t d k g/ in a syllable initial position within the

a!Electronic mail: s.whiteside@sheffield.ac.uk.
b!Present address: Speech and Language Therapy Department, Hull and East

Riding Community NHS Trust, Victoria House, Park St, Hull HU2 8TD.
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phrase frame of ‘‘Say /pi, bi, ti, di, ki, gi, pat, bat, tat, dat,
kad, gad/again.’’ The phrases and target plosives were elic-
ited from the children in a randomized order using a repeti-
tion task via live presentation. A repetition task was chosen
in preference to either a reading task, or a picture naming
task for a number of reasons. First, because the study in-
cluded very young children with a range of reading abilities,
this would have more than likely had an effect on the chil-
dren’s VOT values. Second, it would not have been possible
to elicit correct renditions of the word ‘‘ghee’’~/gi/! in a
reading paradigm, as the lexical item in question is both
borrowed~Hindi! and occurs infrequently in both spoken and
written English. Third, it was not possible to represent all the
target syllables pictorially to the children.

C. Recording and analysis

The speech data were recorded in a quiet room. Data
was recorded directly onto a DAT~digital audio tape! re-
corder ~Sony, model TCD-D3!. Subsequently, speech
samples from each subject were digitized onto a Kay Elem-
etrics Computerized Lab~CSL! model 4300 using a sam-
pling rate of 16 kHz. From this digital information, sound
pressure waveforms and wideband~146 Hz! FFT spectro-
grams were generated and displayed. A bandwidth of 146 Hz
provided adequate temporal resolution to take VOT measure-
ments which were made directly from the spectrograms by
measuring the distance between the release of the plosive to
the onset of voicing~marked by the first visible sign of low
frequency periodic acoustic activity in the spectrograms!.
The point of the plosive’s release was taken at the first tran-
sient burst for all samples, including those which displayed
multiple bursts. In the cases where measures of VOT needed
validation, sound pressure waveforms were used. In the cases
where both the speech waveform and the spectrogram were
referred to for validation, the VOT measurement was taken
from the same data source. In the cases where VOT was
unclear, e.g., plosives being released with affrication or the
presence of background noise, the speech sample was dis-
carded.

To ensure consistency in the VOT measurements, a test
of interrater reliability was carried out. The interreliability
measures were conducted by randomly selecting one subject
from each of the five age groups for reanalysis by a second
rater. A Pearson’s product-moment correlation was used to
calculate the level of interrater reliability. A significant cor-
relation coefficient (r 50.978, p,0.0001) demonstrated a
high level of interrater reliability.

III. RESULTS

The median, mean and standard deviation values for
VOT measurements are given in Table I by plosive~/p, b, t,
d, k, g/!, vowel context~/i/ and /Ä/! and sex for the five age
groups~i! 5;8 years, (i i ) 7;10 years, (i i i ) 9;10 years, (iv)
11;10 years, and (v) 13;2 years. Table I illustrates the com-
parability between the median and mean values. In addition,
the mean values for the VOT measurements are depicted in
Fig. 1. The VOT values across all age groups and subjects
displayed expected patterns by place of articulation, and

‘‘voiced’’/‘‘voiceless’’ status; ‘‘voiced’’ plosives displayed
shorter values than their ‘‘voiceless’’ cognates, and bilabial
plosives displayed the shortest values, and velar plosives the
longest. The order of magnitude of mean VOT values by
plosive for all subjects was as follows: b~18 ms!,d ~25
ms!,g ~38 ms!,p ~60 ms!,t ~81 ms!,k ~82 ms!. In addi-
tion, the VOT values across all subjects and age groups dis-
played longer values within the context of the vowel /i/~see
Fig. 2!.

With respect to developmental trends, the VOT data for
the 5;8-year olds displayed a tendency for longer VOT val-
ues compared to the older age groups~see Table I and Fig.
1!. In addition, the data for the 5;8-year olds displayed in-
consistent trends in mean and median values with respect to
sex differences. For example, longer values were observed
for the females for some plosive and contexts~e.g., /tÄ/, /di/
and /kÄ/!, but not for others~e.g., /dÄ/ and /gÄ/! ~see Table I
and Fig. 1!. There were consistent trends of longer VOT
values for the females in the data of some of the older age
groups ~e.g., the data for the 7;10-, 9:10-, and 13;2-year
olds!. ~See Table I and Fig. 1.! Therefore, in order to exam-
ine the effects of sex on VOT values, Mann-Whitney U tests
were carried out for four of the five age groups. Tests were
not carried out for the 5;8-year olds due to the very small
number of participants in this age group. Separate tests were
run for each of four age groups~7;10 to 13;2 years!, and for
each plosive and vowel context. Mean VOT values for each
subject were used in these nonparametric tests~for each age
group: n55 for M, and n55 for F!. Results indicated the
following significant sex differences (p,0.05, two tailed!:
~i! age 7;10 years—/dÄ/ (Z22.611)—here females dis-
played longer VOT values;~ii ! age 9;10 years—/pi/ (Z
21.984), /pÄ/ (Z22.193), /dÄ/ (Z21.984)—females dis-
played longer VOT values for all three phonetic contexts;
~iii ! age 11;10 years—/bi/ (Z21.984)—here males displayed
longer VOT values compared to the females; and~iv! age
13;2 years—/pi/ (Z22.402), /ki/ (Z22.193), /kÄ/ (Z
21.984)—females displayed longer VOT values for all three
phonetic contexts. In addition, the following data displayed
trends towards significant differences (p,0.1): ~i! age 7;10
years—/gi/ (Z21.776)—here females displayed longer VOT
values; ~ii ! age 9;10 years—/ti/ (Z21.776)—females dis-
played longer VOT values;~iii ! age 13;2 years—/ti/ (Z
21.776), /di/ (Z21.776)—females displayed longer VOT
values for both phonetic contexts.

IV. DISCUSSION

The VOT data for the plosives by place of articulation,
and within the two different vowel contexts, replicate find-
ings that are widely documented in the literature~e.g., Lisker
and Abramson, 1964; Nearey and Rochet, 1994; Port and
Rotunno, 1979; Ryallset al., 1997!. However, given the dif-
ferences in the syllabic structures representing the two vowel
contexts, it is difficult to ascertain the true extent of the
vowel context effects on the VOT values. This requires fur-
ther investigation, but controlling for all aspects of phonetic
context ~i.e., syllable structure, place of articulation, vowel
context! could only be achieved if real and nonwords were
used as speech stimuli.
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When the VOT data were examined for age-specific
trends, it was found that the 5;8-year olds displayed a ten-
dency for longer VOT values compared to the older age
groups, a finding which corroborates earlier evidence~Kent
and Forner, 1980!. When the data were examined for sex
differences, significant effects were found to be inconsistent,
and varied with age and phonetic context. Where significant
effects were found, all but one of these~age 11;10 years—/
bi/! indicated that the females had significantly longer VOT
values than the males. These trends corroborate the findings
of an earlier developmental study~e.g., Whiteside and Mar-
shall, 2001!.

Upon closer inspection of the data it is possible to see
that the 9;10- and 13;2-year olds displayed the largest num-

ber of significant sex differences across the different pho-
netic contexts. However, although the 9;10- and 13;2-year
olds displayed the same number of significant differences
across the full range of phonetic contexts, the magnitude of
these sex differences appeared to be greater for the 13;2-year
olds ~see Table I and Fig. 1!. Furthermore, when the trends
towards significance (p,0.1) were examined, a greater
number of trends were observed for the 13;2-year olds.
These developmental trends suggest that sex differences in
VOT may be developmental in nature, and that sex differ-
ences in VOT may emerge during adolescence. The more
apparent lack of sex differences, and the inconsistencies in
the data for the 5;8- and 11;10-year olds, deserves some ex-
planation before the developmental emergence of the sex dif-

TABLE I. Median, mean and standard deviation voice onset time values~in ms! for /p b t d k g/ by vowelcontext, sex and age group.

Plosive Vowel

Age 5;8
years

Age 7;10
years

Age 9;10
years

Age 11;10
years

Age 13;2
years

M F M F M F M F M F

/p/
Median 66.9 65.5 46.7 66.5 49.7 66.3 57.9 57.1 46.6 85.2
Mean /i/ 72.5 69.1 53.8 68.4 52.6 71.0 55.1 56.6 50.5 85.6
SD 21.3 26.0 22.1 28.0 15.0 21.8 10.4 10.7 13.3 17.6
Median 69.3 63.1 43.7 65.0 53.3 64.6 48.4 44.7 50.5 55.4
Mean /Ä/ 71.1 70.4 47.9 63.1 52.0 65.7 48.1 47.2 51.0 58.0
SD 17.0 22.6 18.4 26.2 12.4 16.6 13.6 12.2 12.2 13.8

/b/
Median 18.1 13.8 15.9 11.2 18.3 21.6 18.7 13.3 15.2 21.7
Mean /i/ 20.8 18.2 16.5 13.8 20.7 23.6 19.0 14.7 19.8 22.5
SD 9.2 10.5 5.4 7.0 8.7 8.1 5.4 4.2 11.0 7.5
Median 19.6 12.9 14.3 13.6 14.5 17.6 14.8 13.9 14.9 17.1
Mean /Ä/ 21.8 17.2 15.6 14.8 16.2 18.5 15.4 14.4 15.7 18.4
SD 11.8 9.5 7.4 7.7 6.0 8.5 4.4 4.5 5.0 4.7

/t/
Median 94.3 95.5 76.2 105.4 77.3 95.1 81.6 81.2 81.9 98.4
Mean /i/ 102.0 106.5 79.5 104.7 80.0 95.7 80.1 79.5 82.1 99.8
SD 26.4 26.2 23.6 26.9 16.6 20.4 9.7 16.3 12.3 21.5
Median /Ä/ 79.3 114.6 60.9 73.5 67.4 74.4 68.3 63.9 69.0 74.0
Mean 87.9 109.5 63.7 76.4 67.3 75.0 69.3 65.6 67.2 77.2
SD 30.8 23.6 18.7 22.8 18.3 12.4 12.0 15.5 11.5 19.0

/d/
Median 34.6 38.1 18.4 32.1 22.3 32.6 19.6 22.7 22.1 30.4
Mean /i/ 35.1 39.8 24.9 29.5 25.1 35.2 20.9 25.1 24.3 31.4
SD 13.6 16.7 17.7 14.2 11.5 11.6 8.9 6.9 8.0 9.0
Median 26.5 19.9 13.1 23.0 17.1 24.7 17.9 20.4 19.7 23.3
Mean /Ä/ 28.0 21.0 14.8 22.8 19.2 28.0 18.9 21.2 20.9 25.6
SD 9.0 8.6 6.2 7.1 6.5 10.8 6.0 4.0 8.0 7.4

/k/
Median 111.2 94.6 76.9 90.8 74.3 94.1 80.7 74.8 67.2 96.0
Mean /i/ 104.3 94.2 78.4 89.7 78.8 93.9 82.0 74.3 71.1 99.6
SD 23.4 21.4 19.7 22.1 22.0 17.0 11.8 10.3 15.7 22.0
Median 88.8 115.8 76.2 87.8 68.8 78.9 70.1 65.9 70.4 88.4
Mean /Ä/ 96.1 106.8 74.4 87.2 70.1 80.5 72.1 67.3 71.8 90.0
SD 29.2 27.7 23.7 25.9 12.7 18.0 12.8 9.7 12.7 16.9

/g/
Mean 44.8 42.3 36.8 49.0 42.1 45.4 32.8 31.7 36.1 39.4
SD /i/ 46.7 44.3 35.3 50.9 39.4 49.5 33.8 33.1 38.1 43.1

15.8 14.0 14.3 17.0 11.4 13.8 8.9 6.5 11.0 12.5
Mean 41.0 22.6 36.0 31.3 38.9 40.7 25.5 29.4 33.8 34.1
SD /Ä/ 46.7 25.4 36.8 31.0 37.8 42.1 27.5 29.7 33.9 40.6

16.0 9.7 16.1 8.5 10.9 11.4 7.6 8.5 8.6 12.9
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ferences in VOT is discussed. The inconsistent patterns of
sex differences for the 5;8-year olds would not be totally
unexpected, and could be explained in light of evidence
which suggests that the anatomical and physiological vari-
ables which affect voicing and phonatory function show
minimal sex differences around this age~e.g., Hiranoet al.,
1983; Stathopoulos and Sapienza, 1997!. However, due to
the very small number of subjects who participated in this
age group, it would be necessary to gather additional
samples in order to substantiate this suggestion. The lack of
sex differences for the 11;10-year olds is more difficult to
explain in developmental terms as the data for this age group
appear to be out of line with those for the 7;10-, 9;10- and
13;2-year olds~see Fig. 1!. A possible explanation is the
contribution of individual developmental differences to the
findings reported here for such a small sample. Individual
developmental differences in the developmental patterns of
speech are widely documented, and have been found in both
temporal and spectral components of speech~e.g., Hollien

et al., 1994; Smith and Kenney, 1998!. However, further data
would be necessary from this age group in order to deter-
mine the extent of sex differences in VOT as a function of
development.

The significant sex differences and the trends for sex
differences in the VOT values of the 7;10- and 9;10-year
olds are not totally unexpected in light of other acoustic pho-
netic evidence for sex differences in preadolescent children
~e.g., Busby and Plant, 1995!. In addition, the more apparent
sex differences which are present in the VOT values of the
13;2-year olds could be explained in terms of the sexual
dimorphism of the larynx~e.g., Hiranoet al., 1983! and the
vocal tract~e.g., Fitch and Giedd, 1999! which emerge dur-
ing adolescence. It is likely that during this period the female
larynx will have relatively higher levels of tissue stiffness
compared to the male larynx which is going through signifi-
cant developmental change during this developmental phase
of the human lifespan. These higher levels of tissue stiffness
in the female larynx may give rise to increased levels of
glottal resistance~e.g., Netsellet al., 1991; Stathopoulos and
Sapienza, 1997!, which could in turn be contributing to the
longer VOT values observed for the 13;2-year-old females
compared to their male peers~Table I!. The intrinsic pitch
differences that have been observed for a close and elevated
front vowel such as /i/ compared to an open and lowered
back vowel such as /Ä/ @Peterson and Barney, 1952; see,
Netsell et al. ~1991! for a discussion# serve to further illus-
trate the possible contribution of tissue stiffness to longer
VOT values which are observed in the context of the vowel
/i/ across all speakers~see Fig. 2!, effects which may also be
contributing to the larger sex differences observed for the
VOT values of the voiceless plosives within this vowel con-
text ~see Table I and Fig. 1!. It is also possible that sex
differences in supralaryngeal dimensions, configurations and
constrictions may also be contributing to the longer VOT
values for the 13;2-year-old females. For example, the longer
VOT values for the plosives, and in particular the voiceless
plosives, within the vowel context /i/~see Table I and Fig. 1!
could be explained in terms of greater levels of airway resis-
tance which cause a delay in the onset of voicing~e.g., Hig-
gins et al., 1998; Nearey and Rochet, 1994; Port and Ro-
tunno, 1979!. The smaller dimensions of the female
supralaryngeal vocal tract and relatively smaller vocal tract
constrictions, which will have greater levels of airway resis-
tance compared to their male peers, may also explain why
the 13;2-year-old females have longer VOT values, particu-
larly for the voiceless plosives. Furthermore, the sex differ-
ences for the voiceless plosives, which are more marked in
the context of the vowel /i/, suggests that the constrictions
associated with the vowel /i/ relative to the vowel /Ä/ may
also have underlying sex differences which are contributing
to an interaction between sex differences in VOT and vowel
context. In addition to vowel context, the sex differences in
the VOT values of the voiceless plosives of the 13;2-year
olds also appeared to vary by place of articulation. Not only
did the VOT values in the context of /i/ display the most
marked sex differences, but these sex differences were also
greatest for the plosives /p/ and /t/ within this vowel context
~see Table I and Fig. 1!. However, syllable structure may

FIG. 1. Mean voice onset time values~in ms! for /p b t d k g/ by vowel
context, sex and age group~5;8 years, 7;10 years, 9;10 years, 11;10 years
and 13;2 years!.

FIG. 2. Mean voice onset time values~in ms! for /p b t d k g/ for all
speakers by vowel context. Error bars display61 SD of the mean, and mean
VOT values are also indicated.
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have also been a contributory factor. Further data are there-
fore required to explore these suggestions further.

In summary, vowel context and place of articulation may
be among the factors which have contributed to the sex dif-
ferences in the VOT values of the voiceless plosives for the
13;2-year olds in the current study. In addition, the sexual
dimorphism of the larynx~e.g., Hiranoet al., 1983! and the
vocal tract~Fitch and Giedd, 1999! may also be contributory
factors. However, the interaction between these factors, and
how they impact upon age, sex and individual differences in
voicing, voicing function and VOT patterns, deserve further
investigation.
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Perceptuomotor bias in the imitation of steady-state vowelsa)
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Previous studies suggest that speakers are systematically inaccurate, or biased, when imitating
self-produced vowels. The direction of these biases in formant space and their variation may offer
clues about the organization of the vowel perceptual space. To examine these patterns, three male
speakers were asked to imitate 45 self-produced vowels that were systematically distributed in
F1/F2 space. All three speakers showed imitation bias, and the bias magnitudes were significantly
larger than those predicted by a model of articulatory noise. Each speaker showed a different pattern
of bias directions, but the pattern was unrelated to the locations of prototypical vowels produced by
that speaker. However, there were substantial quantitative regularities:~1! The distribution of
imitation variability and bias magnitudes were similar for all speakers,~2! the imitation variability
was independent of the bias magnitudes, and~3! the imitation variability~a production measure!
was commensurate with the formant discrimination limen~a perceptual measure!. These results
indicate that there is additive Gaussian noise in the imitation process that independently affects each
formant and that there are speaker-dependent and potentially nonlinguistic biases in vowel
perception and production. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1764832#

PACS numbers: 43.71.Es, 43.71.An@RD# Pages: 1184–1197

I. INTRODUCTION

A persistent debate in speech research is over the nature
of vowel representation and memory and over which meth-
odologies constitute appropriate measures of the vowel per-
cept. Vowel perception has several phenomena in common
with nonspeech perception, most prominently context-
sensitivity and noncategoricality~Pisoni, 1973!. Conse-
quently, auditory processes are thought to influence vowels
more than consonants. On the other hand, vowel discrimina-
tion is partly mediated by phonetic labels~Reppet al., 1979!
and is worse among more prototypical exemplars of a cat-
egory~Iverson and Kuhl, 1995; Shigeno, 1991!. There is also
a significant stimulus order effect in vowel discrimination
that seems to depend on the phonetic range and location of
the tokens~Repp and Crowder, 1990!. Thus the perception of
a vowel is influenced by its auditory quality, its phonetic
status, and its location in the vowel space, and the tension
among these three aspects has not been experimentally re-
solved.

One source of the experimental tension is that the stan-
dard methods of evaluating the vowel percept—
categorization, identification, AX or ABX discrimination,
multidimensional scaling and goodness ratings—share many
of the same limitations. First, they quantize what is essen-
tially a continuous and graded percept. Second, discrimina-
tion and multidimensional scaling methods are very time-
consuming. The tradeoff between stimulus resolution and the

number of stimuli restricts a discrimination experiment to
only a small part of the vowel space~a surprisingly large
number of results are based upon the one-dimensional@{-I-«-
æ# continuum!. Consequently, large areas of the vowel space
are as yet unexplored. Finally, a discrimination experiment
can only examine changes in phonetic quality that are pro-
jected onto the stimulus continuum; for instance, the only
context effects observable with one-dimensional continua are
contrast and assimilation. One way to avoid these problems
is to exploit the fact that listeners are also speakers and use
vowel imitation as a measure of vowel perception, and the
F1/F2 patterns of the imitations as clues to vowel organiza-
tion. Vowel production is intrinsically continuous and multi-
dimensional, so in principle a subject’s imitation can convey
subcategorical qualities of the vowel percept.

There is substantial evidence that imitation is deeply
linked to speech perception and production. Infants only a
few weeks old attempt to mimic the vocalizations of adults
around them and 20-week old infants can imitate the point
vowels@i#, @a#, and@u# ~Kuhl and Meltzoff, 1996!. Such imi-
tations, along with spontaneous babbling, are thought to
forge the perception–production link that allows more ad-
vanced articulations~Kuhl, 2000!. Moreover, when adult
subjects are asked to listen to a syllable sequence and repeat
it with as little delay as possible, they perform with remark-
able accuracy at latencies as short as 150 ms~Porter and
Lubker, 1980; also see Fowleret al., 2003!. In fact, the re-
sponse latency for shadowing is smaller than the latency for
a simple response~i.e., detecting the vowel and uttering a
standard response!. These results suggest a fast subcognitive
link between speech perception and production. This link
may be covertly active even in regular speech: Pardo and
Fowler~2000! report that the productions of two speakers are
more similar to each other after they had conversed than

a!This work was part of the first author’s Ph.D. dissertation at the Center for
Complex Systems and Brain Sciences, Florida Atlantic University. Portions
of this work were also presented at the 142nd meeting of the Acoustical
Society of America@J. Acoust. Soc. Am.110, 2657~A! ~2001!#.

b!Author to whom correspondence should be addressed. Currently affiliated
with the Center for the Neural Basis of Cognition, Carnegie Mellon Uni-
versity, Pittsburgh, PA. Electronic mail: vallabha@cnbc.cmu.edu

1184 J. Acoust. Soc. Am. 116 (2), August 2004 0001-4966/2004/116(2)/1184/14/$20.00 © 2004 Acoustical Society of America



before ~without any instructions to imitate!. Imitation has
also been posited to be the driving force behind sound
change in language~de Boer, 2000!. For these reasons, imi-
tation seems a particularly apt method for studying speech in
general and the vowel space in particular.

The utility of imitation to speech perception research has
been recognized since the 1960s. In one of the first imitation
studies, Chistovichet al. ~1966! synthesized 12 vowels along
an @~-}-{# trajectory in F1/F2 space and asked a phonetically
trained female subject to imitate them. When the mean F2 of
the imitations was plotted against the ordinal of the stimulus
~1–12!, the resulting curve showed four well-defined pla-
teaus. In addition, the F2 histogram showed four peaks near
the category centers and the standard deviation of F2 showed
peaks near the boundaries of the putative categories. Chis-
tovich et al. interpreted these results to indicate that the sub-
ject had between four and six categories across the@~-}-{#
continuum. Since the subject’s native language~Russian! has
only 3 vowel phonemes across the continuum, they posited
that vowel representation is fundamentally discrete but at a
finer granularity than the native phonemic categories. Kent
~1973! failed to replicate the sub-phonemic granularity with
American English speakers. Repp and Williams~1985! had a
little more success: They asked two phonetically trained
male speakers to imitate 150 ms synthetic vowels along the
@,-{# and @u-i# continua. There were clear peaks in the re-
sulting formant histograms, indicating that the speakers had
distinct response preferences. However, the formant fre-
quency curves did not exhibit the plateaus observed by Chis-
tovich et al. and the standard deviations did not show any
consistent pattern across the two speakers.

It should be noted that both Kent~1973! and Repp and
Williams ~1985! found large intersubject differences in for-
mant patterns. In retrospect, these differences are to be ex-
pected, since the vowels produced by a speaker are influ-
enced by the physiology of the speaker and idiosyncrasies in
the manner of production~Johnsonet al., 1993!. These dif-
ferences can in turn interact with how vowels are perceived
by that speaker~Fox, 1982!. Thus, each speaker has a differ-
ent vowel space and, potentially, a different pattern of imita-
tion responses. The intersubject differences also imply that
~a! it is methodologically risky to average formant data
across subjects and~b! response preferences in a speaker’s
imitations of synthetic vowels may simply be due to a mis-
match between the synthetic targets and the production ca-
pabilities of the speakers.

Repp and Williams~1987! tested the ‘‘stimulus mis-
match’’ explanation by asking speakers to imitate self-
produced rather than synthetic vowels. They used as subjects
the same two speakers from their earlier experiment. For
each speaker, they chose 12 self-produced targets that were
approximately equidistant along the@u-i# and@,-{# continua.
In addition, they also recorded the speakers’@hVd# utter-
ances, and were thus able to map the speaker’s ‘‘prototypi-
cal’’ vowels. Three of the results are striking:~1! The vari-
ability of the self-imitations was remarkably similar to the
imitations of synthetic vowels;~2! the self-imitations were
consistently inaccurate, regardless of the latency of the imi-
tation;~3! the imitations seemed to be pulled towards regions

with more prototypes, but seemed to end upbetweenproto-
types rather thanat the prototypes. These results indicate that
the imitation inaccuracies are not due simply to a mismatch
between the stimulus and the speaker’s production capabili-
ties. Moreover, the similarity between the imitations of syn-
thetic and self-produced vowels suggests that the inaccura-
cies are shaped by the phonetics of the targets and not just
their auditory qualities.

In summary, the line of research initiated by Chistovich
et al. ~1966! has shown that speakers prefer certain formant
frequency regions. There are also clear nonlinearities in
vowel imitation that hint at the existence of representational
categories but none of the studies have been able to identify
the putative categories or relate them to phonemes or allo-
phones.

One other inspiration for the study reported here comes
from the imitation of visual stimuli. Stadleret al. ~1991! cre-
ated a grid of dots on a rectangular sheet of paper and pre-
sented them one at a time to each subject, who then had to
reproduce the location of the dot from memory. The repro-
ductions of the dots’ locations were systematically biased
toward the corners of the sheet, which Stadleret al. inter-
preted as evidence for a Gestalt structure in the visual field,
i.e., that the visual system organized itself with respect to the
boundary of the paper and distorted the perception of the
homogenous stimulus array. Wildgen~1991! proposed that
vowel systems may be organized in an analogous manner,
with the corner vowels@i#, @a#, and @u# functioning as the
attractors. This proposal is plausible since there is abundant
evidence that the perceptual space of vowels is warped even
with respect to an ‘‘auditory’’ space of bark or mel units, and
that the warping is influenced by native vowel categories
~e.g., Kewley-Port and Atal, 1989; Iverson and Kuhl, 1995!.

In the present experiment, we reexamine the issue of
vowel organization using a self-imitation paradigm. Our mo-
tivations are twofold. The first is to test whether the complex
imitation patterns seen with one-dimensional continua such
as @u-i# and @,-{# would become more coherent with two-
dimensional~2D! stimulus grid~and if they do, whether they
are influenced by the natural vowels of the speaker!. The
second motivation is to test the null hypothesis that inaccu-
racies in imitation are caused by random articulatory or per-
ceptual fluctuations and do not reflect any deeper phonetic
organization. To evaluate this claim, we compare the speak-
ers’ patterns of imitation inaccuracies with those from an
articulatory model~Rubin et al., 1981! and a perceptual
model based on formant difference limens.

II. METHOD

The experiment was conducted over two days. On Day
1, subjects were asked to imitate a set of 100 synthetic
vowel-like stimuli; the purpose of this step was to encourage
the subject to produce vowel-like sounds that were likely to
be well distributed in formant space. They were also asked to
read@hVd# words in citation and sentence contexts. For each
subject, 45 vowels were chosen from the 100 self-produced
vowels to serve as the targets. On Day 2, the 45 self-
produced targets were presented for imitation. The steps are
described in more detail below.
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A. Subjects

The subjects~CD,DR,FC! were three male native speak-
ers of American English who volunteered to participate in
the experiment. CD~39 years old! grew up near New York
City; DR ~40! grew up in North Carolina until the age of 14
years and in New York City after that; FC~31! grew up in
New Hampshire. The subjects did not have any phonetic
training, were not fluent in a second language, and did not
have any hearing problems. FC and CD had participated in
previous imitation experiments.

B. Stimuli

One hundred steady-state vowel-like stimuli were syn-
thesized using the 1988 version of the Klatt synthesizer
~KLSYN88a, Sensimetrics Corporation, Cambridge, MA!.
Each stimulus had three formants, with F1 taking on one of 8
values~300–750 Hz in steps of;65 Hz!, F2 taking on one
of 13 values~998–2400 Hz in steps of;115 Hz!, and F3
constant at 2500 Hz@Fig. 1~a!#. For all stimuli, F0 was 120

Hz and the duration was 200 ms. F0 and the amplitude of
voicing were linearly ramped at the beginning and end of
each stimulus for 30 ms. The bandwidths of the formants
were 60 Hz~F1!, 90 Hz ~F2! and 150 Hz~F3!. Finally, the
stimuli were sampled at 10 kHz.

C. Procedure

The subject was seated in a sound-insulated booth, and
the vowel stimuli were presented binaurally over headphones
~Telephonics TDH-39P! at a comfortable loudness. The sub-
ject’s productions were recorded using a microphone~Sony
electret condenser, ECM-23F! and digitized at a sampling
rate of 10 kHz. The microphone was mounted on a table in
front of the subject, and its position was adjusted so that it
was about 10 inches from the subject’s mouth when the sub-
ject was comfortably seated. Both the stimulus presentation
and recording were computer-controlled using the Desklab
system ~Model 216; Gradient Technology, Inc., now de-
funct!.

FIG. 1. Selection of the self-produced targets for subject CD.~a! The synthetic sounds~empty circles! and the mean locations of American English vowels
from Hillenbrandet al. ~1995!. ~b! The imitations of the synthetic sounds~tips of the lines! and the 1-sd ellipses for the prototypical vowels of the subject
~hatched ellipses!. ~c! The subject’s imitations~empty circles!, their convex hull with its four corner points~solid line; see text!, and the 533 vowel grid
~dotted lines!. ~d! The 45 imitations chosen to be the targets.
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1. Prototypical vowels

Each subject was asked to readheed, hid, head, had,
hud, hod, hoed, hood, andwho’d five times in a list context
and another five times in a sentence context.1 These readings
provided 10 tokens of the subject’s natural productions of
each of the 9 monophthongal vowels in American English.

2. Imitation of the synthetic stimuli [Fig. 1(b)]

The 100 stimuli were randomized and divided into 2
blocks of 50 stimuli each. The same randomized block and
presentation order was used for all subjects. Because of the
difficulty of imitating the synthetic stimuli, each stimulus
was presented and imitated twice consecutively. This al-
lowed subjects two chances to imitate each synthetic stimu-
lus; only the second imitation was used subsequently. After
each stimulus presentation, the subject had 4 s toinitiate his
imitation. The recording program registered the end of an
imitation using an amplitude threshold, waited one second,
and then presented the target for the next trial. Subjects were
encouraged to produce all their imitations at the same level
of subjective loudness; if an error occurred during the re-
cording, the affected targets were presented again at the end
of the block. Prior to the imitation session, the subjects were
familiarized with the synthetic stimuli and the procedure in a
brief training session in which they imitated 15 randomly
chosen synthetic stimuli.2

3. Selection of the self-produced targets

The F1/F2 ‘‘vowel quadrilateral’’ of each speaker was
approximated by the convex hull of the 100 imitations. Four
points on the hull perimeter closest to the speaker’sheed,
who’d, had, andhod ellipses were chosen as the four ‘‘cor-
ners’’ of the quadrilateral. The top and bottom lines of the
quadrilateral were each divided into three equal segments
and the front and back lines were divided into five equal
segments, resulting in 15 cells arranged in a 533 grid @Fig.
1~c!; cells are denoted by row#-col##. The utility of this di-
vision is that the 533 grid is qualitatively ‘‘normalized’’ to
the vowel space of each subject. For example, all the speak-
ers have@.#-like tokens in cell 3-2 and@##-like tokens in cell
4-3.

For each subject, three productions were selected from
each cell of the vowel grid, for a total of 45 targets@Fig.
1~d!#. The targets were chosen so that they covered a wide
range of phonetic qualities. In addition, care was taken to
exclude productions that were breathy or creaky, or had
sharp variations in pitch and loudness~however, the dura-
tions of the targets were not controlled!. If a cell did not have
at least three productions@e.g., cell 2-1 in Fig. 1~d!#, then the
closest productions from adjacent cells were assigned to it.
Finally, the targets were numbered from 1 to 45, with the
three targets assigned to each cell ordered by decreasing F2.
For example, the targets belonging to cells 1-1 and 2-1 were
numbered@1,2,3# and @10,11,12#, respectively.

4. Imitations of the self-produced targets

The presentation list for the imitations of the self-
produced targets contained 10 instances of each of the 45

unique targets. The sequence of 450 stimuli was randomized
and divided into 9 blocks of 50 each. The protocol for each
imitation trial was same as for the synthetic stimuli, and the
same randomized block and presentation order was used for
all subjects. The use of the same presentation order for all
subjects was an approximate control for vowel context ef-
fects. Targets with the same number have grossly similar
phonetic quality for all speakers, e.g., the target sequence
@3,26,43# denotes a@high-front, mid-back, low-back# vowel
sequence. This control is not very strict, of course, but it was
judged better than allowing subjects to have arbitrarily dif-
ferent vowel contexts. Prior to the imitation session, there
was a training session with 15 randomly chosen self-
produced targets.

D. Formant analysis

The formants for each imitation were estimated using a
customized LPC analysis tool. A 256-point~25.6 ms! analy-
sis frame was slid along the signal in steps of 64 points~6.4
ms!. The analysis frame was Hamming-windowed, preem-
phasized at 100%, and submitted to LPC analysis. The opti-
mal filter order was determined separately for each subject
~Vallabha and Tuller, 2002!. Next, the spectrum of the LPC
filter was computed with a 512-point FFT and the locations
of its peaks were estimated using three-point parabolic inter-
polation. The formant tracks were overlaid on a spectrogram
to ensure that the LPC peaks accurately captured the spectral
structure of the signal; if there were discrepancies, the filter
order was adjusted. Finally, a segment containing at least five
pitch pulses was selected from the least-varying portion of
the production~i.e., with relatively flat F1 and F2 trajecto-
ries!, and the formant estimates were averaged over the cor-
responding analysis frames. If the imitations were diph-
thongized, then the selection was made from the portion of
the diphthong that most closely matched the quality of the
target. Fortunately, most of the imitations were monoph-
thongs with unambiguous steady states.

III. MODELS

The results from Repp and Williams~1987! suggest that
we can expect systematic bias and noise in the imitations. In
order to draw interesting conclusions about the underlying
mechanisms, it is necessary to formulate plausible null hy-
potheses. The two models below are a first attempt at such a
formulation, and they predict that any patterns observed in
vowel imitation are due to noise in tongue positioning during
vowel production and/or vowel perception.

A. Articulatory model

We simulated the effect of random articulatory perturba-
tions using the ASY articulatory synthesizer~Rubin et al.,
1981!. The vocal tract~VT! configurations for six American
English vowels@{ } , Ä . É# were obtained,3 and the AUTO
command in ASY was used to compute their formants. In
order to increase coverage of the formant space, a raised
version of@Ä# was created and the VT configuration for@.#
was made more backed~these two vowels are denoted@Ä8#
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and @o#, respectively; the latter symbol represents the close-
mid back unrounded vowel!. The vowels@{ } , Ä Ä8 o É#
approximately mark the perimeter of the ‘‘vowel space’’ of
the artificial vocal tract. The 10 ASY parameters which make
up a VT configuration were linearly interpolated between the
seven key vowels@Fig. 2~a!#, resulting in 196 vocalic
sounds. A vowel grid was constructed with these sounds us-
ing the same method as with the speakers’ productions. Fi-
nally, six vowels were chosen from each of the 15 cells to
serve as ‘‘targets,’’ yielding a total of 90 targets@Fig. 2~b!#.

Each target was ‘‘imitated’’~perturbed! 10 times. For
each perturbation, zero-mean Gaussian noise was indepen-
dently added to thex andy coordinates of the tongue body
center.4 The sd of the noise was 1 mm for both coordinates,
which is a conservative estimate based on an x-ray micro-
beam study of the production of American English vowels
~see Table IV of Beckmanet al., 1995!. The use of the same
noise sd for both coordinates is admittedly unrealistic. How-
ever, unequal radii are not meaningful unless the noise el-

lipse is correctly oriented, and there is no agreement in the
literature about how the orientation interacts with the loca-
tion and degree of constriction. In order to prevent unreason-
ably large perturbations, the noise was restricted to 2.5 mm
or less. None of the other VT parameters, such as the tongue
tip location, jaw angle, or lip aperture, were modified.

B. Perceptual model

It is clear from examining the results from Repp and
Williams ~1987! and Chistovichet al. ~1966! that imitation
frequently involves changes of vowel quality but not always
of vowel category. However, most models of vowel percep-
tion ~e.g., Syrdal and Gopal, 1986; Hillenbrand and Gayvert,
1993! emphasize categorization behavior without a system-
atic account of gradations in vowel goodness. We therefore
formulated a very simple model of perception based on dis-
crimination limens~DL!, as follows. Each vowel percept is
treated as a point in Bark formant space~Traunmüller, 1990!.
There is intrinsic noise in the perceptual process which inde-
pendently perturbs the F1 and F2 values; this noise is Gauss-
ian and its sd is given by the formant DL~assumed to be 0.28
barks for both F1 and F2; see below!. Vowel production is
assumed to be flawless, reproducing exactly the formants in
the noisy vowel percept.

There is some experimental justification for treating the
above model as a good first approximation:~1! Perceptual
distances between vowels are well-matched by the Euclidean
distances between the vowels in Bark space~Kewley-Port
and Atal, 1989!. Moreover, models of vowel categorization
frequently operate in Bark space~Syrdal and Gopal, 1986;
Iivonen, 1995!. ~2! The notion of a percept as a point in
multidimensional space with intrinsic Gaussian noise is bor-
rowed from signal detection-theoretic~SDT! approaches
~Macmillan et al., 1988; van Hessen and Schouten, 1998!.
~3! The use of formant DL as a measure of intrinsic variabil-
ity is also borrowed from SDT. For example, Macmillan
et al. ~1988! used fixed discrimination to establish the ‘‘sen-
sory variance’’ in vowel perception. We used the DL esti-
mates from Kewley-Port and Zheng~1998!, who found that
the DL for single-formant change in isolated multiple-
formant vowels, under ordinary listening conditions, is
;0.28 barks. This estimate holds for both F1 and F2 and for
different regions of the vowel space.5 Moreover, synthetic
vowels spaced;0.25 barks from each other result in fixed-
discrimination d’ values near 1.0~Macmillan et al., 1988!.
These results suggest that 0.28 barks corresponds to approxi-
mately 1 sd of perceptual variability across the entire vowel
space. This assumption of uniform sensitivity is a useful first
approximation, but it should be kept in mind that phonetic
categories can induce local variations in the sensitivity~Iver-
son and Kuhl, 1995!.

To allow the ASY and perceptual models to be meaning-
fully compared, the 90 ASY targets were also used for the
perceptual perturbation. Each ASY target was converted to
Bark space and perturbed 10 times. In each perturbation,
zero-mean Gaussian noise with 0.28-bark sd was indepen-
dently added to F1 and F2.

It is important to mark the scope of these models. Be-
cause of nonlinearities in the mapping from a vocal tract

FIG. 2. Selection of targets for the articulatory model.~a! Locations of the
7 key vowels~solid circles; E5@}#, ae5@,#, Y5@o#, a5@Ä#! and the inter-
polated vocal tract configurations~empty circles!. Solid lines show the paths
of the interpolations.~b! The convex hull of the 196 interpolated sounds
~solid line!, the corresponding vowel grid~dotted lines!, and the 90 selected
targets~empty circles!.
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configuration to a speech waveform, random perturbations of
the tongue can potentially lead to systematic biases in the
formants. Hence, the articulatory model can be taken as a
nontrivial hypothesis about imitation bias patterns and imita-
tion variability. The perceptual model incorporates assump-
tions about the Bark transformation and formant discrimina-
tion limen, so it too can be taken as a nontrivial hypothesis
about imitation variability. However, it is incapable of gen-
erating any pattern of bias. This incapacity is inherent in the
definition of the model and is not a ‘‘prediction,’’ so bias
simply does not come with the scope of the model.6

IV. RESULTS

A. Qualitative results

In presenting the results, we concentrate on F1 and F2
patterns since only the F1 and F2 locations of the targets
were controlled. When examining the results, it is important
to keep in mind that we do not know whether the subjects
perceived any differences between the targets and their imi-
tationsas they were producing them. One workaround would

be to have the subject evaluate the targets and imitations in a
post-experiment discrimination task, but this is also problem-
atic since natural productions vary along dimensions other
than phonetic quality.

Figures 3 and 4 summarize the imitation behavior of the
subjects. Each arrow will henceforth be referred to as a ‘‘bias
vector.’’ The principal component ellipses7 show the varia-
tion around the corresponding means, and are shown sepa-
rately in order to make the overall bias pattern more salient
~all formants were converted to barks before the bias vectors
and ellipses were calculated; the Hertz scale of the figure is
for presentation only!. There are five points to note in the
figures:

~1! All three subjects exhibit a prominent and systematic
bias over their entire vowel space. Even when a bias
vector is not significant, its direction is usually consistent
with adjacent bias vectors;

~2! The bias vectors do not seem to be influenced by the
nearest prototypes. For example, CD’s imitations of
high-back targets~cells 1-3 and 2-3! ignore the@*#, @u#

FIG. 3. ~a! The imitation behavior of subject CD. Right
subplot: The base of each arrow is a target and the tip is
the mean of the 10 imitations of that target. Hatched
regions are the 1-sd principal components for the@hVd#
vowels. Solid arrowheads indicate statistically signifi-
cant bias vectors~Hotelling’s T2 test, p,0.05!. Top left:
A sketch of the overall movement tendencies. Bottom
left: The 1-sd principal components for each set of imi-
tations; the center of the ellipse is the mean imitation.
~b! The imitation behavior of subject DR.

1189J. Acoust. Soc. Am., Vol. 116, No. 2, August 2004 G. K. Vallabha and B. Tuller: Perceptuomotor bias in vowel imitation



and @o# prototypes, while DR’s imitations of high front
targets~cell 2-1! ignore the@I# prototype;

~3! the biases sometimes appear to centralize~e.g., the high
vowels for CD and DC!, but in several cases they are
directed away from the center~e.g., the bias patterns in
CD’s cell 4-3, DR’s cell 4-2, and FC’s cell 3-3 and 5-3!.
Morever, the ‘‘Day 3’’ bias pattern for CD~Fig. 7!
clearly shows a general lowering rather than a neutral-
ization;

~4! some patterns are interesting by their absence: Low-back
vowels are lowered or raised but rarely move directly to
the center, and in no case does a mid-back vowel move
towards the high-back region~mid-vowels are almost
never raised, in general!;

~5! the imitations are very noisy. Note especially that the
ellipses are 1-sd wide and, therefore, cover only;40%
of the distribution. Moreover, a nonsignificant bias vec-
tor does not imply accurate imitation—it usually indi-
cates a lot of variability without any systematic compo-
nent. Consequently, areas with nonsignificant vectors

~e.g., high-central region for CD, low-front for FC! are
not necessarily stable;

Figures 4~b! and ~c! shows the ‘‘imitation’’ plots of the
articulatory and perceptual models overlaid with each sub-
ject’s 1-sd principal component ellipses~in order to make the
plots less crowded, ellipses are shown for only 76 of the 90
targets!. The key point to observe is that the articulatory
model’s bias patterns do not match the subjects’ The model’s
bias vectors are smaller than the subjects’ and are much less
consistent, that is, adjacent targets do not usually move in the
same direction. In fact, the ASY model’s bias vectors seem
as irregular as the perceptual model’s~recall that by con-
struction, the perceptual model does not exhibit any bias pat-
tern!. In addition, the ASY ellipses have a pronounced hori-
zontal orientation, unlike either the perceptual model or the
subjects’ productions. The perceptual model’s ellipses are
slightly larger for front vowels, but this is only because their
sd is defined to be 0.28 barks and the ellipses are being
shown in a linear Hertz space.

FIG. 4. ~a! The imitation behavior of
subject FC. The notation is the same
as in Fig. 3. ~b! and ~c! The mean
‘‘imitations’’ and 1-sd ellipses for the
articulatory ~ASY! and perceptual
models.

1190 J. Acoust. Soc. Am., Vol. 116, No. 2, August 2004 G. K. Vallabha and B. Tuller: Perceptuomotor bias in vowel imitation



B. Quantitative results

1. Formant bias

Table I shows the F1 and F2 biases averaged over the
bias vectors of all the targets. The subjects show significant
ensemble effects; specifically, CD and DR tend to lower their
imitations while FC tends to retract. This ensemble bias does
not, by itself, account for the patterns in Figs. 3 and 4. Sub-
tracting the ensemble bias from all the imitations still leaves
a substantial number of significant bias vectors: 22, 18, and
28 for CD, DR and FC, respectively~p,0.01!. Gross bias
patterns such as the preference for the low-front region are
still present after the subtraction~albeit less prominently than
before!.

In spite of the differences in ensemble bias, there is an
underlying similarity among the subjects. This is shown by
the bias magnitude, viz. the Euclidean distance from the tar-
get to the mean imitation measured in Bark units. Figure 5~a!
shows the distribution of the bias magnitude for the models
and subjects. Both model distributions are significantly dif-
ferent from the three subject distributions (p,0.001,
Bonferroni-corrected Kolmogorov–Smirnov test!. None of

the other comparisons are significant~with the exception of
CD-FC, significant only atp,0.05). Figure 5~b! shows that
the subjects’ bias magnitudes are larger than the models’
even if the imitation variability is taken into account~the
Hotelling T statistic is essentially the bias magnitude in sd
units!. The pairwise Kolmogorov–Smirnov tests confirm that
the only significant differences are between the model and
subject distributions (p,0.001).

One concern with the bias vector is that it can misrep-
resent the overall directionality of the imitations. Since it
weights the directions of the individual vectors by their mag-
nitudes, it cannot determine whether the imitations occur in
one preferred direction, or in all directions with those in one
direction being much larger. This concern is addressed by the
circular variance, which only uses the unit vectors and ranges
from 0 ~the ten unit vectors all have the same direction! to 1
~the vectors are maximally dispersed!.8 Figure 5~c! shows the
distribution of this measure, and illustrates that the subjects’
imitations usually have a preferred direction with respect to
the target whereas the models do not. Again, the only signifi-
cant differences are between the model and subject distribu-
tions.

Finally, there is an intriguing negative correlation be-
tween the circular variance and the mean magnitude of the
individual vectors (r 520.43, 20.52, and20.53 for CD,
DR, and FC, all statistically significant atp,0.05). The
models’ correlations, on the other hand, are much smaller
(r 520.13 and20.17! and neither approached significance.
Since circular variance ignores the magnitude and the mean
magnitude ignores the directions, there is no a priori relation
between these two measures. Hence, these correlations are
not artifactual, and reliably indicate that large deviations
have a more consistent direction than small deviations.

TABLE I. Statistics of the bias vectors, calculated over the 45 bias vectors
~for the subjects! and 90~for the models!. ASY5Articulatory model. PER
5Perceptual model.

Change in Hertz
~mean6sd!

Change in Barks
~mean6sd! # significanta

p,0.05,
p,0.01F1 F2 F1 F2

ASY 369 3640 20.0260.07 0.0160.18 16, 4
PER 22611 6623 20.0260.09 0.0260.10 5, 2
CD 13621 4673 0.1260.18 0.0560.33 31, 22
DR 26625 218664 0.2360.22 20.0560.26 34, 26
FC 9631 264666 0.0760.26 20.2960.31 34, 25

aNumber of significant bias vectors, using the HotellingT2 test.

FIG. 5. Frequency polygons of the~a! Bark magnitudes of the bias vectors, and~b! the corresponding Hotelling T values. The vertical line indicates the 95%
critical value.~c! Frequency polygon of the circular variances. ASY5articulatory model, PER5perceptual model. N590 for ASY and PER, N545 for the
subjects.
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2. Formant variability

There are two straightforward measures of variability—
the standard deviation with respect to the mean imitation,
and the Euclidean distance of the imitations from the corre-
sponding mean imitations. As we show below, both measures
point to the same conclusion.

Table II summarizes the F1 and F2 variability, averaged
over all the targets. For almost all of the subjects’ targets, the
correlation between F1 and F2 is not significant, nor is the
variance explained by the first principal component. Further-
more, the bark F1 and F2 sds are quite similar across the
subjects, suggesting that the variability of each formant is
uncorrelated with the others but of approximately the same
magnitude. Figure 6 shows the distributions of the distance
from the mean imitation, along with the best-fit Rayleigh
distribution; the Rayleigh distribution is the one expected if
F1 and F2 are independent zero-mean Gaussians with iden-
tical standard deviations~the Rayleigh parameter,b!. As can
be seen, the subjects’ distributions match the theoretical dis-
tribution very closely, with parameters near 0.28 barks.9 The
only mismatch is for FC and the articulatory model, most
likely due to the pronounced horizontal orientation of the
ellipses for high vowels~for the model! and the mid vowels
~for FC!, which causes the F2 sd to be greater than the F1 sd.

There is one other piece of evidence for the indepen-
dence of F1 and F2. The relation between the direction of the
bias vector and the orientation of the major axis of the ellipse
is extremely weak for the subjects and models (p.0.2, using
a directional correlation coefficient, Jupp and Mardia, 1980!.
There are locations where the ellipse axis and bias direction
are strongly related~e.g., high-back region for CD, mid-
central region for FC!, but this behavior is not characteristic
of imitations over the entire vowel space. In brief, the vari-
ability of the subjects is more similar to the formant DL-
based perceptual model than to the articulatory model.

3. Other acoustic measures

It is possible that the biases in F1 and F2 were percep-
tually counteracted by other systematic changes in the acous-
tics. To evaluate this possibility the durations, fundamental
frequencies, and higher formants of the targets and imitations
were compared to each other. Briefly, the subjects’ imitations
of the ~150 ms! synthetic vowels were almost always of
greater duration than the target~see Pisoni, 1980, for a simi-
lar lengthening effect!. In imitating the self-produced targets,
CD, DR, and FC showed mean duration changes of 17, 42,
and213 ms, respectively, but neither these changes nor the
absolute durations were correlated with F1 or F2 changes.
Likewise, the F0 of the imitations closely matched the F0 of
the self-produced target~CD, DR, and FC had mean F0 dif-
ferences of 6, 0, and21 Hz!, and the F0 differences were not
related to F1 or F2.

The higher formants are more interesting. The F3 and F4
of the self-imitations were significantly different from the
target, and the bias and variability are similar to that for F1
and F2. For example, the average sd was 0.21, 0.22, and 0.28
barks for F3~CD, DR, and FC!, and 0.23, 0.28, and 0.27
barks for F4. These F3 and F4 changes were not correlated
with F1 and F2 changes, reinforcing the conclusion that for-
mants are independently affected by noise at the magnitude
of the formant DL. Also, the presence of bias for F3 and F4
suggests that the imitation subtly affects the entire spectrum
of the vowel.

TABLE II. Variability of the imitations. The statistics~such as F1 sd! were
computed for 10 imitations of each target, and averaged across all the targets
~90 for the models, 45 for the subjects!. ASY5Articulatory model, PER
5Perceptual model.

Average standard deviation Average
F13F2

correlation
~# sig!a

Hertz Barks

F1 F2 F1 F2

ASY 20 85 0.17 0.39 0.40~21!
PER 31 63 0.26 0.28 0.29~5!
CD 26 63 0.22 0.28 0.34~4!
DR 30 65 0.26 0.29 0.33~4!
FC 26 67 0.23 0.31 0.33~6!

aNumber of correlations significant atp,0.05, using thet-test.

FIG. 6. Histograms and the corresponding best-fit Ray-
leigh distributions~solid lines! for the ~Euclidean! bark
distance of the imitations from the mean imitation. The
b-value is the best-fit Rayleigh parameter, and an adja-
cent asterisk indicates that the Rayleigh fit is statisti-
cally different from the data~p,0.05, two-sample K-S
test!. ASY5Articulatory model.
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V. LONG-TERM EFFECTS

From the data reported above, it is clear that subjects are
biased in imitating themselves. However, is the particular
pattern of bias exhibited by a subject a transient phenom-
enon, or is it a relatively durable aspect of their perception
and production? An answer to this question would help to
pin down the functional basis~if any! of the biases. As a first
attempt towards an answer, two of the speakers~CD and FC!
were asked to participate in a replication of ‘‘Day 2’’ of the
imitation task 14 months after their original participation
~this will henceforth be called ‘‘Day 3;’’ DR was not able to
participate as he had moved out of state!. The experimental
protocol, stimulus sequence, and recording and playback ap-
paratus were exactly the same as before.

Figure 7 shows the resulting bias vector patterns. There
is a marked difference in CD’s overall pattern~especially in
cells 1-3, 3-1, and 5-1! with lowering being much more
prominent. The median bias magnitude is also larger~0.44
barks, up from 0.33 barks before!. FC also shows changes in
the bias directions~e.g., in cells 1-1, 1-2, and 5-4! but the
overall pattern is very similar to the original one and there is
little change in the median bias magnitude. In contrast, the
formant variabilities for Day 3 are quite similar to Day 2 for
both subjects~the average F1 and F2 sds for Day 3 are 0.24
and 0.31 barks for CD, and 0.20 and 0.32 barks for FC; cf.
Table II!. Moreover, the distributions of distance from the
mean imitations have Rayleigh parameters of 0.28 for both
CD and FC, and they are not significantly different from the
original distributions (p.0.05, two-sample K-S test!.

These results do not provide a clear answer to the ques-
tion of bias pattern durability. The durability seems to be
subject-specific, possibly depending on the particular imita-
tion strategy adopted by the subject. One interesting consis-
tency between Figs. 3~a!, 4~a!, and 7 is the significance of the
bias vectors—the original and replicated vectors of a target
are usually both significant or both insignificant. Note, for
example, CD’s low-front and high-central regions and FC’s
mid-front region. Even more remarkable are the cases where
consistently significant and insignificant targets occur next to
each other~e.g., CD cell 3-3, FC cell 3-1!. These results
suggest that regions of the vowel space have characteristic
levels of bias significance and are separated by fairly sharp
boundaries, although it is unclear how these are related to
phonemes.

VI. DISCUSSION

The main results of the experiments reported here can be
summarized as follows:

~1! The subjects’ imitations of self-produced vowels exhibit
biases similar to those observed by Repp and Williams
~1987!. The bias magnitudes are significantly larger than
those predicted by a model of articulatory noise;

~2! the biases do not seem to be influenced by proximal
vowel prototypes;

~3! the imitations seem to be randomly distributed around
the mean imitation, with F1 and F2 having independent
Gaussian distributions with sds similar to the vowel for-
mant DL of 0.28 barks. These results closely match the

assumptions underlying the perceptual model~moreo-
ever, additive Gaussian noise in the formant space seems
more plausible as a perceptual than an articulatory phe-
nomenon!;

~4! the directions and magnitudes of the bias are indepen-
dent of the formant variability;

~5! the subjects vary markedly in their bias pattern and may
even change them over time, but the magnitudes of the
bias and the variability of the imitations~e.g., F1 and F2
sds! are both remarkably consistent within and across
subjects.

These results imply that whatever the origin of the bias,
its magnitude seems to be~a! instantiated or ‘‘worked out’’ in
a similar manner across different subjects, and~b! overlaid

FIG. 7. Imitation behavior of CD and FC in the replicated experiment
~‘‘Day 3’’ !. Empty arrowheads indicate statistically insignificant bias vectors
~Hotelling’s T2 test, p.0.05!. An empty circle at the base of the arrow
indicates that the original~‘‘Day 2’’ ! bias vector for that target was statisti-
cally insignificant.
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by noise that is independent of both the bias and the sound
being imitated. The results related to the imitation bias are
novel, robust, and unanticipated by existing theories of
speech perception and production The results related to for-
mant variability, on the other hand, fit nicely into existing
theories and are conceptually straightforward. We discuss
each set of results separately.

A. Formant variability

The distribution of F1 and F2 around the mean imitation
indicates that the same vowel stimulus evokes different mim-
ics. Some of these differences may be attributed to vowel
context effects~Reppet al., 1979!, but it is likely that a large
part of the variance stems from noise in the imitation pro-
cess, and that this noise fluctuates across the vowel space and
across different sessions. Pisoni~1980! observed a similar
phenomenon—when his subjects imitated the same target in
different sessions, the mean imitations were highly correlated
across the sessions but the sds were not. Moreover, the noise
level in the current experiment seems to be characteristic of
imitation—the Hertz sds in Table II are of the same magni-
tude as those reported by Repp and Williams~1985, 1987!
and Pisoni~1980!. These similarities are even more remark-
able in light of the differences among the experiments in
recording and playback setups, analysis methods, experimen-
tal protocols, and linguistic backgrounds of the subjects.

In fact, the notion of noisy production and perception is
rather uncontroversial. Noise is endemic in vowel production
studies~e.g., Beckmanet al., 1995! and there is substantial
evidence that the same stimulus can generate different per-
cepts. This perceptual variability is clear in vowel experi-
ments that use ratings rather than categorization~e.g.,
Sawusch and Nusbaum, 1979! and affects even phonetically
trained listeners~Laver, 1965!. Moreover, the assumption of
normally distributed percepts is central to several theories of
vowel perception~Macmillan et al., 1988; Chistovichet al.,
1966; Maddoxet al., 2001; Uchanski and Braida, 1998!.
What is surprising, however, is that the F1 and F2 of the
imitations are uncorrelated with each other~surprising be-
cause formants are naturally coupled in production!. How-
ever, the correlation coefficient only measures linear depen-
dence, so it is still possible that F1 and F2 are nonlinearly
related ~in particular, a nonmonotonic relation between F1
and F2 would result in a weak correlation!. Such relations
are difficult to evaluate with small samples such as ours, but
characterizing them would be an interesting research issue in
its own right.

There are two other surprising results regarding the for-
mant variability. First, the formant variability of the articula-
tory model is similar to that of the perceptual models, even
though the parameters of the two models were independently
motivated—the 1 mm perturbation radius of the articulatory
model was based on the variability of tongue movement,
while the 0.28 bark sd of the perceptual model was based on
vowel discrimination. Second, the F1 and F2 standard devia-
tions are commensurate with the formant DL. This confirms
speculations made by Kent and Forner~1979!, but it also
raises an interesting problem. If articulatory precision~s! is
matched to perceptual sensitivity and noise is assumed to be

additive Gaussian, then a ‘‘round trip’’ through the system
should be subject to noise of at least sqrt(s21s2). The cur-
rent experiment suggests that the overall noise is stills
~'0.28 barks!, which is only possible if perceptual and pro-
duction noise ‘‘balance’’ each other in some way, or if there
are nonlinearities~e.g., phonetic categorization! in the sys-
tem. In either case, these results suggest an attunement be-
tween the production and perceptual systems~cf. Fox, 1982!,
though it is unclear whether the attunement is due to code-
velopment~speakers tacitly learn the precision with which
vowels may be produced or perceived! or coevolution~the
intrinsic noise levels of the production and perception sys-
tems have become matched/balanced over time!.

We note in passing that the formant variability of the
articulatory model@Fig. 4~b!# shows that high-central vowels
are much more variable than vowels in other locations, es-
pecially along F2. This result is consistent with predictions
from quantal theory~Stevens, 1989! and with experiments in
which subjects imitated tokens along the@i-u# continuum
~Kent, 1973; Repp and Williams, 1985, 1987!.

B. Formant bias

There are three theoretical issues underlying the bias:~1!
Why is there bias at all?~2! what is the principle underlying
the pattern of directions? and~3! what is the cause of the
intersubject differences?

Some putative explanations can be dismissed at the out-
set. One is that the deviations are introduced into the wave-
form during recording or playback. Another is that during
imitation, a speaker’s self-perception of his production is dis-
torted by bone conduction~Maurer and Landis, 1990!, so
that he is not really producing what he thinks he is produc-
ing. Both these explanations predict a unidirectional bias
across the formant space, which conflicts with the diversity
of bias directions both within and across subjects. The
change in CD’s bias directions between Day 2 and Day 3
also argues against a low-level or artifactual origin of the
bias. There is a third strawman explanation, viz. that the
movements are simply due to subjects’ mishearing the target
~by not paying attention, for example! or misarticulating
their imitation. There is some plausibility to this argument,
since our subjects reported that they were occasionally aware
of a difference between the target and their mimic. However,
note that Repp and Williams~1987! reported similar levels of
inaccuracy even though their subjects had extensive phonetic
training~we also obtained similar results in pilot studies with
experienced subjects!. Thus, the biases cannot be simply as-
cribed to a lack of skill.

Another concern is the robustness of the bias and the
extent to which one can generalize from the limited number
of subjects. In this regard, it should be noted that the key
claim of the paper is the statistical significance of the bias
and not its precise magnitude or the patterns of bias direc-
tions. There is additional evidence for the generality of the
bias. First, the subjects in our pilot experiments also showed
the bias. In fact, we had a fourth subject~a female speaker!
in our experiment who showed bias to a larger degree than
the three male subjects. We omitted her data since she had
phonetic training and was also acquainted with the purpose
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of the experiment, so we felt this might have affected her
imitation behavior. Second, results from prior experiments
bear out the fact of the bias~see Vallabha, 2003, Chapters 3
and 4!; in these experiments, subjects imitated themselves in
a ‘‘chained’’ manner, i.e., the imitation was played back to
the subject as the target for the next imitation, and these
imitation chains showed systematic drifts. It is a valid con-
cern whether thepatternof bias directions generalizes across
subjects; we make no such claims in this paper except to
point out some regularities~e.g., it is extremely rare to see a
mid-vowel quality shifting to a high-back quality!.

A related concern is about the role of dialect differences
among the subjects. We had originally assumed that the
vowel space would be structured by the gross characteristics
of the native language~e.g., the /i-I/ contrast is present in
American English but absent in Spanish!, and that subtle
dialectal variations would be less of an issue. The results of
the experiment do not support this view, and leave open the
possibility that the intersubject differences in the bias pat-
terns are due to dialectal differences~though the difference
between CD’s ‘‘Day 2’’ and ‘‘Day 3’’ does not support this
possibility!. In general, however, the dialect confound does
not affect the larger point that it is surprising to find bias at
all.

Below, we consider two different classes of explanation
for the bias—production-based and perception-based. This
distinction is made only to organize the exposition, and
should not be taken as a claim that perceptual and production
influences can be cleanly separated~for example, an expla-
nation couched in terms of articulatory synergies can be re-
worded to refer instead to the perception of the acoustic con-
sequences of the synergies!. This caveat is especially
pertinent because of the integrated nature of imitation.

1. Production-based explanations

The ASY model of noise only examined the conse-
quences of random noise around each articulatory configura-
tion and showed that such noise does not explain the direc-
tionality of the subjects’ imitations. However, ASY models
only the gross anatomy and kinematics of the vocal tract and
does not~usually! take into account muscles that actually
move the articulators or the functional synergies that exist
between them. Thus, it is still possible that articulatory noise,
shaped by physiological or functional constraints that are
omitted from the ASY model, can lead to the kinds of move-
ments seen in the current data.

The issue of physiological noise was addressed by
Mooshammeret al. ~1999!, using a two-dimensional~2D!
biomechanical tongue model that included the major tongue
muscles and elastic properties of the tissues. In the context of
the equilibrium-point motor hypothesis, they added indepen-
dent signal-related Gaussian noise to the muscle commands
and found that the noise does not account for the token-to-
token articulatory variability observed with real speakers.
Moreover, the acoustic variability~i.e., F1/F2 dispersion el-
lipses! of the Mooshammeret al.model is qualitatively simi-
lar to that seen with ASY@Fig. 4~b!#. Thus, physiological
noise fails to account for the directionality of the imitations.

Another kind of noise is that shaped by functional con-

straints. This view posits that vocal tract muscles are con-
trolled in a correlated manner, with the underlying principle
being thought of as an abstract ‘‘functional variable’’~Kelso
and Tuller, 1983!. Noise in the functional variables would
lead to correlated noise among the components, which could
cause much more directed variation than observed with un-
correlated noise. For vowels, two commonly used functional
variables are the location and degree of the vocal tract con-
striction ~cf. Stevens, 1989; Browman and Goldstein, 1990!.
If increases and decreases in constriction degree and location
are equally likely, we would expect imitations to be distrib-
uted around the target, which is not the case with the current
data. It is more plausible that increases and decreases are not
equally likely ~‘‘functional noise’’!. If speakers prefer alveo-
lar constrictions and less constricted vocal tracts, for ex-
ample, we would expect front vowels to centralize and low
and back vowels to advance and become slightly more open
~Gay et al., 1992; Perkell and Nelson, 1985!. This notion is
plausible and intriguing, but it is hampered by a lack of
evidence. In addition, we would need to fit a different set of
biases for each subject in order to explain the data. These
objections are pragmatic and not conceptual, however, so the
functional noise explanation cannot be ruled out completely.

Finally, observe that quantal theory~QT; Stevens, 1989!
is also an unlikely explanation of the observed formant
movements. QT tries to explain how point vowels such as@i#
and @u# are stable and therefore prevalent in vowel systems,
but the current data show subjects moving away from the@i#
and@u# regions. Further, QT predicts that the vowel space is
acoustically more stable near the point vowels@i#, @a#, and
@u#, but the subjects’ variability ellipses do not show any
such contrast between point and nonpoint vowel regions
~Pisoni, 1980; but see Diehl, 1989!.

2. Perception-based explanations

Imitation directionality has traditionally been explained
as assimilation caused by a categorical phonemic code. Simi-
larly, the perceptual magnet effect~Iverson and Kuhl, 1995!
predicts perceptual assimilation towards the phonemic proto-
types. Alternatively, if perception and production are seen as
sharing a common control space~e.g., motor theory!, then
key locations of this space may function as attractors. Yet all
these explanations fall short because in the two-dimensional
space it is clear that movements are not always influenced by
the nearest phoneme~and in any case, the bias direction pat-
terns are too different across the subjects!.

It is intriguing to consider the converse situation,
namely, that the imitations are moving away from the proto-
types and towards ‘‘perceptual anchors’’ located at the cat-
egory boundaries~Macmillan et al., 1988!. Figure 3 shows
some evidence of such movement—for example, the ‘‘attrac-
tors’’ in CD’s low-back region and DR’s low-front region
seem to be at the edges of the@## and@,# categories, respec-
tively. It is also striking that the regions between the proto-
types are so well-populated~the data from Repp and Will-
iams, 1987, show a similar pattern!. This proposal of
‘‘boundary attraction’’ is related to a theory advanced by
Cowan and Morse~1986! to explain stimulus order effects.
They proposed that a percept is initially a tightly bounded
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region in the perceptual space and that as it decays, it ex-
pands and stretches towards the ‘‘neutral point’’@.#. Repp
and Crowder~1990! tested this hypothesis and found that
multiple neutral points were needed to explain their results.
Intriguingly, they observed that ‘‘vowels held in memory
were assimilated toward some standard~s! located between
prototypes’’ ~p. 2088!. This suggests that the neutral~or
stable! points may arise from an interaction between percep-
tual representations and category boundaries, and that the
imitation biases are shaped by the locations of these points.
While this theory is plausible, it should be kept in mind that
imitations are unaffected by response latency~Repp and Wil-
liams, 1987!. Representational decay may explain the bias
directions, but some other factor is needed to explain the bias
magnitudes.

There is one other potential explanation for the bias. In a
recent study, Dissard and Darwin~2000! played synthetic
one and two-formant sounds to subjects, and asked them to
match the target by adjusting the formant frequency of a
comparison sound. Interestingly, the matched sound deviated
systematically from the target when the two sounds had dif-
ferent F0s. Dissard and Darwin suggested that this occurs
because listeners’ estimate of the formant location is biased
towards the closest F0 harmonic. However, this explanation
predicts that because there are fewer harmonics in the range
of F1 frequencies, the biases should be more prominent
across F1 than F2. This is not the case with the data~see
Table I!. Moreover, the F0 differences between the targets
and imitations are quite small~less than 5 Hz!.

VII. CONCLUSIONS

The current experiment has shown several robust effects
in vowel imitation, three of which are particularly
significant—formant standard deviations commensurate with
formant difference limens, systematic inaccuracy of the imi-
tations, and independence of variability and accuracy of the
imitations. These effects confirm patterns found in previous
studies and demonstrate the utility of using a grid of stimuli
rather than a single continuum.

The subjects and the models have very similar degrees
of variability ~;0.28 bark Euclidean distance!, indicating a
convergence shaped by physiology, development and/or lin-
guistic environment. The analyses also demonstrate that it is
not sufficient to report statistics~such as standard deviations
or histograms! for single formants, as was the procedure in
prior vowel imitation studies; some of the statistical patterns
are evident only by treating the percepts as two-dimensional
points. The results also reinforce the view that bark distance
is an approximate measure of perceptual distance.

The biases of the imitations are also instructive. They
cannot be explained by random articulatory noise, nor are
they consistent with theories of categorical phonemic codes.
There are two explanations~functional noise and perceptual
anchors! that cannot be rejected on the current evidence, but
they are both are quite tentative and require further elabora-
tion. In this context, two limitations of the current work must
be noted. The first is the confound between individual differ-
ences and dialect differences. Controlling for dialect back-
ground is necessary to clarify the linguistic relevance of the

bias patterns. The second limitation concerns the role of iso-
lated steady-state vowels. Such sounds are unusual in any
language, and the imitation bias may partly be the result of
the speakers’ perception–production system contorting itself
to an unusual task. More natural target stimuli, such as vow-
els embedded in a syllabic context, may yield more consis-
tent results both within and across subjects.
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1Subjects read two sets of sentences, one repeated thrice, the other twice.
The thrice-repeated sentences were: ‘‘I had hoed my field and did not heed
the hood. I hid from Hod, who’d been the Head at Hud.’’ The twice-
repeated sentences were: ‘‘Who’d hoed the field? I had the hood on my
head. Hod hid in the hood, and did not heed Hud.’’

2CD and FC’s imitations of the synthetic stimuli were available from previ-
ous pilot experiments and were reused~these were collected using the same
protocol described here!. The interval between ‘‘Day 1’’ and ‘‘Day 2’’ was
20 months~CD!, 26 months~FC! and 2 days~DR!. A point of concern is
whether CD and FC’s imitations were affected by the delay. Two points
mitigate this concern.~1! we conducted several pilots where the delay
between Day 1 and Day 2 was quite short, and all the pilot subjects exhib-
ited bias and variability patterns that were qualitatively similar to CD and
FC. ~2! CD and FC’s performance in the pilots, recorded shortly after their
‘‘Day 1,’’ is also similar to their performance reported here.

3The parameters were obtained from the ASY web site: http://
www.haskins.yale.edu/Haskins/MISC/ASY/DYNAMIC/samples.html

4In ASY, the location of the tongue body center~TBC! is defined with
respect to an arbitrary origin near the temporomandibular joint~the param-
eters are CL and CA, for length and angle, respectively!. The tongue body
rides on the jaw, so the true angle of the TBC is the sum of the jaw angle
~JA! and CA. Hence,x5CL•cos(JA1CA) and y5CL•sin(JA1CA). CL
is units of mermels~1 mermel[1/112 cm'0.09 mm!. Once the noise was
added,x and y were converted back to polar coordinates: (JA1CA!new

5arctan(y/x), and CLnew5sqrt(x21y2). We wanted to perturb only the
TBC and not the jaw, so CAnew5(JA1CA!new2JA. For a related ap-
proach, see Goldstein~1983!.

5It would have been preferable to use DLs based on correlated patterns of
formant changes rather than single-formant change. In one of the few such
studies~Hawks, 1994!, the results were established using trained listeners
under minimal uncertainty, so the DLs were extremely small~;0.15 barks!.
We used the larger DL~0.28 barks! since it was based on more realistic
methods~‘‘ordinary listening conditions’’!.

6Ideally, the perceptual model should have incorporated the warping of the
perceptual space due to the native vowel categories~e.g., Kewley-Port and
Atal, 1989!. Such a warping may produce imitation bias, and therefore
increase the scope of the perceptual model. However, we are not aware of
any models that attempt to link acoustics to subcategorical vowel qualities
over the entire vowel space, and developing and validating such a model is
beyond the scope of this paper.

7If we assume that the ten F13F2 points come from a bivariate Gaussian
distribution, then the principal components are the axes of the distribution,
and the ellipses denote a radius of one standard deviation along the princi-
pal components. Equivalently, the ellipses are the equal-likelihood contours
of the Gaussian distribution~likelihood50.0925!.

8The circular variance is computed as follows~Fisher, 1993!. Each set of 10
imitations yields 10 unit vectors with respect to the target. The magnitude
of their vector sum divided by the number of vectors gives the mean re-
sultant lengthR. The circular variance is defined as 12R and ranges from
0 ~all vectors have the same direction! to 1 ~the directions of the vectors
cancel out each other!. If there were no bias, then we would expect the
different unit vectors to have inconsistent directions, and therefore the cir-
cular variance would be close to 1.

9Figure 6 does not show the distribution for the perceptual model since it is
Rayleigh-distributed by definition. In general,X1 , X2 ,...,XK

;N(0,s)⇒Xi2X̄;N(0,sA(K21)/K). For the perceptual model,K
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510 and s50.28, so the Euclidean distance is distributed as Rayleigh
~0.265!.
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Different patterns of performance across vowels and consonants in tests of categorization and
discrimination indicate that vowels tend to be perceived more continuously, or less categorically,
than consonants. The present experiments examined whether analogous differences in perception
would arise in nonspeech sounds that share critical transient acoustic cues of consonants and
steady-state spectral cues of simplified synthetic vowels. Listeners were trained to categorize novel
nonspeech sounds varying along a continuum defined by a steady-state cue, a rapidly-changing cue,
or both cues. Listeners’ categorization of stimuli varying on the rapidly changing cue showed a
sharp category boundary and posttraining discrimination was well predicted from the assumption of
categorical perception. Listeners more accurately discriminated but less accurately categorized
steady-state nonspeech stimuli. When listeners categorized stimuli defined by both rapidly-changing
and steady-state cues, discrimination performance was accurate and the categorization function
exhibited a sharp boundary. These data are similar to those found in experiments with dynamic
vowels, which are defined by both steady-state and rapidly-changing acoustic cues. A general
account for the speech and nonspeech patterns is proposed based on the supposition that the
perceptual trace of rapidly-changing sounds decays faster than the trace of steady-state sounds.
© 2004 Acoustical Society of America.@DOI: 10.1121/1.1766020#
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I. INTRODUCTION

Patterns of performance in categorization and discrimi-
nation tasks differ across classes of speech sounds. Discrimi-
nation of stop consonants is closely predicted by categoriza-
tion ~Liberman et al., 1957!, but discrimination of vowels
and fricatives exceeds categorization-based predictions~Ei-
mas, 1963; Pisoni, 1973; Healy and Repp, 1982!. We hypoth-
esize that the differences in categorization and discrimination
patterns arise as a result of differences in the way the audi-
tory system processes the differing acoustic cues that distin-
guish vowels and consonants. Specifically, we suggest that
the rapid transients characteristic of many consonants are
processed quite differently than the relatively steady-state
frequency information that characterizes steady-state vowel
and fricative stimuli. From this hypothesis, we predict that
nonspeech sounds that are defined by acoustic cues that re-
flect these differences will elicit the same patterns of catego-
rization and discrimination performance as stop consonants
and synthetic steady-state vowels. The experiments de-
scribed in this report test this prediction by training listeners
to categorize nonspeech sounds that vary along a rapidly-
changing cue, a steady-state cue, or both types of cues and
then examining categorization and discrimination of the
sounds. Before turning to the experiments, we discuss in
more detail the evidence for the points motivating our ex-
periments.

A. Categorization and discrimination of different
classes of speech sounds

Differences in categorization and discrimination of dif-
ferent classes of speech sounds can be analyzed by compar-
ing observed discrimination performance to discrimination
performance predicted from categorization. To predict dis-
crimination from categorization, a discrimination curve is
calculated based on the assumption that the listener makes
discrimination judgments based entirely on whether the two
stimuli are categorized as the same sound or different
sounds. Stop consonants elicit sharp categorization functions
and discrimination performance is accurately predicted by
categorization, a pattern known as categorical perception
~Libermanet al., 1957; Wood, 1976; Repp, 1984!. The cat-
egorization functions elicited by steady-state vowels and fri-
catives are less sharp and discrimination performance is
much more accurate than predicted from categorization~Ei-
mas, 1963; Pisoni, 1973; Healy and Repp, 1982!. This result
indicates that, at least with steady-state vowels, listeners are
not merely using category labels to perform discrimination
~e.g., Pisoni, 1971!.

Some investigators~Ades, 1977; Healy and Repp, 1982!
have attempted to explain differences in patterns of catego-
rization and discrimination performance between steady-
state speech sounds~vowels and fricatives! and rapidly-
changing speech sounds~stop consonants! in terms of
differences in auditory distinctiveness. Distinctiveness is
considered a function of perceptual range, which is measured
by the sum of thed8 between adjacent stimuli~Ades, 1977!.

a!A preliminary report on this work was presented at the 143rd Meeting of
the Acoustical Society of America, June 2002.

b!Electronic mail: dmirman@andrew.cmu.edu
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This account predicts a direct trade-off between discrimina-
tion performance~i.e., auditory distinctiveness! and catego-
rization performance. However, Macmillanet al. ~1988! con-
trolled for perceptual range and found that differences
between vowels and consonants remained. Thus, factors
other than perceptual range must contribute to the differences
in categorization and discrimination of consonants and vow-
els.

Steady-state vowels are a simplified approximation of
natural vowels, which are additionally specified by dynamic
acoustic information~Gottfried and Strange, 1980; Strange
et al., 1976!. Direct comparisons for 12 vowels of American
English indicate that steady-state formants are sufficient for
approximately 75% correct vowel identification, but when
synthetic formants follow natural formant contours, correct
identification is improved to nearly 90%~Hillenbrand and
Nearey, 1999!. Experiments using stimuli based on natural
vowels, which vary along both steady-state and rapidly-
changing acoustic cues~Schouten and van Hessen, 1992!,
have shown a pattern that is not consistent with the predic-
tions of the distinctiveness account of Ades~1977! and Healy
and Repp~1982!. In these experiments, categorization of dy-
namic vowels exhibited steep category boundaries~like stop
consonants! but discrimination was high and exceeded
categorization-based predictions~like steady-state vowels!.

The cues that distinguish stop consonants are different
from the cues that distinguish steady-state vowels; further-
more, natural, dynamic vowels are defined by a combination
of cues~the importance of rapidly-changing cues to vowel
identity may vary by vowel; e.g., Hillenbrand and Nearey,
1999!. The acoustic patterns of stop consonants can be
broadly defined by rapidly-changing acoustic cues. Stop con-
sonants are primarily distinguished by rapid formant transi-
tions and fine temporal distinctions such as voice onset time.
In contrast, the acoustic patterns of vowels and fricatives can
be broadly defined by steady-state acoustic cues. In particu-
lar, the synthetic steady-state vowels that are often used in
studies of speech perception are distinguished only by for-
mant center frequencies that remain constant for the duration
of the sound. Fricatives, too, are primarily defined by rela-
tively slow-varying acoustic properties~e.g., Jongmanet al.,
2000!. Thus, one possibility is that differences in patterns of
categorization and discrimination between stop consonants
and steady-state vowels and fricatives arise from general dif-
ferences between processing rapidly-changing and steady-
state acoustic cues.

B. Processing differences between rapidly-changing
and steady-state sounds

There is considerable support for the broad distinction
between steady-state and rapidly-changing sounds and the
supposition that the auditory system processes such sounds
differently. Specifically, processing of rapidly-changing
sounds is more left-lateralized than processing of steady-
state sounds. This result has been found in comparisons of
human perception across classes of speech sounds~Cutting,
1974; Allard and Scott, 1975! and in nonhuman primate per-
ception of conspecific calls~Heffner and Heffner, 1984;
Hauser and Andersson, 1994!. Further, it has been found that

processing is more left-lateralized in humans when the for-
mant transition durations are extended in speech sounds
~Schwartz and Tallal, 1980! and in nonspeech sounds~Belin
et al., 1998!. The same result has been demonstrated for non-
human primates~Hauseret al., 1998!. In addition, recent evi-
dence from patterns of correlation in learning to categorize
based on different kinds of cues~Golestaniet al., 2002! sug-
gests that steady-state and rapidly-changing cues rely on dis-
tinct processing mechanisms. The close similarity of lateral-
ization results for speech and nonspeech sounds and for
humans and nonhuman primates, as well as the correlations
in learning rates, suggest that the auditory system processes
rapidly-changing and steady-state sounds differently.

Poeppel~2003; see also Zatorreet al., 2002! has pro-
posed that different temporal integration windows in the left
and right nonprimary auditory cortices account for these
findings. In particular, Poeppel contends that left nonprimary
auditory cortical processing depends on a short temporal in-
tegration window~20–40 ms! but right nonprimary auditory
cortical processing depends on a longer temporal integration
window ~150–300 ms!. Thus, processing rapidly-changing
cues, requiring a shorter temporal integration window, is per-
formed primarily by the left hemisphere. By contrast, analy-
sis of slower-changing cues is performed by the right hemi-
sphere with a longer temporal integration window, thus
allowing greater spectral resolution. A similar proposal has
been made by Shamma~2000!, who argues that acoustic sig-
nals are represented at multiple time scales. In particular,
rapidly changing sounds, such as plucked instruments and
stop consonants, are represented on a fast time scale, but
steady-state sounds, such as bowed instruments and vowels,
are represented on a slow time scale.

In sum, there is considerable evidence indicating that
rapidly-changing and steady-state acoustic cues are pro-
cessed differently by the auditory system. Furthermore, pat-
terns indicating this difference appear to be quite general,
occurring in perception of speech and nonspeech sounds.
The left hemisphere advantage emerges for both speech and
nonspeech sounds that are defined by rapidly-changing cues,
but not for sounds defined by steady-state cues. Similarly, the
canonical categorical perception pattern of categorization
and discrimination performance~specifically the accurate
prediction of discrimination performance from categoriza-
tion, as discussed above! emerges for stop consonants that
are defined by rapidly-changing acoustic cues but not for
vowels that are defined by steady-state cues. In the present
experiments, we test whether novel nonspeech sounds that
are defined by rapidly-changing cues will exhibit a categori-
cal perceptionlike pattern. By comparison, we test whether
nonspeech sounds defined by steady-state spectral cues will
exhibit the pattern typically observed for synthetic steady-
state voweis and fricatives.

II. EXPERIMENTS

The following experiments were designed to test catego-
rization and discrimination of novel nonspeech stimuli. Each
of the experiments employed a similar training and testing
procedure. The key analyses were posttraining categorization
and discrimination performance. Categorization posttest re-
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sults were used to generate a ‘‘predicted’’ discrimination
curve following signal detection theory~Macmillan and
Creelman, 1991; Macmillan, 1987!. The predicted discrimi-
nation curve was computed for each participant based on the
hypothesis that participants make same-different discrimina-
tion judgments by considering whether the sounds belong to
the same category or different categories. Thus, predicted
discriminationd8 for each pair of stimuli was the difference
in ~z-transformed! likelihood that the participant would re-
spond that each pair member belongs to the same category.
Sharp categorization functions mean that sounds are grouped
into discrete categories. Thus, sharp categorization functions
predict poor within-category discrimination~since all stimuli
within a category consistently receive the same label! and
good discrimination across the category boundary~since
stimuli across the boundary consistently receive different la-
bels!. In contrast, less sharp categorization functions predict
moderate discrimination across the entire stimulus series
~since all stimuli are partly ambiguous and thus any pair will
sometimes receive the same label, and sometimes receive
different labels!.

The specific research prediction was that rapidly-
changing nonspeech sounds would elicit sharp categorization
functions and poor within-category discrimination perfor-
mance compared to discrimination across category boundary.
That is, for rapidly-changing sounds categorization perfor-
mance would accurately predict discrimination performance.
In contrast, steady-state nonspeech sounds would elicit less
sharp categorization functions, but good discrimination per-
formance at every point on the series. That is, for steady-
state sounds discrimination performance would exceed
categorization-based predictions.

A. Stimulus space

The stimuli forming categories learned by listeners were
drawn from a novel two-dimensional acoustic space. The
acoustic space was defined in one dimension by a rapidly-
changing amplitude envelope cue and in the other dimension
by a steady-state spectral cue to allow independent manipu-
lation of the cues. The non-speech cues were chosen to be
generally similar to cues that are manipulated in studies of
speech perception. The steady-state spectral cue was held
constant throughout the stimulus, analogous to steady-state
vowels ~e.g., Pisoni, 1973!. The rapidly-changing cue was
analogous to amplitude rise time, which plays a role in dis-
tinctions between classes of consonants~Van Tasellet al.,
1987!, for example, the stop-glide contrast~e.g., /b/-/w/;
Mack and Blumstein, 1983; Walsh and Diehl, 1991!. This
cue also has been investigated in the context of the non-
speech pluck-bow distinction~Cutting, 1982; Kewley-Port
and Pisoni, 1984!.

Each stimulus was composed of a 300-ms burst of white
noise~10-kHz sample rate! with two 200-Hz bands of energy
removed by 50-dB elliptic bandstop filters. This filtering pro-
cess created two spectral notches characterized by their cen-
ter frequencies. The center frequencies of the filters used to
create the spectral notches remained constant across the en-
tire stimulus duration, but differed from stimulus to stimulus
to create a series that varied along a steady-state spectral

dimension. In the experiments presented here, the first notch
center frequency~NF1! started at 500 Hz and increased in
equal steps~see experiment procedure below!. The second
notch center frequency~NF2! was fixed for all stimuli at
2500 Hz. This procedure is similar to the typical procedure
for manipulating formant frequency to create a steady-state
vowel series~e.g., Miller 1953; Hoemeke and Diehl, 1994!.
Finally, a symmetric linear onset and offset ramp was applied
~as in the pluck-bow experiments, e.g., Kewley-Port and
Pisoni, 1984!. The duration of this ramp was manipulated to
create a series distinguished by a rapidly-changing cue. Al-
though the cues that distinguish these stimuli are abstractly
similar to cues that distinguish speech sounds, these stimuli
were perceived as bursts of noise and not as speech.

Figure 1~top panel! is a schematic depiction of the sam-
pling of this stimulus space in the following experiments.
The axis labels represent generic steps along the series be-
cause step size was adjusted based on individual participants’
sensitivity to make the steps approximately equally discrim-
inable across listeners~see procedure for details!. The hori-
zontal axis represents steps along the NF1 series. The verti-
cal axis represents steps along the ramp length series. Each
stimulus series consisted of ten stimuli divided into two
equal categories, with the category boundary~defined by ex-

FIG. 1. Top panel: schematic representation of the sampling of the stimulus.
The circles are stimuli that vary in ramp length~experiment 1!, the crosses
are stimuli that vary in NF1 frequency~experiment 2!, and the squares are
stimuli that vary in both ramp length and frequency~experiment 3; filled
squares are standard training and testing stimuli, open squares are generali-
zation testing stimuli!. Bottom panel: Relative frequency of presentation of
stimuli during categorization training.
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plicit feedback during training! between stimulus 5 and
stimulus 6 in the series.

B. Experiment 1

In the first experiment, the ramp length cue was manipu-
lated to create a single-dimension stimulus series varying
along a rapidly-changing cue. Following a sensitivity assess-
ment and pretest, the participants were trained to categorize
the stimuli and then were tested on categorization and dis-
crimination.

1. Method

a. Participants. Participants were 16 Carnegie Mellon
University undergraduates who had not participated in a pre-
vious experiment using stimuli based on these cues. Partici-
pants received course credit and/or a small payment. All par-
ticipants reported normal hearing.

b. Stimuli. The stimuli were synthesized as described
above using the MATLAB signal processing toolbox. NF1
and NF2 were fixed at 500 and 2500 Hz, respectively. The
duration of the linear onset/offset ramp varied in equal steps
starting at 5 ms. For example, with a step size of 15 ms, the
first stimulus had symmetric onset and offset ramps of 5 ms,
the second stimulus had 20 ms ramps, the third had 35 ms
ramps, and so on. The size of the steps was determined by
sensitivity assessment for each participant~as described be-
low! so that the experimental stimuli would be approxi-
mately equally discriminable to each participant.

c. Procedure. Participants completed the experiment
while sitting in sound attenuating booths, using labeled elec-
tronic button boxes to make responses. Sensitivity of each
participant to the ramp length cue was assessed using a
same-different discrimination task. An adaptive staircase
procedure, in which the step size was increased if discrimi-
nation was not accurate enough and decreased if discrimina-
tion was too accurate, was used to identify an appropriate
ramp step size. Discrimination performance was assessed on
the difference between percent hits and percent false alarms1

with a target range of 30% to 50%. The 32 ‘‘different’’ trials
~4 repetitions of 8 pairs! consisted of stimulus pairs two steps
apart. In addition, there were ten ‘‘same’’ trials for which
stimulus pair members were identical. The staircase proce-
dure was constrained to seven possible step sizes: 1, 3, 5, 7,
9, 12, and 15 ms. Stimulus pairs were presented with an
interstimulus silent interval of 500 ms. After a block of dis-
crimination trials, the participant’s performance was as-
sessed. If the participant was not sensitive enough (@%hits
2%false alarms#,30), then a more discriminable stimulus
set with a larger step size was selected. If the participant was
too sensitive (@%hits2%false alarms#.50), then a less dis-
criminable stimulus set with a smaller step size was selected.
This test and step-size adjustment was repeated three times.
The starting step size was 7 ms and all participants reached
threshold discrimination at 12 or 15 ms steps. At the final
step size, listeners participated in the pretest discrimination
task consisting of 110 discrimination trials~80 different tri-
als, 30 same trials!.

Next, the participants heard 480 categorization training
trials in each trial, one of the stimuli~drawn from the set of

10 separated by a step size determined by sensitivity assess-
ment! was presented and the participants categorized it as
belonging to one of two categories by pressing one of two
buttons on a response box, labeled with arbitrary symbols.
After the categorization response, the participants were
shown the correct answer by a light above the correct button.
Stimuli presented during training followed a bimodal distri-
bution to reflect exposure to two natural categories~e.g.,
phonetic categories, Lisker and Abramson, 1964! and en-
courage category formation~Maye et al., 2002; Rosenthal
et al., 2001!. Feedback was consistent with the distribution-
defined categories~category A: stimuli 1–5, category B:
stimuli 6–10!. Figure 1~bottom panel! illustrates the relative
frequency with which stimuli were presented during training.
Categorization training was divided into two equal units~240
trials each! and separated by a discrimination test identical to
the pretest.

After training, the participants completed a discrimina-
tion posttest identical to the pretest. Finally, each listener
participated in a categorization test consisting of 100 catego-
rization trials (10 trials310 stimuli) without feedback. Par-
ticipants completed the experiment during a single 1.5-h ses-
sion.

2. Results

Figure 2 ~top panel! illustrates the average of partici-
pants’ posttest category responses and corresponding reac-
tion times as a function of stimulus step. Following just 480
training trials, participants learned to assign category labels
with high accuracy~87% correct with respect to feedback-
defined category labels!. Furthermore, reaction times exhib-

FIG. 2. Experiment 1 results: stimuli varying in ramp length. The top panel
shows categorization responses~filled symbols! and reaction times~open
symbols!. The bottom panel shows discrimination results. Empty bars indi-
cate pretest performance, filled bars indicate posttest performance, and the
solid line is performance predicted from categorization according to the
signal detection theory model.
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ited a pronounced peak at the category boundary confirming
that the participants treated the stimuli as belonging to dif-
ferent categories~Pisoni and Tash, 1974; Maddoxet al.,
1998!. Figure 2~bottom panel! shows the results of the dis-
crimination pretest~empty bars! and posttest~filled bars! as
well as the posttest performance predicted from categoriza-
tion ~solid line!. There was no change from pretest to posttest
and a close correspondence between observed and predicted
performance. A repeated measures ANOVA confirmed that
there was no overall change from pretest to posttest (F
,1), a trend towards more accurate discrimination near the
center of the series@F(7,105)52.029,p50.058#, and no in-
teraction between location in series and change from pretest
to posttest@F(7,105)51.492,p50.178#. The same test com-
paring observed and predicted discrimination performance
indicated no overall difference between observed and pre-
dicted performance (F,1), a peak in discrimination accu-
racy near the center of the series@F(7,105)55.169,p
,0.001#, and small series-member-specific differences be-
tween observed and predicted performance@F(7,105)
52.114,p50.048#. Posthoc pairwise comparisons confirmed
that this interaction was produced by deviations between ob-
served and predicted performance at stimulus pairs 5–7 and
8–10.

3. Discussion

The relatively short training procedure used in this ex-
periment was sufficient for participants to learn to categorize
stimuli according to onset/offset ramp length. The high cat-
egorization accuracy and reaction time peak support this
conclusion. In addition, although there was no evidence for a
consistent learning-based change in discrimination perfor-
mance, the posttest performance did fall very close to perfor-
mance predicted from categorization. That is, for stimuli
varying in length of onset/offset ramp, a rapidly-changing
acoustic cue, it appears that discrimination and categoriza-
tion performance are closely matched.

C. Experiment 2

In the second experiment the training and testing proce-
dure of experiment 1 was replicated, but ramp length was
held constant and NF1 was manipulated to create a stimulus
series varying along a steady-state cue.

1. Method

a. Participants. Participants were 16 Carnegie Mellon
University undergraduates who had not participated in a pre-
vious experiment using stimuli based on these cues. Partici-
pants received course credit and/or a small payment. All par-
ticipants reported normal hearing.

b. Stimuli. The stimuli for this experiment were synthe-
sized according to the procedure outlined above. However, in
this case, the onset/offset ramps were fixed at 10 ms and NF1
was used as the category membership cue. All stimuli had a
notch with center frequency of 2500 Hz~NF2! and another
spectral notch~NF1! with a lower center frequency. Stimuli
were distinguished by NF1, which started at 500 Hz and
increased in center frequency in equal steps, the size of
which was determined by sensitivity assessment. For ex-

ample, with a step size of 50 Hz, the first stimulus in the set
would have an NF1 center of 500 Hz, the second stimulus
would have 550 Hz, the third 600 Hz, etc. The staircase
procedure was constrained to 11 possible step sizes: 3, 5, 10,
15, 20, 25, 30, 40, 50, 60, and 75 Hz.

c. Procedure. The procedure was nearly identical to that
of experiment 1. There were two differences in the sensitiv-
ity assessment stage. First, pilot studies indicated that sensi-
tivity to this cue was quite variable across participants, thus
the number of possible NF1 step sizes was increased to 11
~there were 7 possible ramp step sizes in experiment 1!. To
accommodate this increase the sensitivity assessment was
extended to five blocks~three were used in experiment 1!.
The initial step size was 25 Hz and listeners’ assessed sensi-
tivities included all possible step sizes~3–75 Hz!. Second,
d8 was used as a measure during sensitivity assessment with
the target range of 1.5 to 2.5.

2. Results

Figure 3 ~top panel! shows the categorization data,
which indicate that participants learned to assign category
labels with moderate accuracy~73.7% correct! although they
did not exhibit a sharp category boundary, nor did they show
a reaction time peak at the boundary. Furthermore, the pat-
tern of discrimination results in Fig. 3~bottom panel! shows
that discrimination performance was higher than would be
predicted from categorization performance, a pattern that is
quite different from the results of experiment 1~Fig. 2!. Re-
peated measures ANOVA results indicated no change from
pretest to posttest (F,1), a trend suggesting minor differ-

FIG. 3. Experiment 2 results: stimuli varying in NF1. The top panel shows
categorization responses~filled symbols! and reaction times~open symbols!.
The bottom panel shows discrimination results. Empty bars indicate pretest
performance, filled bars indicate posttest performance, and the solid line is
performance predicted from categorization according to the signal detection
theory model.

1202 J. Acoust. Soc. Am., Vol. 116, No. 2, August 2004 Mirman et al.: Cue differences in categorization and discrimination



ences in discriminability across the series@F(7,105)
52.019,p50.059#, and no series member-specific change
from pretest to posttest (F,1). The same test comparing
observed and predicted discrimination performance showed
an overall difference between observed and predicted perfor-
mance @F(1,15)517.324,p,0.001#, no significant differ-
ences in performance across the stimulus series@F(7,105)
51.845,p50.086#, and no stimulus pair-specific differences
between observed and predicted performance (F,1).

3. Discussion

Participants learning categories defined by NF1~experi-
ment 2! did not achieve the same level of accuracy in cat-
egorization as the participants learning categories cued by
ramp length~experiment 1!, despite the categorization train-
ing procedures being identical across experiments 1 and 2.
By contrast, discrimination performance on stimuli defined
by NF1 was quite high. In fact, participants’ discrimination
performance far exceeded the level that would be predicted
from their categorization performance.

One possible explanation for this difference is that vary-
ing ramp length allows stimuli to be described as ‘‘gradual’’
and ‘‘abrupt,’’ but varying NF1 does not lend itself to verbal
labels derived from experience outside the experiment. That
is, it was easier to label the ramp length stimuli because they
were consistent with labels that participants already know,
but the NF1 stimuli require learning new labels. However,
during postexperiment debriefing participants did not use
‘‘gradual’’ and ‘‘abrupt’’ to describe the variation in ramp
length-based stimuli~there was no consistent response, par-
ticipants provided such disparate descriptions as masculine/
feminine and ‘‘coming towards’’/‘‘going away’’!. Con-
versely, most participants described the NF1 variation as
being ‘‘pitch-like.’’ Thus, if participants were using labels
other than those specified by the experiment, categorization
in experiment 2 should be more accurate~because NF1
variation was consistently heard as variation of a familiar
cue, i.e., pitch!, but the opposite pattern was observed.

The differences between experiments 1 and 2 could also
be explained if the experiment 2 categorization task were
more difficult than the experiment 1 task. If this were the
case, 480 learning trials may not have been sufficient for
listeners to learn categories in experiment 2. Sharper catego-
rization functions and more accurate discrimination predic-
tions may have emerged with more training. To test this pos-
sibility, an extended version of experiment 2 was conducted.
This experiment used the same basic paradigm, but greatly
extended categorization training. Listeners completed seven
1-h sessions~session 1: pretests and initial categorization
training, sessions 2–6: categorization training, session 7: fi-
nal categorization training and posttests!. After 6720 catego-
rization training trials~14 times more than experiment 2!
listeners (N510) exhibited identical results: less sharp cat-
egorization~71% correct!, no reaction time peak, and high
discrimination performance exceeding categorization-based
prediction. This replication indicates that the differences be-
tween results of experiments 1 and 2 are not due to a simple
difficulty of learning category labels for the steady-state
stimuli.

The pattern of data in experiment 2 is quite different
from the sharp categorization and close correspondence be-
tween categorization and discrimination performance ob-
served in experiment 1. The main difference between experi-
ments 1 and 2 was that in the latter experiment, the cue that
differentiated stimuli and defined their category membership
was NF1, a steady-state spectral cue, but in experiment 1 the
cue was onset/offset ramp length, a rapidly-changing cue.
This pattern is similar to the reported differences in catego-
rization and discrimination of stop consonants compared to
steady-state vowels and fricatives and corresponds with stud-
ies indicating that the auditory system may process rapidly-
changing and steady-state acoustic cues differently. Cue dif-
ferences may interact with the cognitive processes that
underlie categorization and discrimination.

As discussed in the Introduction, direct comparisons of
categorization of dynamic and steady-state synthetic vowels
have shown that rapidly-changing cues improve vowel iden-
tification ~Hillenbrandet al., 2001; Hillenbrand and Nearey,
1999!. Importantly, this improvement in identification comes
without a decrease in discrimination performance~Kewley-
Port and Watson, 1994; Kewley-Port, 1995; Kewley-Port and
Zheng, 1999!. That is, speech sounds that are defined by both
steady-state and rapidly-changing cues are categorized ac-
cording to a sharp boundary and discriminated at levels that
exceed categorization-based predictions~Schouten and van
Hessen, 1992!. In the preceding experiments, we have dem-
onstrated that for nonspeech sounds that are distinguished by
a rapidly-changing cue, categorization is sharp and accu-
rately predicts discrimination, but for nonspeech sounds dis-
tinguished by a steady-state cue, categorization is less sharp
and discrimination exceeds categorization-based prediction.
If these results are driven, at leat in part, by differences in the
way steady-state and rapidly-changing cues interact with the
cognitive processes of categorization and discrimination,
then the same sharpening of the categorization function and
better-than-predicted discrimination performance should be
observed when the nonspeech steady-state and rapidly-
changing cues used in the previous experiments are com-
bined. To test this prediction, the procedure used in experi-
ments 1 and 2 was repeated, but the ramp length and NF1
cues were combined such that both the rapidly-changing cue
and the steady-state spectral cue were available to partici-
pants performing the categorization and discrimination tasks.

D. Experiment 3

1. Method

a. Participants. Participants were 17 Carnegie Mellon
University undergraduates who had not participated in a pre-
vious experiment using stimuli based on these cues. Partici-
pants received course credit and/or a small payment. All par-
ticipants reported normal hearing.

b. Stimuli. The stimuli for this experiment were gener-
ated by combining NF1 and ramp cues. Stimuli differed
along both cues such that either cue was sufficient for cat-
egorization. Filled square symbols in Fig. 1~top panel! show
an abstract representation of the stimulus space sampling.
The ramp step size was fixed at 15 ms, but the NF1 step size
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was determined by sensitivity assessment similar to experi-
ment 2. The sensitivity assessment in experiment 1 and pilot
studies resulted in nearly all participants having a 15-ms step
size ~with a few participants having a 12-ms step size!.
Therefore, it was assumed that sensitivity to ramp length was
sufficiently constant across listeners to make independent
sensitivity assessment for each cue unnecessary. In addition
to the 10 training stimuli, 12 generalization stimuli from the
region near the category boundary were synthesized in order
to examine the shape of each participant’s category bound-
ary.

c. Procedure. The procedure was nearly identical to that
of experiment 1. There were two changes made to the pro-
cedure to accommodate the change in stimuli. First, sensitiv-
ity assessment consisted of five blocks as in experiment 2
~although the performance criterion was based on the differ-
ence between percent hits and percent false alarms, as in
experiment 1!. Second, a generalization test was added to the
end of the experiment. During the generalization test, the 16
stimuli ~12 novel stimuli plus the 4 stimuli from the training
set that are closest to the boundary! surrounding the bound-
ary area~see Fig. 1, top panel, empty squares! were pre-
sented 20 times each without feedback~as in the categoriza-
tion posttest!.

2. Results

Figure 4 ~top panel! shows that categorization posttest
results were similar to those observed in experiment 1. The

categorization function was sharp with high accuracy~84.5%
correct! and reaction time exhibited a moderate peak at the
category boundary. Regression analysis of the generalization
responses with respect to each of the cues revealed signifi-
cant effects of both cues @NF1: t(14)511.943,p
,0.001;ramp:t(14)514.011,p,0.001#. That is, during
generalization participants used both cues to make category
assignments. The discrimination results shown in Fig. 4~bot-
tom panel! followed qualitatively the same pattern as ob-
served in experiment 2. Comparison of pretest and posttest
discrimination showed no significant differences~all F ’s
,1). As in experiment 2, a comparison of predicted and
observed discrimination posttest data showed an overall dif-
ference between observed and categorization-predicted per-
formance@F(1,16)519.074,p,0.001#, some differences in
discriminability across the stimulus series@F(7,112)
52.178,p50.041#, and no series member-specific differ-
ences between observed and predicted performance
@F(7,112)51.268,p50.272#. Thus, for stimuli defined by
both the ramp cue and the NF1 cue, categorization perfor-
mance was similar to categorization of stimuli defined by
just the ramp cue but discrimination performance was similar
to discrimination of stimuli defined by just the NF1 cue.

3. Discussion

The sharp categorization function and above-predicted
discrimination performance observed in this experiment re-
flected a ‘‘best of both worlds’’ of the patterns observed in
experiments 1 and 2. That is, the combination of both acous-
tic cues elicited a maximally accurate combination of catego-
rization and discrimination performance. The sharp categori-
zation function and reaction time peak at the boundary were
qualitatively similar to the result from experiment 1, in
which the ramp length cue was the category-distinguishing
cue. The high discrimination performance relative to the pre-
diction from categorization was similar to the results of ex-
periment 2, in which the steady-state NF1 cue was the
category-distinguishing cue. These results are similar to the
findings of researchers studying vowels with rapidly-
changing cues~Schouten and van Hessen, 1992!. In both
speech and nonspeech contexts, when both steady-state and
rapidly-changing cues are available, categorization is sharp
~as with just the rapidly-changing cue! and discrimination
exceeds categorization-based predictions~as with just the
steady-state cue!. Figure 5 summarizes the observed and
categorization-based predicted discrimination performance
for the three experiments and makes clear the difference in
the patterns of performance. For stimuli that have a steady-
state cue~experiments 2 and 3! to stimulus identity, discrimi-
nation performance is higher than predicted from categoriza-
tion performance. But for stimuli that are defined only by a
rapidly-changing cue~experiment 1!, discrimination perfor-
mance is accurately predicted by categorization performance.

III. GENERAL DISCUSSION

The present research examined differences in categori-
zation and discrimination of sounds varying in rapidly-
changing and steady-state acoustic cues. A novel stimulus

FIG. 4. Experiment 3 results: stimuli varying in both ramp length and NF1.
The top panel shows categorization responses~filled symbols! and reaction
times ~open symbols!. The bottom panel shows discrimination results.
Empty bars indicate pretest performance, filled bars indicate posttest perfor-
mance, and the solid line is performance predicted from categorization ac-
cording to the signal detection theory model.
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space was created by applying bandstop filters and onset/
offset ramps to bursts of white noise. Participants were
taught to categorize stimuli varying along one of the dimen-
sions of this space in blocks of categorization trials with
feedback. Following training, participants were tested on cat-
egorization and discrimination of the stimuli. Results indi-
cated that participants could categorize stimuli that varied
along the rapidly-changing ramp length cue very effectively,
with discrimination performance approximately at the level
predicted by categorization performance~experiment 1!.
However, the same training procedure resulted in much less
sharp categorization of stimuli that varied along the steady-
state NF1 cue and produced discrimination that exceeded the
level predicted from categorization responses~experiment 2!.
A study of categorization and discrimination along the NF1
cue following extensive categorization training~14 times
more than experiment 2! found the same result. Thus, the
difference in results between experiments 1 and 2 is not
caused by a difference in rate of learning categories defined
by these cues. When both cues were available~experiment
3!, performance was ‘‘the best of both worlds,’’ combining
the sharp categorization observed in the ramp cue experi-
ment with discrimination performance that exceeded predic-
tions from categorization, as observed in experiments using
the steady-state NF1 cue.

The findings of these experiments mirror findings in
speech perception. The pattern of categorization and dis-
crimination of stop consonants is similar to the pattern of
categorization and discrimination of the ramp-cued stimuli,
whereas the pattern for steady-state vowels and fricatives is
similar to the pattern for NF1-cued stimuli~Eimas, 1963;
Pisoni, 1973; Healy and Repp, 1982; Repp, 1984!. The pat-
tern of categorization and discrimination of nonspeech
sounds defined by both the ramp and NF1 cues is similar to
the pattern for vowels defined by both steady-state spectral
cues and rapidly-changing cues~Schouten and van Hessen,
1992!. These data suggest that differences in patterns of cat-
egorization and discrimination performance reflect differ-
ences in processing of acoustic properties that speech and
nonspeech sounds share. As reviewed in the Introduction,
converging evidence from lateralization studies, individual
difference studies, and studies in nonhuman animals all sup-
port the hypothesis that the auditory systems process rapidly-

changing and steady-state cues differently and that these dif-
ferences give rise to performance differences between
vowels and consonants and between classes of nonspeech
sounds.

To account for the cue-task interaction described in this
report, it is useful to consider the demands of the discrimi-
nation task. Evidence suggests that decay of the perceptual
trace is one factor limiting discrimination performance~e.g.,
Pisoni, 1973; Cowan and Morse, 1986!. The perceptual trace
decays relatively quickly, but if a category label has been
assigned, the label may be available after the perceptual trace
has decayed. In support of these hypotheses, researchers
have demonstrated that discrimination performance falls
closer to categorization-based predictions when the inter-
stimulus-interval~ISI! between the sounds to be discrimi-
nated is extended~e.g., Pisoni, 1973; Cowan and Morse,
1986!. Some researchers have suggested that the perceptual
trace of stop consonants is less available for discrimination
than the perceptual trace of steady-state vowels~Macmillan
et al., 1988!. If so, this difference may explain differences in
discrimination performance between the two types of speech
sounds. Generalizing this idea to encompass nonspeech
sounds, suppose that the perceptual trace of rapidly-changing
sounds decays faster than that of steady-state sounds. Rapid
decay of the perceptual trace would encourage reliance on
category labels because they can be maintained in memory
for a longer time. On the other hand, suppose steady-state
sounds leave a longer-lasting perceptual trace. If the percep-
tual trace decays slowly, discrimination performance can ex-
ceed category label-based performance. In the context of the
present experiments, this account claims that the perceptual
trace of stimuli defined by the ramp cue decays more quickly
than the perceptual trace of the stimuli defined by the NF1
cue. As the perceptual trace decays, listeners are forced to
rely more on assigning category labels~learned during the
categorization training phase!, therefore discrimination per-
formance is more closely predicted by categorization perfor-
mance for the ramp stimuli~experiment 1! than for the NF1
stimuli ~experiment 2!. Thus, if one assumes that transient
cues leave more transient perceptual traces, the memory de-
mands of the discrimination task explain improved discrimi-
nation performance when steady-state cues are available.
This account predicts that discrimination of nonspeech
sounds defined by steady-state cues will fall closer to
categorization-based predictions if longer interstimulus-
intervals are used.

In summary, in the present experiments, listeners catego-
rized and discriminated novel nonspeech sounds defined by a
rapidly-changing acoustic cue, a steady-state cue, or both
types of cues. The results showed three things. First, non-
speech sounds defined by a rapidly-changing acoustic cue
elicited sharp categorization performance and discrimination
performance that was accurately predicted by the assumption
that the discrimination is performed solely on the basis of
category labels. This pattern of results has been reported for
stop consonants, which are distinguished by rapidly-
changing acoustic cues such as formant transitions. Second,
nonspeech sounds defined by a steady-state acoustic cue elic-
ited less sharp categorization performance and discrimina-

FIG. 5. Overall observed and predicted posttest discrimination performance
by experiment. When a steady-state cue is available~experiments 2 and 3!,
discrimination performance exceeds categorization-based predictions.

1205J. Acoust. Soc. Am., Vol. 116, No. 2, August 2004 Mirman et al.: Cue differences in categorization and discrimination



tion performance exceeded predictions based on categoriza-
tion performance. This pattern of results has been reported
for synthetic steady-state vowels and fricatives, which are
distinguished by steady-state acoustic cues such as formant
frequency. Third, nonspeech sounds defined by both a
rapidly-changing cue and a steady-state cue elicited both
sharp categorization functions and discrimination perfor-
mance that exceeded predictions based on categorization per-
formance. This pattern of results has been reported for natu-
ral vowels that are distinguished by both steady-state and
rapidly-changing acoustic cues. These similarities in data
patterns for speech and nonspeech sounds suggest that cat-
egorization and discrimination performance are influenced
by differences between auditory processing of rapidly-
changing and steady-state acoustic cues for both types of
sounds.
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Coding of vowellike signals in cochlear implant listenersa)
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Neural-population interactions resulting from excitation overlap in multi-channel cochlear implants
~CI! may cause blurring of the ‘‘internal’’ auditory representation of complex sounds such as
vowels. In experiment I, confusion matrices for eight German steady-state vowellike signals were
obtained from seven CI listeners. Identification performance ranged between 42% and 74% correct.
On the basis of an information transmission analysis across all vowels, pairs of most and least
frequently confused vowels were selected for each subject. In experiment II, vowel masking patterns
~VMPs! were obtained using the previously selected vowels as maskers. The VMPs were found to
resemble the ‘‘electrical’’ vowel spectra to a large extent, indicating a relatively weak effect of
neural-population interactions. Correlation between vowel identification data and VMP spectral
similarity, measured by means of several spectral distance metrics, showed that the CI listeners
identified the vowels based on differences in the between-peak spectral information as well as the
location of spectral peaks. The effect of nonlinear amplitude mapping of acoustic into ‘‘electrical’’
vowels, as performed in the implant processors, was evaluated separately and compared to the effect
of neural-population interactions. Amplitude mapping was found to cause more blurring than
neural-population interactions. Subjects exhibiting strong blurring effects yielded lower overall
vowel identification scores. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1772398#

PACS numbers: 43.71.Ky, 43.71.Es, 43.66.Ts@PFA# Pages: 1208–1223

I. INTRODUCTION

Cochlear implant~CI! systems can in theory provide up
to 22 independent frequency channels, which are allocated to
tonotopically arranged stimulation electrodes. Although this
arrangement achieves an extremely small number of excita-
tion points compared to the number of auditory-nerve fibers
in normal hearing, several studies have shown that increasing
the number of channels beyond six to eight produces no
further improvement of speech intelligibility in quiet~e.g.,
Fishman et al., 1997; Dorman and Loizou, 1997a; Brill
et al., 1997!. In noise, the number of channels beyond which
asymptotic performance is reached can be higher, depending
on the speech material used~e.g., Fuet al., 1998; Garnham
et al., 2002!. Moreover, listening experiments with normal-
hearing ~NH! listeners have indicated that the number of
channels necessary to understand speech accurately in quiet
is comparable to CI listeners~Shannonet al., 1995; Dorman
and Loizou, 1997a,b, 1993!. Nevertheless, CI listeners ex-
hibit considerable across-subject variability in speech recog-
nition ~Friesenet al., 2001; Dorman, 1993, p. 181!, whereas
NH subjects show more uniform performance under compa-
rable conditions~Friesenet al., 2001!. One possible reason
for the large differences among CI listeners is individual dif-
ferences in the degree of interactions between stimulation
channels. Those can arise from variable extents of excitation
overlap of ganglion cells from stimulating electrodes, e.g., as
a result of variable distances between the electrode contacts

and the stimulated cells or variable properties of the im-
planted cochlear structures with respect to current flow. It is
well known from the literature on cochlear hearing impair-
ment ~acoustic hearing! that broadening of peripheral audi-
tory filters causes blurring of the internal auditory represen-
tation of the speech spectrum. In electrical stimulation,
excessive current spread from stimulating electrodes may
cause a similar effect as described above for acoustic hear-
ing. The higher the degree of spread of excitation, the more
the tonotopic places that would normally correspond to low
excitation amplitude~spectral valleys! are boosted relative to
the amplitudes at the spectral peaks. Thus, the raising of
levels at the spectral valleys of a speech signal in electrical
hearing could be described as spectral blurring. ‘‘Channel
interactions’’ is used here as a general term for the effects
resulting from excitation overlap between stimulating elec-
trodes~defined in more detail later in this section!. Studies of
channel interactions have found that they explain only a
small percentage of the variance in speech recognition
scores. As far as the authors are aware, no previous study has
examined channel interactions when the entire array of elec-
trodes was activated, as is the case of speech processed by
implant processors. The current study investigates this con-
dition in order to better understand the ‘‘internal’’ auditory
representation of the speech spectrum. The primary goal was
to determine how channel interactions caused by excitation
overlap affect the transmission of spectral information in
speech signals. An additional objective was to evaluate the
effect of spectral alteration introduced by the process of non-
linear amplitude mapping imposed on each channel in the CI
speech processor in order to fit the electrical dynamic range.

a!Parts of the work presented in this article have been presented at the 2001
Conference on Implantable Auditory Prostheses Asilomar.

b!Electronic mail: bernhard.laback@oeaw.ac.at
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Vowellike signals were chosen to study the effects de-
scribed above. The advantage of using vowel stimuli as com-
pared to stimuli with arbitrary spectra is that listeners are
already familiar with the underlying phonetic categories and
no special training in labeling is necessary before performing
an identification task. To measure the ‘‘internal’’ auditory
representation of vowellike signals~hereafter referred to sim-
ply as ‘‘vowels’’!, the method of vowel masking patterns
~VMPs! was applied. Synthetic vowels were used as
maskers, and masked thresholds of sinusoidal probes were
obtained across the masker spectrum. The masked threshold
at each probe frequency indicates the probe level at which
the neural excitation evoked by the combination of vowel
masker and probe just differs from the excitation caused by
the masker alone at each probe frequency. Vowel masking
patterns have been successfully applied for studying the ‘‘in-
ternal’’ representations of vowels in normal-hearing subjects
~Moore and Glasberg, 1982; Sidwell and Summerfield, 1985!
and hearing-impaired subjects~Sidwell and Summerfield,
1985; van Tasellet al., 1987!. Those VMP studies measured
spectral masking induced by acoustic stimulation by deter-
mining the spread of excitation along the tonotopically orga-
nized structures in the auditory pathways. In this study, ap-
plying electrical stimulation, spectral masking refers to the
spread of neural activation resulting from the dispersion of
electrical current from stimulation electrodes.

Channel interactions can be the result of summation and
cancellation effects in electrical fields generated by neighbor-
ing stimulation electrodes~Shannon, 1983!. ‘‘Electrical-field
interactions’’ occur when different electrodes are activated
simultaneously in order to stimulate auditory fibers along the
cochlea. Sequential stimulation strategies like CIS~‘‘con-
tinuous interleaved sampling;’’ Wilsonet al., 1991!, that
present trains of pulses nonoverlapping across the stimula-
tion electrodes, limit this kind of interaction. However,
‘‘neural-population interactions’’~NPIs! ~Shannon, 1993! oc-
cur even in the case of nonsimultaneous stimulation if differ-
ent electrodes alternately stimulate the same neural-
population. Due to current spread in the cochlea, the
pertaining neurons may effectively receive a pulse train of
200 pulses per second~pps! when two adjacent electrodes,
each delivering 100 pps, are activated in interleaved fashion.
Another aspect of this phenomenon is related to the refrac-
toriness of the underlying neural population. Considering
one of two electrodes exciting the same neural population as
the masker and the other one as the probe, the neural re-
sponse to the probe may be decreased by prior stimulation
from the masker electrode. This effect could be denoted as
forward masking across frequency channels.

In order to measure the effect of NPIs at specific elec-
trode positions, Shannon~1983! proposed the method of for-
ward masking patterns~FMPs!. FMPs of a single-electrode
masker are obtained by measuring the threshold shifts in
detecting a probe electrode signal~electrical pulse train!
across the electrode array at a fixed temporal interval follow-
ing the masker offset. Since masker and probe are presented
nonsimultaneously, ‘‘electrical-field interactions’’ should
have no influence on FMP measurements.

Considerable across-subject differences in the magni-

tude of NPIs have been reported by several investigators who
measured forward masking patterns using single-electrode
maskers~Tong and Clark, 1986; Limet al., 1989; Cazals
et al., 1990; Cohen and Clark, 1996; Chatterjee and Shan-
non, 1998; Throckmorton and Collins, 1999!. These studies
are based on the hypothesis that the amount of masking ef-
fect induced by a single masker electrode on~nonsimulta-
neous! probes across the array is negatively correlated with
speech recognition performance due to the mutual interfer-
ence between stimulating electrodes, which blur the ‘‘inter-
nal’’ auditory representation of the speech spectrum. In some
of these studies, FMPs were compared with speech recogni-
tion scores~Cazalset al., 1990; Chatterjee and Shannon,
1998; Throckmorton and Collins, 1999!. Cazalset al. ~1990!
found no relation between a forward-masking task and open-
set speech recognition, applying monopolar stimulation with
the six-electrode Ineraid implant by Symbion~4 mm elec-
trode distance!. Chatterjee and Shannon~1998! observed
stronger dependence of FMPs on masker level and probe
delay in a CI listener with low sentence recognition scores
compared to other subjects with higher scores~Nucleus 22,
bipolar stimulation mode!. Throckmorton and Collins~1999!
tested seven Nucleus 22 patients~bipolar stimulation mode!
and reported a significant correlation between the average
masking effect caused by the central electrode and consonant
as well as sentence recognition. However, there was no sig-
nificant correlation with vowel recognition scores. According
to Throckmorton and Collins~1999!, the correlation with
consonant and sentence recognition could reflect the rel-
evance of temporal aspects of forward masking, i.e., masking
of consonants by preceding vowels with higher energy. The
lack of a significant correlation between the average masking
effect of the central electrode and vowel recognition perfor-
mance appeared to indicate that across-channel~spectral! as-
pects of forward masking, as described earlier, were not im-
portant. However, the significant correlation between the
average masking effect of the central electrode and an elec-
trode discrimination task performed in the same study, which
is a measure of the amount of excitation overlap, indicated
that both temporal and spectral interactions may have been
involved. More recently, Throckmorton and Collins~2002!
measured speech recognition of NH subjects listening to
stimuli simulating forward masking effects in cochlear im-
plant listeners. The contribution of spectral interactions to
the observed degradation in speech recognition was more
pronounced than that of temporal interactions. In summary,
only a few of the conditions tested in the above-mentioned
studies showed a correlation between speech recognition per-
formance and measures of forward masking.

Measuring neural-population interactions by means of
FMP involves using only two electrodes, the masker and the
probe. Complex signals like speech, however, require stimu-
lation by more than two electrodes, which is likely to result
in complex stimulation patterns and, as a result, a relatively
high degree of NPIs. This assumption is based on the obser-
vation that maskers tend to elevate probe thresholds across
the entire electrode array, rather than merely at neighboring
electrodes~e.g., Throckmorton and Collins, 1999!. In the
present study, it is assumed that the measurement of ‘‘inter-
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nal’’ auditory representations of a set of steady-state vowels
can give insight into the transmission of spectral information
associated with NPIs.

By applying a sequential stimulation strategy like CIS
~as was done in the present study!, the neural representation
of each electrode signal can be affected by NPIs from other
electrodes. Figure 1 illustrates schematically the process as-
sumed to underly the masked threshold in a sequential stimu-
lation strategy that is dependent on the probe level in three
stimulation cycles~a–c!. The upper and the rightmost parts
of the figure show the temporal and the spectral representa-
tion, respectively, of the acoustical input to the CI processor
@masker~M! and probe~P!#. Ep refers to a single electrode
signal, the probe, andEM1–EM3 represent several surround-
ing electrode signals, the maskers. Below the electrode sig-

nals, the corresponding electrical current patterns at the neu-
rons closest to the probe electrode, the ‘‘effective’’ signals,
are shown. The bottom part of the figure depicts the assumed
composite neural activation at the pertaining neurons during
each of the three stimulation cycles~a–c!.

At the pulse rates of 1515 pps per channel applied in this
study ~due to excitation overlap the ‘‘effective’’ rate per
channel could be much higher!, the origins for the generation
of the masked threshold may be different from those present
when measuring masking at much lower pulse rates~e.g.,
Shannon, 1990; Chatterjee and Shannon, 1998!. It is con-
ceivable that neural firing is determined by the total energy
of the pulses within a temporal sliding window. According to
this assumption, the probe only becomes audible when it
introduces a detectable change into the composite activation
produced by the masker in relation to the variance in the
composite activation produced by the masker alone. At low
probe amplitudes~a! the spiking pattern at the neurons close
to the probe electrode is dominated by signals from both
adjacent (EM2 and EM3) and distant (EM1) masker elec-
trodes, depending on their relative amplitudes and spread of
excitation. In this case the probe is likely to be inaudible.
Increasing the probe amplitude produces a current increase
primarily at the pertaining neurons. In cycle~b!, the contri-
bution of the probe pulse to the composite activation is still
weak. Therefore, the neurons may generate a spiking pattern
which is not significantly different from that in condition~a!.
A further increase in probe amplitude~c! causes the compos-
ite activation to exceed the threshold criterion, as symbolized
by the distance between the lower and the upper dashed line,
and the probe signal may become audible.

So far, we have described the potential mechanisms of
NPIs and how they might affect the masked thresholds of
electrode signals. In order to extract the specific effect of
NPIs for complex signals like vowels, one can compare the
spectra at the level of the implant electrodes~referred to as
‘‘electrical activation patterns’’! with the corresponding
VMPs. For the stimuli presented via the ‘‘clinical’’ CI pro-
cessor~the wearable speech processor used by the subjects in
everyday life! an additional source of spectral alteration re-
sults from the nonlinear dynamic range allocation performed
in the stimulation channels. This effect can arise from apply-
ing a nonlinear amplitude compression function on channels
with different threshold and most comfortable current levels
as well as growth-of-loudness functions, and is subsequently
referred to as CI compression. Potential consequences are
reduced spectral contrast and spectral shifts of peaks and
valleys in the spectrum. The specific effect of CI compres-
sion can be extracted by comparing the acoustic vowel spec-
tra with the electrical activation patterns.

The current study describes two experiments pertaining
to ~1! the identification of synthetic vowels by CI listeners
and ~2! the effects of channel interactions for the vowel
stimuli using VMPs. Stimuli for CI listeners were derived
from eight synthetic vowels differing in spectral envelope
only, which had been verified to be identifiable by NH lis-
teners with a score of 99% to 100% correct in an vowel
identification pretest. For CI listeners, the confusion among
vowels was analyzed by calculating the information transfer

FIG. 1. Schematic illustration of neural-population interactions~NPIs! in a
sequential stimulation strategy. The upper and the rightmost parts of the
figure show the temporal and the spectral representation, respectively, of the
acoustical input to the CI processor@masker~M! and probe~P!#. The corre-
sponding electrode signals at three masker electrodesEM1–EM3 and the
probe electrodeEP are given below. The electrical current patterns occurring
at the neurons most close to the probe electrode are shown beneath. The
assumed composite neural activation at the pertaining neurons depicted at
the bottom of the graph indicates that with an increasing amplitude of the
probe pulses (Ep) from ~a!–~c!, the probe becomes audible. The distance
between the upper and the lower dashed horizontal lines symbolizes the
threshold criterion, i.e., the minimum detectable change introduced by the
probe into the composite activation produced by the masker in relation to
the variance in the composite activation produced by the masker alone. Note
that although the acoustical masker and probe are presented simultaneously,
the electrical pulses associated with masker and probe occur nonsimulta-
neously except for the frequency range of the probe, where masker and
probe fall into the same filterband of the CI processor and therefore contrib-
ute to the same electrical pulses~black pulses!.
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for all vowel pairs. Pairs with either low or high information
transfer were selected for the second experiment. In experi-
ment 2, VMPs were measured for each of the selected vow-
els. Since it is generally not known which spectral features
CI listeners rely on, five different metrics of spectral similar-
ity were applied to all VMP pairs and correlated with the
vowel identification data. Three of the metrics, representing
the ‘‘whole-spectrum approach’’ of the two viewpoints in
vowel perception @‘‘whole-spectrum’’ versus ‘‘formant-
based’’ approach~Bladon and Lindblom, 1981, p. 1421!#,
evaluate differences in spectral amplitudes with equal weight
to all components. The other two metrics, representing the
‘‘formant-based’’ approach, emphasize differences in either
formant positions or the spectral centroid. It was hypoth-
esized that CI listeners rely more on ‘‘whole-spectrum’’ as-
pects in vowel identification than NH listeners because of the
smaller number of frequency channels available. Further-
more, it was hypothesized that CI listeners exhibiting stron-
ger spectral blurring resulting from NPIs and compression
would show lower mean identification scores for all eight
vowels.

In summary, the main questions addressed in this study
are the following:~1! How well do cochlear implant users
identify synthetic steady-state vowels using only spectral en-
velope cues?~2! Do VMPs reflect the patterns of confusion
between vowels derived from the identification data?~3!
What characteristics of VMPs are used by cochlear implant
listeners to differentiate among the vowels, assuming that
VMPs represent all of the relevant information available to
CI listeners?~4! How do NPIs and CI compression affect the
‘‘internal’’ representations of the signals, and could the
amount of blurring observed be used as a predictor of vowel
identification performance?

II. EXPERIMENT I: VOWEL IDENTIFICATION

A. Stimuli

Steady-state vowels were used instead of natural spoken
vowels because we wanted to force subjects to use only spec-

tral shape cues. Natural vowels can provide identification
cues apart from spectral shape, such as differences in funda-
mental frequency, duration, or small changes of spectral
shape over time. Eight German vowels /a:,}:, e:, i:, o:,Ö:, u:,
y:/ were generated by additive synthesis of 40 sinusoids~sine
phase!, spaced at 100-Hz intervals from 100 to 4000 Hz. The
amplitudes of the sinusoids were determined as follows:
Steady-state vowel segments were extracted from natural re-
cordings of consonant–vowel–consonant tokens~German-
spoken clinical vowel test! read by a male speaker at ap-
proximately 100-Hz fundamental frequency, and sampled at
44.1 kHz. One speech signal period, selected from the sta-
tionary part of the segment, was extracted and recopied sev-
eral times. A 5000-point DFT spectrum was calculated from
the resulting signal, and the amplitudes of the spectral com-
ponents were determined by a peak-picking algorithm using
quadratic interpolation to sharpen the peak estimation. Each
of the 40 sinusoids was weighted with the amplitude of the
closest spectral peak derived from the interpolated DFT
spectrum. This process was used to compute stationary vow-
els ~NH vowels!, which served as stimuli in the normal hear-
ing identification pretest.

The synthesis procedure for the stimuli used with the CI
listeners was different. In order to avoid identification cues
derived from differences in modulation depth in the electrical
output as a result of varying amplitude relations of the har-
monics within a filterband of the CI processor, sinusoids
were placed only at the center frequencies (Fi) in each CI
filterbank. The corresponding amplitudes were taken from
the rms measurements of the CI processor’s filterbank out-
puts (Ai) using the NH vowels as input. Finally, sinusoids
were added in sine phase with frequenciesFi and amplitudes
Ai . The resulting vowel stimuli~CI vowels! were used to
test the CI listeners. Figure 2 shows amplitude spectra of the
CI vowels. The total duration of each stimulus~including
70-ms raised-cosine ramps! was 0.9 s. It is worth noting that
this duration is very much longer than the usual duration of

FIG. 2. Amplitude spectra of the vowels~CI Vowels! used in experiments I and II for 8-channel implantees~left! and 12-channel-implantees~right!.
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vowels in natural speech. All vowels were equated for
A-weighted rms amplitudes.

It is important to note that the CI vowels, although per-
ceived as highly inharmonic by normal ears, produced ‘‘elec-
trical’’ spectral shapes very similar to those produced if the
harmonic NH vowels were fed into the CI processor. The
only difference between these two types of stimuli, from the
viewpoint of the CI listener, is that in the case of the CI
vowels the filterbank processing is applied two times~during
synthesis, as well as during presentation!, whereas in the
case of the NH vowels the filterbank processing would have
been performed only during presentation. A comparison of
the ‘‘electrical’’ processor outputs between the NH vowels
and the CI vowels revealed no differences in spectral peak
positions and only marginal differences in between the spec-
tral peaks~for both the 8 and 12 channel versions!. There-
fore, the CI vowels provided spectral shape cues to the CI
listeners comparable to those provided by natural vowels.

To minimize loudness differences among vowels provid-
ing identification cues all vowels were loudness balanced
before presentation. One of the vowels served as the refer-
ence stimulus~78 dB SPL in case of NH listeners and at a
comfortable level in the case of CI listeners! and the listeners
matched the other vowels in loudness to the reference. Then,
the stimuli were presented in groups of four~1-2-3-4, 2-3-
4-5, 3-4-5-6, 4-5-6-7, 5-6-7-8! and the subjects were in-
structed to identify vowels still deviating in loudness within
each group. Whenever a different loudness occurred, the am-
plitude of the corresponding vowel was adjusted by the ex-
perimenter until the subject reported uniformity within the
group. The whole sequence of vowels was presented in order
to check the loudness balance. Care was taken that none of
the vowels approached the saturation level in any of the pro-
cessor channels. In such a case, the level of all vowels was
reduced appropriately.

An even more efficient method to remove loudness as a
cue to vowel identity would be to rove the amplitude of the
stimuli across items. However, this procedure would have
complicated the analysis of the relationship between the
vowel identification data and the corresponding VMPs: the
channel-specific nonlinear amplitude compression performed
in the CI processor would produce spectral shape variations
as a function of level, whereas the VMP measurement is
obtained only at a single level.

The preprocessed stimuli were digitally stored and out-
put at 44.1-kHz sampling rate using a 16-bit D/A converter
~ADDA 2402 by Digital Audio Denmark!, connected to a

headphone amplifier~HB6, TDT! and an attenuator~PA4,
TDT!. When testing the normal-hearing control subjects the
stimuli were presented via a circumaural headphone~HDA
200, Sennheiser! connected to the attenuator. For CI listen-
ers, the output of the attenuator was connected to the auxil-
iary input of the CIS PRO1 processor~Med-El Corp!. The
experiments were controlled by custom-made software rou-
tines within the STX-system.1

B. Subjects and equipment

Three male and four female subjects implanted with
multi-channel cochlear implants at the Vienna University
Hospital participated in all experiments described in this
study. Table I contains the demographic data for the subjects.
All of them had at least 9 months experience with their de-
vice. Three of the subjects were supplied with the 8-channel
(Combi-40) and the other four subjects with the 12-channel
(Combi-401) implant system from Med-El Corp~Zier-
hofer et al., 1995, 1997!. Both the Combi-40 and the
Combi-401 stimulate in monopolar configuration with an
extracochlear reference electrode. The distance between the
electrode contacts is 2.8 and 2.4 mm for theCombi-40 and
Combi-401, respectively. In every subject, except S7, all
electrodes were active. In S7, electrodes 11 and 12 were
deactivated due to excitation of the facial nerve.

The stimuli were delivered electrically to the auxiliary
inputs of the patients’ CIS PRO1 processor programmed
using the CIS-strategy. The automatic gain control was de-
activated during the experiments. Figure 3 provides a flow-
chart of the signal-processing steps performed in the CIS
PRO1 processor. A software simulation of the processing
steps was performed in order to provide a numerical calcu-
lation of the electrical current levels corresponding to the
acoustic input signals and the threshold levels obtained in the
experiments. The analog part of the processor contains an
antialiasing filter and a preemphasis stage which attenuates
low-frequency energy. This stage provides 8 dB of preem-
phasis between 1.5 and 3 kHz. It is followed by a 12-bit
A/D-converter~Fs515 kHz! and either an 8- or 12-channel
filterbank (Combi-40/401) with sixth-order digital IIR-
filters. Envelope extraction is performed by means of full-
wave rectification and subsequent low-pass filtering~second
order IIR-design; cutoff frequency: 400 Hz!. The extracted
envelope is compressed according to the function

TABLE I. Demographic data for the cochlear implantees.

Subject Sex
Age

~years!

Age at onset of
profound deafness

~years!

Age at
implantation

~years! Device

Mean/standard deviation
of dynamic range across
all active electrodes~mA!

Constant for amplitude
compression~c-value!

S1 M 50 17 37 C40 800/104.3 1024
S2 F 57 28 51 C40 614/14.8 500
S3 F 70 50 65 C40 396/112.7 1024
S4 M 62 50 61 C401 703/86 1024
S5 M 56 38.5 54 C401 263/48 500
S6 F 68 37 67 C401 325/34.5 500
S7 F 65 32 58 C401 994/327 500
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y5A
log 10~11cx!

log 10~11c!
1B, ~1!

where x and y are the linear amplitudes of the input and
output signals in the range of 0 to 1, respectively. The con-
stantc, which has a common value for all electrodes, deter-
mines the degree of amplitude compression. The constantsA
and B are set to map the acoustic amplitudes into the sub-
ject’s electrical dynamic range. Finally, the compressed en-
velope is mapped to the channel-specific electrical dynamic
range.

The current steps are linearly distributed across the dy-
namic range of electrical stimulation. The actual step size
depends on the dynamic range of the patient, varying be-
tween 3.3 and 15.6 current units~cu! for the Combi-40 and
between 2.4 and 13.6 cu for the Combi-401. The CIS strat-
egy was programmed to generate biphasic rectangular pulses
~cathodic phase first! with phase durations of 40 and 26.7ms
for the Combi-40 and Combi401, respectively, and a stimu-
lation rate of 1515 pps per electrode. Throughout this paper
the electrodes in the array are labeled with ascending num-
bers from apex~1! to base~8/12!. The standard stimulation

order 1-5-2-6-3-7-4-8~Combi-40! and 1-7-2-8-3-9-4-10-5-
11-6-12~Combi-401! was used, which is designed to mini-
mize interactions between adjacent channels.

Three normal-hearing listeners served as control sub-
jects in the vowel identification experiment. One was the first
author and the other two were colleagues from the same lab.
Their audiometric thresholds were all better than 10 dB HL
between 125 and 8000 Hz. There was no indication of any
present or past hearing disorder in these listeners.

C. Processor fitting, measure of loudness growth,
and calibration

Threshold and maximum comfort levels were deter-
mined at the beginning of the first session, with each implan-
tee using clinical fitting software~Table II!. We applied a
standard compression coefficient for all subjects.2 The filter-
bank settings were the same as those applied in each sub-
ject’s clinical fitting. The center frequencies of the filter
bands were 360, 518, 745, 1071, 1541, 2216, 3188, and 4586
Hz ~8-channel implant! and 339, 432, 550, 701, 893, 1138,

FIG. 3. Signal processing scheme of
the CIS PRO1 processor. The levels
of the three spectral representations as
referenced in the study are indicated
by arrows: acoustic vowel spectrum
~AS!, electrical activation pattern
~EAP!, and vowel masking pattern
~VMP!.

TABLE II. The threshold~THR! and most comfortable electrical currents~MCL! in decibels and the measure of loudness-growth~LG! for each electrode. The
mean and standard deviation values across the electrodes are given at the right side.

Measure Subject

Electrode

Mean Standard deviation1 2 3 4 5 6 7 8 9 10 11

THR 42.1 41.4 40.7 42.1 42.7 43.2 42.7 40.7 ¯ ¯ ¯ 42.0 0.9
MLC S1 60.8 59.1 59.9 59.9 59.9 58.9 57.9 57.7 ¯ ¯ ¯ 59.3 1.1
LG 3.0 2.7 1.2 1.0 1.2 1.2 1.7 0.9 ¯ ¯ ¯ 1.6 0.8
THR 40.0 38.9 40.9 39.1 40.7 40.0 41.4 41.4 ¯ ¯ ¯ 40.3 1.0
MLC S2 57.1 56.9 56.9 57.1 57.3 57.3 57.1 57.3 ¯ ¯ ¯ 57.1 0.2
LG 1.4 3.2 3.0 1.0 0.4 0.4 0.4 0.2 ¯ ¯ ¯ 1.3 1.2
THR 41.3 44.1 44.1 44.1 44.1 44.0 44.0 45.2 ¯ ¯ ¯ 43.9 1.1
MLC S3 56.6 55.4 56.3 56.1 52.6 52.3 52.3 55.8 ¯ ¯ ¯ 54.7 1.9
LG 2.7 2.2 1.8 1.0 0.6 0.5 0.4 0.7 ¯ ¯ ¯ 1.2 0.9
THR 29.8 29.8 29.8 29.8 27.2 27.2 29.8 29.8 31.8 31.8 31.8 29.2 1.2
MLC S4 58.0 57.9 57.5 56.9 56.6 56.6 57.7 58.5 58.3 55.2 55.5 57.5 0.7
LG 0.7 0.6 1.0 0.7 1.0 0.8 1.1 0.6 0.4 0.3 0.4 0.8 0.2
THR 37.2 38.1 37.2 36.6 37.7 38.1 37.7 35.5 35.8 37.0 39.5 37.2 0.9
MLC S5 51.9 51.3 51.3 51.6 51.6 51.3 51.0 49.4 48.8 47.9 48.8 51.2 0.8
LG 2.0 2.7 3.0 2.1 0.9 1.0 0.6 0.8 0.4 0.4 0.3 1.6 0.9
THR 35.5 36.1 38.6 39.0 37.2 36.6 36.6 39.0 37.2 39.0 42.3 37.3 1.4
MLC S6 52.2 51.3 51.6 52.5 53.0 53.2 52.2 51.9 51.9 51.9 51.9 52.2 0.6
LG 1.1 0.8 0.5 0.2 1.0 0.3 0.5 0.2 0.2 0.2 0.4 0.6 0.4
THR 49.5 50.6 55.3 52.5 51.3 49.3 50.8 47.6 46.7 49.6 ¯ 50.9 2.3
MLC S7 64.8 63.8 64.8 64.8 64.8 59.2 59.5 59.2 61.4 59.2 ¯ 62.6 2.8
LG 6.2 2.9 12.7 1.9 8.0 1.0 0.5 1.2 1.5 1.0 ¯ 4.3 4.3
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1450, 1848, 2355, 3000, 3823, and 4872 Hz~12-channel
implant!. The filters overlapped at the23-dB points.

To obtain a measure of the exponent of the assumed
power law function of loudness growth at individual elec-
trodes, a loudness balancing task was performed~see Lim
et al., 1989; Throckmorton and Collins, 1999!. First, the
pulse amplitude producing comfortable loudness was deter-
mined for one electrode at the middle of the electrode array.
Then, the pulse amplitudes at the remaining electrodes were
matched in loudness to the reference electrode~A-B com-
parison!. Both of these adjustments were performed by
means of a manual up/down procedure. A measure of loud-
ness growth at the individual electrodes~Table II! was de-
fined from the ratio of the loudness-balanced levels and the
absolute threshold levels in order to normalize the electrical
activation patterns and the VMPs obtained in experiment II.

To determine the current levels at the electrodes corre-
sponding to the stimulus amplitudes and the thresholds for
the input signals to the CI processor, the transmission prop-
erties of the cochlear implant system had to be simulated by
a software program meeting the specifications of the CI
manufacturer and taking into account the patient-specific fit-
ting parameters. Calibration and verification of the software
parameters was performed using an ‘‘artificial cochlea’’ with
a standard impedance of 6.8 kV (Detectorbox40/401 by
Med-El!. This real~but un-implanted! electrode array allows
measurement of the electrical current levels delivered by the
CI system, so that they can be compared with the current
levels predicted by the software simulation. The loudness
control of the CI processor was generally set at the maxi-
mum position.

D. Procedure

All subjects, both NH and CI listeners, were seated in
front of a computer monitor that displayed large response
buttons containing orthographic symbols for the eight vow-
els, a start button, and a repetition button. Subjects could
initiate presentation of the stimuli and either indicate their
identification response by clicking on one of the vowel but-
tons or repeat the last vowel presentation by clicking on the
repetition button. No feedback was provided. Each block of
trials consisted of 12 randomly ordered presentations of the
eight vowels, for a total of 96 trials. After an initial training
block, each of the subjects completed at least 2 blocks, for a
total of 24 observations per vowel and subject. The collected

data was cast into eight-by-eight confusion matrices and the
percent-correct vowel identification was calculated.

E. Results

1. NH listeners

Three normal-hearing listeners performed the vowel
identification task as a pretest to verify that the NH vowels
were fully identifiable. The average vowel identification per-
formance ranged from 99% to 100% correct, indicating that
all NH vowels were perfectly identifiable by untrained
normal-hearing subjects.

2. CI listeners

The overall percent of correct vowel identification for
the CI listeners was 74%~S1!, 71% ~S2!, 42% ~S3!, 61%
~S4!, 61% ~S5!, 45% ~S6!, and 60%~S7!. Most of the con-
fusion patterns were systematic and confined to between two
and five vowels. In other words, the subjects rarely re-
sponded randomly. Table III provides an example from sub-
ject S3 of a confusion matrix.

The confusion among these vowels was analyzed by cal-
culating the information transfer for all vowel pairs. The con-
fusion data for each subject was transformed into 28 2-by-2
submatrices and the relative transmitted information~RTI!
was calculated for each pair according to the following for-
mula ~Miller and Nicely, 1955!:

RTI~x;y!5S 2(
i , j

pi j log2

pipj

pi j
D Y H~x!, ~2!

TABLE III. Example of an vowel confusion matrix and overall percent-
correct vowel recognition score~CI listener S3!.

Stimulus

Response

a } e i o Ö u y

a 24 0 0 0 0 0 0 0
} 0 3 3 1 0 8 2 7
e 0 2 1 0 4 4 12 1
i 0 7 7 10 0 0 0 0
o 0 0 0 0 13 0 11 0
Ö 0 0 0 0 0 12 0 12
u 0 0 0 0 11 0 13 0
y 0 6 7 3 0 4 0 4

41.7%
24 18 18 14 28 28 38 24

FIG. 4. Pair-wise comparison of
VMPs for CI listener S1 for illustra-
tive purposes: highly discriminated
vowels /i:/ and /o:/~left panel!, less
well discriminated vowels /i:/ and /u:/
~middle panel!, and poorly discrimi-
nated vowels /o:/ and /u:/~right panel!.
Correct identification scores~in per-
cent! for each vowel and pair-wise
relative transmitted information~RTI!
are denoted at the top of each graph.
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wherepi is the probability of the stimulus,pj is the prob-
ability of the response,pi j is the probability of joint occur-
rence of stimulusi and responsej, andH (x) is the entropy
in the stimulus set. The rationale for using information trans-
fer rather than relying on absolute identification rates was
that this measure allows determination of mutual confusion
for each vowel pair, taking into account the probability of
chance identification, and it compensates for response bias.
RTI was used as a criterion to determine the most similar and
most dissimilar vowel pairs for each subject to use as
maskers in the VMP measurement.

III. EXPERIMENT II: VOWEL MASKING PATTERNS

A. Stimuli

1. Vowel maskers

Three or four vowels with low or high RTIs were se-
lected as vowel maskers for each subject to derive a stimulus
set for the VMPs~three-stimulus sets in subjects S1 and S4
and four-stimulus sets in subjects S2, S3, S5, S6, and S7!.
Each of the three-stimulus sets was constructed to build one
pair combination of low RTI values and two pair combina-
tions of high RTI values. In the case of four-stimulus sets,
the additional vowel either had low~subject S3! or high
~subjects S2, S5, S6, and S7! mutual RTIs with the other
members of the set. Figures 5 and 6 show which vowels
were used for each subject. This stimulus configuration en-
abled measurement of differences in spectral similarity of
VMPs corresponding to vowels exhibiting maximum and
minimum RTIs.

2. Probe tones

Probe tones were sinusoids generated digitally at the
center frequencies of the CI processor’s filterbands. The
overall duration was 240 ms, including 70-ms raised-cosine
rise-fall times. The decision to use relatively long probe
tones was based on pilot tests. When using shorter probe
durations, two implantees reported difficulties in performing
the task. The probes were presented at the temporal midpoint
of the masker with the exact temporal position jittered ran-
domly within a period of6220 ms. Jittering of the probe
tone position was used, since pilot tests with NH subjects
showed that probe tone jitter results in increased reproduc-
ibility of the obtained thresholds.3 It is important to note that
although the masker and probe were presented simulta-
neously, the electrical pulses associated with masker and
probe were presented nonsimultaneously~due to the sequen-
tial stimulation inherent to the CIS strategy!. Only in the
frequency region of the probe did the masker and probe fall
into the same filterband of the CI processor and would there-
fore be associated with the same electrical pulses~the pulses
shown in black in Fig. 1!. At a given probe signal duration of
240 ms and a stimulation cycle of 660ms, 364 stimulation
cycles occurred during presentation of the probe signal. For
the 12-channel implantees the most basal channel~12! was
omitted because its center frequency was outside the masker
range.

B. Procedure

Masked thresholds of the probes were measured using a
modified Békésy-tracking procedure. The probes were pre-
sented initially at a sufficiently high level above the expected
masked thresholds, estimated in pilot tests. The step size was
6 dB at the beginning, 4 dB after the second reversal, 2 dB
after the third reversal, and 1 dB from the fourth reversal on
until the end of the run. After a total of nine reversals, the
procedure was terminated as soon as the standard deviation
over the last six reversals was below 3.5 dB~acoustically!.
The final threshold was taken from the arithmetic mean of
the last six reversals. In order to obtain an estimate of test–
retest reliability, about half of the threshold measurements
were performed twice. In such cases the final threshold was
defined as the mean of the two measurements.

FIG. 5. Vowel masking patterns~right side! and electrical activation patterns
~left side! for the 8-channel implantees S1, S2, and S3. The VMPs tested in
each subject are plotted together in one graph. Open symbols correspond to
the most often confused vowels~exhibiting the lowest RTI value! and filled
symbols represent the vowels rarely if ever confused with the remaining
vowels, thus having high mutual RTIs. The percent correct scores for each
vowel are given at the top of the left-hand panels and the RTI values for all
pair combinations are shown in the tables at the top of the right-hand panels.
The symbols at the bottom of the electrical activation patterns indicate the
peak frequencies in the corresponding vowel spectra~derived from the vow-
ellike stimuli presented to the CI listeners, referred to as CI vowels!.
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Subjects were seated in front of a computer screen
showing a symbol indicating the stimulus interval. By press-
ing a start button, the listener started an adaptive run consist-
ing of a sequence of pulsating masker1probe stimuli with
interstimulus pauses of 0.6 s. Each time the masker stimulus
was switched on, the visual sign was displayed on the com-
puter screen. The listeners were instructed to press and hold
a ‘‘tone’’ button as long as they could hear the probe above
the masker. The probe level was decreased with each presen-
tation by the step size described. The button had to be re-
leased by the subject as soon as she/he could no longer hear
the probe. From this moment on, the probe level was raised

until the signal could be heard again. The procedure was
repeated until the termination criterion was reached.

This modified Be´késy-tracking method was used instead
of a detection task in order to reduce the time required to
obtain the VMPs. A potential problem with this method con-
cerns the subject’s detection criterion for probe tone detec-
tion. This criterion is not directly knowable by the experi-
menter. However, relying on the assumption that the
individual subject’s detection criterion does not change over
time ~or at least over the time course of one VMP measure-
ment!, no significant impact on either the shape of the VMPs
or the similarity metrics applied to the VMP pairs is likely to
occur. Changes in the subject’s detection criterion would af-
fect the overall VMP level, which was ignored by the simi-
larity metrics~described in Sec. III C 1!.

C. Results

1. Vowel masking patterns

The mean absolute difference of the masked threshold
values between test and retest, averaged across thresholds
and subjects, was 1.9 dB~acoustically!. The obtained
masked thresholds in the acoustical domain were converted
to electrical current levels using the CI processor software
simulation described in Sec. II B. The resulting VMPs show
the degree of masking~defined as the difference between the
masked thresholds and the thresholds in quiet for each elec-
trode!. In order to take into account the growth-of-loudness
at different electrode positions, the difference between
masked and unmasked thresholds was normalized using a
measure of loudness growth obtained from the procedure de-
scribed in Sec. II C. The normalization was performed using
the ratio of loudness-balanced levels to threshold levels ob-
tained. Thus, the VMP value for probe electrodei, VMPi ,
was calculated as follows:

VMPi5~Ti
msk2Ti

qu!
LBre f2Tre f

LBi2Ti
qu

. ~3!

Tre f and Ti
qu are the unmasked thresholds of the reference

electrode~used for loudness balancing! and probe electrode,
LBre f andLBi are the loudness-balanced levels of the refer-
ence and probe, andTi

msk is the masked threshold of the
probe. All levels are specified in dB. A masking level of 0 dB
indicates that no masking occurred.

Figure 4 shows, for illustrative purposes, VMPs result-
ing from this method of CI listener S1 in three separate
graphs for each vowel pair combination. The left panel com-
pares VMPs corresponding to the accurately discriminated
vowels /i:/ and /o:/, the middle panel shows less well dis-
criminated vowels /i:/ and /u:/ and the right panel the poorly
discriminated vowels /o:/ and /u:/. The percent-correct iden-
tification scores for each vowel and the pair-wise RTI values
are denoted at the top of each panel. The right-hand panels of
Figs. 5 and 6 show VMPs for the three 8-channel and the
four 12-channel implantees, respectively~the left-hand pan-
els of these graphs contain electrical activation patterns,
which are described in Sec. III C 3!. The VMPs tested in each
subject are plotted together on one graph. For easier identi-
fication of poorly and highly discriminated vowel pairs, the

FIG. 6. As in Fig. 5, for 12-channel implantees S4, S5, S6, and S7.
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open symbols correspond to the most often confused vowels
~exhibiting the lowest RTI value! and the filled symbols rep-
resent the vowels rarely if ever confused with the remaining
vowels, thus having high mutual RTIs. The percent-correct
scores for each vowel are given at the top of the left-hand
panels and the RTI values for all pair combinations are
shown in the tables at the top of the right-hand panels.

In general, the VMPs were characterized by one to two
pronounced spectral peaks and occasionally one additional
smaller peak. The overall spectral patterns of most VMPs
resembled those of the input vowels~CI vowels!, as shown
in Fig. 2.

2. The relation between vowel identification and
vowel masking patterns

Visual inspection of the VMPs generally agreed well
with the results of experiment I: vowel pairs with relatively
low ~mutual! RTIs had similar VMPs, whereas vowel pairs
with high RTIs exhibited differences in the shapes of the
corresponding VMPs. Three of the seven CI listeners tested
~S1, S2, and S7! exhibited modest RTIs for vowel pairs
showing high similarity in their VMPs. This could indicate
that these listeners used one or more cues besides spectral
differences to discriminate these vowels~e.g., differences in
loudness still present after loudness balancing!. In order to
find the VMP features used by the CI listeners to identify the
vowels, several metrics of similarity, applied to all VMP
pairs, were compared with the corresponding RTI values.

a. Euclidean distance (ED). The Euclidean distance rep-
resents the summed ‘‘distance’’ between two spectra. It has
been used in previous work analyzing acoustic spectra of
vowels and other complex stimuli~Plomp, 1970, 1975!, ‘‘au-
ditory’’ vowel spectra~Bladon and Lindblom, 1981; Turner
and Henn, 1989! and VMPs~van Tasellet al., 1987!. The ED
gives equal weight to all spectral points. The ED between
members of VMP pairs was computed as follows:

ED5 logSA(
i 51

N

@Xi2Yi #
2D , ~4!

whereN is the number of tested electrodes andXi andYi are
the values of the VMPs~in dB! at electrodei. The logarithm
of the ED was used because it provided a better fit to the
identification data than linear values. In order to minimize
the effect of differences in overall level between VMPs on
the ED, the rms difference was minimized by shifting in
level one VMP of each pair before calculating the ED. Figure
7~a! shows the relation between the RTI~on the abscissa! and
the ED ~on the ordinate! for all vowel pairs in all CI listen-
ers. The Pearson product-moment correlation coefficient is
r 50.59 (p,0.0001, n536).

b. Weighted slope metric (WSM). Klatt ~1982! argued
that a metric giving equal weight to intensity differences at
all frequencies~like the ED! is appropriate for predicting the
subjective psychophysical distance of two sounds, but not for
predicting their phonetic distance. He developed a metric
called the ‘‘weighted slope metric’’ which emphasizes the
peak locations of the spectra and is not sensitive to the rela-
tive peak heights, the between-peak information, and the
spectral tilt. In his experiments, this metric correlated highly
with vowel recognition data (r 50.93); its suitability was
further confirmed in the work of Nocerinoet al. ~1985!, van
Tasell et al. ~1987!, Assmann and Summerfield~1989!, and
Turner and Henn~1989!. Our version of the WSM is given
by

WSM5 logS (
i 51

N

Wi@SLXi2SLYi #
2D , ~5!

whereN is the number of electrodes tested whileSLXi and
SLYi are the slopes of the spectra at electrodei. The slope at
point i is defined as the dB difference between the levels at
points i 11 and i. Since slope estimation ati 5N would re-
quire the hypothetical pointi 5N11, the slope ati 5N was

FIG. 7. Computed metric distances plotted as a func-
tion of the relative transmitted information~RTI! for
each vowel pair, using the following metrics: Euclidean
distance~top left!, weighted slope metric~bottom left!,
local spectral contrast difference~top right!, and overall
spectral contrast difference~bottom right!. The corre-
sponding correlation coefficients are shown in each dia-
gram.
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taken from the value at pointi 5N21. The weighting func-
tion Wi is averaged across the two spectra according to

Wi5
WXi1WYi

2
, ~6!

where

WXi or WYi5
kL max

kL max1DL max i
3

kG max

kG max1DG max i
.

~7!

DL max(i) is the dB difference between theith electrode and
the nearest local maximum of the spectrumand DG max(i) is
the dB difference between the level of theith electrode and
the global maximum of the spectrum. The weighting param-
eterskG max andkL max allow definition of the emphasis given
on the slope differences close to local spectral peaks and
close to the global spectral maximum, respectively. After ex-
perimentation with the weighting parameters we found that
the valueskG max520 andkL max51, as proposed by Klatt
~1982!, were among those providing the highest correlation
coefficients with the identification data. These values, also
applied to the calculations presented here, give a small
weight to slope differences close to the global maximum and
a high weight to those near local peaks. More emphasis on
the global maximum consistently resulted in lower correla-
tions. Increasing the weight on local peaks~up to the value
proposed by Klatt! led to increasing correlations. We used
the logarithm of Klatt’s metric, since it better fitted our data.
In summary, the WSM sums the differences in slopes be-
tween two spectra and gives greater weight to regions around
local spectral peaks. Figure 7~b! shows the relation between
RTI and WSM values. The correlation coefficient between
these two measures isr 50.58 (p,0.0001, n536).

c. Local spectral contrast difference (LSCD). The mem-
bers of some VMP pairs corresponding to well-discriminated
vowels had identical peak locations and differed in their
between-peak spectral details~S1: /i:/-/o:/, /i:/-/u:/; S2: /i:/-
/o:/; S5: /a:/-/}:/, /a:/-/o:/, /}:/-/o:/; S6: /a:/-/i:/; S7: /i:/-/y:/!.
To test the hypothesis that differences in the between-peak
spectral details can account for the identification data, we
developed a metric that is primarily sensitive to differences
in local spectral contrasts. We defined the spectral contrast of
a spectrumX at a specific spectral pointi as the absolute
value of the second difference ati, XDi5uXi 2122Xi

1Xi 11u. To obtain a measure of the difference in the local
details between two spectraX andY, we calculated the Eu-
clidean distance overXDi andYDi . Consequently, our met-
ric, called the local-spectral-contrast difference, is given by

LSCD5 logSA(
i 52

N21

@XDi2YDi #
2D , ~8!

whereN is the number of tested electrodes andXDi andYDi

are the second differences of the values of the VMPs at elec-
trode i ~in dB!. In contrast to the ED, this metric is not
sensitive to differences in global spectral aspects such as
‘‘vertical’’ shifts of broader frequency regions and spectral
tilt. Moreover, the LSCD ignores the sign of spectral contrast
values. Thus, the LSCD value is large if one spectrum con-

tains narrow, but high-level, peaks~or valleys! and the other
spectrum is flat. Figure 7~c! shows the relation between the
RTI and the LSCD, whose correlation coefficient isr
50.59 (p,0.0001, n536).

d. Overall spectral contrast difference (OSCD). It was
observed that the members of some VMP pairs correspond-
ing to well-discriminated vowels had identical peak positions
and differed in their overall contrasts~S1: /i:/-/o:/, /i:/-/u:/;
S2: /}:/-/i:/, /i:/-/o:/, /o:/-/y:/; S3: /a:/-/}:/, /a:/-/e:/, /a:/-/y:/;
S4: /e:/-/i:/; S5: /a:/-/}:/, /}:/-/o:/; S7: /i:/-/y:/!. This motivated
us to include a metric which quantifies the difference in the
overall spectral contrast between two spectra. We determined
the overall spectral contrast of a VMP by calculating the rms
of the level difference between consecutive peaks and val-
leys ~or maxima and minima! across the VMP. Thus, the
overall spectral contrast difference between two VMPs is
given by

OSCD5UA(
i 51

N21

@LXi 112LXi #
2

2A(
i 51

M21

@LYi 112LYi #
2U , ~9!

whereLXi , LYi are the consecutive extreme points~in dB!
andN, M are the numbers of extreme points inLX andLY,
respectively. Extreme points are defined as peaks or valleys
in the spectrum and—as special cases—the lowest and high-
est frequency points. The relation between the RTI and this
metric can be seen in Fig. 7~d!. The calculated correlation
coefficient amounts tor 50.41 (p,0.01, n536).

e. Center of gravity difference (CGD). Since the tested
vowels contained only two spectral peaks, we speculated that
the center of gravity~Chistovich, 1985! might contain impor-
tant information for discriminating between certain vowels.
The center of gravity difference was defined as the first mo-
ment of the spectrum,

CGD5
( i 51

N g~Zi !Zi

( i 51
N g~Zi !

, ~10!

whereZi are the frequencies in Bark corresponding to the
filter center frequencies associated with electrodesi, g(Zi)
are the values of the VMPs~in dB! at electrodei, andN is
the number of tested electrodes. The correlation coefficient
between the RTI and this metric is just significant (r
50.37,p,0.03,n536).

The RTI values correlate with the two ‘‘whole-
spectrum’’ metrics ED and LSCD about as well as with the
‘‘formant-based’’ metric WSM. This is in contrast to results
obtained from NH and hearing-impaired listeners, showing
higher correlations for the WSM than for the ED~Klatt,
1982; Turner and Henn, 1989; van Tasellet al., 1987!. The
result indicates a higher importance of ‘‘whole-spectrum’’
aspects in CI listeners compared to ‘‘acoustic’’ listeners.
Equal correlation between LSCD and RTI, as well as be-
tween ED and RTI, suggests that although the LSCD extracts
one spectral feature only, it seems to capture the relevant
information properly. The fact that LSCD does not differen-
tiate between positive and negative spectral contrast values
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indicates that CI users were sensitive to discontinuities in the
‘‘internal’’ spectral representation, regardless of whether they
were spectral peaks or valleys. The lower correlations coef-
ficients for OSCD~‘‘whole-spectrum’’! and CGD~‘‘formant-
based’’! appear to indicate that these metrics explain a
smaller portion of the variance in the identification data. An
analysis of the statistical significance of the differences be-
tween the individual correlations according to the test de-
scribed by Menget al. ~1992!, however, indicated that the
difference was statistically significant only between ED and
CGD; z52.06,p,0.05,n536.

In summary, the CI listeners appeared to rely as much on
‘‘whole-spectrum’’ as on ‘‘formant-based’’ aspects of the
‘‘internal’’ stimulus representation in identifying loudness-
balanced steady-state vowels. Concerning the ‘‘whole-
spectrum’’ aspects, differences in local spectral details as
captured by the metrics ED and LSCD appear to be more
important than differences in the overall spectral contrasts
~OSCD!, although the difference between the correlation co-
efficients for LSCD and OSCD failed to reach statistical sig-
nificance (z51.21, p.0.05, n536). The similar perfor-
mance of the ‘‘whole-spectrum’’ and ‘‘formant-based’’
spectral similarity metrics may indicate that the CI listeners
combined information from different spectral cues to identify
the vowels. In fact, a metric comprising the linear sum of the
metric distances for the three equally performing metrics ED,
WSM, and LSCD, referred to as SD~summed distance!, cor-
related stronger with the RTI (r 50.65; p,0.0001,n536)
than any of these three metrics. While the differences be-
tween these correlations failed to reach statistical signifi-
cance (z51.0, 1.10 and 1.23, respectively,p.0.05,n536),
the differences between the correlations for SD and both of
the metrics OSC and CGD were significant (z51.84 andz
51.97, respectively,p,0.05,n536).

3. Comparison between acoustical vowel spectra,
electrical activation patterns, and VMPs

The ‘‘internal’’ auditory representations of the vowellike
stimuli processed through the CIS processors, as measured in
the VMP experiment, may have been affected by two poten-
tial sources of spectral interference: CI compression and
NPIs. To separate and quantify the specific effects caused by
CI compression and NPIs, electrical activation patterns~re-
ferred to as EAPs! of the stimuli were computed. The com-
parison between the acoustic vowel spectra~referred to as
ASs! and the EAPs is supposed to show the effect of CI
compression, and comparison between the EAPs and the
VMPs should show the effect of NPIs. The ASs were derived
from the CI vowels~as shown in Fig. 2!, because we wanted
to determine the combined effect of nonlinear amplitude
mapping and channel-specific growth-of-loudness functions
rather than the effect of filterbank processing. Nonlinear am-
plitude mapping consisted of logarithmic compression com-
bined with dynamic range mapping according to the thresh-
old and maximum comfort currents. Effects of across-
channel differences in growth-of-loudness functions were
intended to be separated from effects caused by NPIs. Con-
sequently, the EAPs were normalized for channel-specific
growth-of-loudness functions as was done for the VMPs.

Comparison of ASs and EAPs therefore captures the com-
bined effect of nonlinear dynamic range allocation and
across-channel differences in growth-of-loudness.

EAPs were obtained as follows: First, the electrical
pulse amplitude patterns,Si ~i refers to the electrode num-
ber!, associated with the CI vowels were calculated by means
of the software simulation which enables the calculation of
the electrical current-levels corresponding to acoustic input
~see Sec. II B!, including the subject-specific fitting param-
eters and the amplitude compression function. EAPs were
then calculated by subtracting the threshold levelsTi

qu from
the electrode levelsSi and normalizing them for the channel-
specific growth-of-loudness functions, as was done for the
VMPs @Eq. ~3!#. The EAP level at electrodei is given by

EAPi5~Si2Ti
qu!

LBre f2Tre f

LBi2Ti
qu

. ~11!

The left-hand panels in Figs. 5 and 6 show the EAPs of the
vowels corresponding to the previously described VMPs
plotted on the right side. The spectral peak positions in the
ASs corresponding to each EAP are indicated by the desig-
nated symbols at the bottom of the EAP graphs. Visual in-
spection of EAPs and VMPs suggests a close similarity in
the majority of cases, while comparison of ASs and EAPs
reveals a larger blurring effect. These data indicate that dif-
ferences between the VMPs and the vowel spectra~spectral
alterations due to signal transmission! are primarily caused
by CI compression, and, secondarily, by neural-population
interactions.

For the following quantitative comparisons between the
three spectral representations~AS, EAP, and VMP!, the three
combinations of the representations are referred to as AS-
EAP, EAP-VMP, and AS-VMP.

The three spectral representations AS, EAP, and VMP
were compared by means of the average pair-wise calculated
spectral similarity distances. Figure 8 plots, for each of the
distance metrics ED, WSM, and LSCD, the subject-specific
mean distances for the three representations, AS, EAP, and
VMP, normalized to yield a value of one for the ASs. The
data points correspond to the mean metric distance for the
vowels tested with each CI listener. For the purpose of com-
parison, the overall vowel identification scores of the CI lis-
teners, scaled to the rightmost axis, are shown at the right
side of the graph.

For all three metrics, ASs yielded the highest metric dis-
tances, whereas the VMPs tended to exhibit the smallest dis-
tances. On average, the difference between ASs and EAPs
was larger and more uniform across the listeners than be-
tween EAPs and VMPs. In other words, CI compression
caused a higher degree of blurring of the across-vowel dif-
ferences than NPIs.

It was hypothesized that the difference in the mean met-
ric distances between the conditions AS, EAP, and VMP can
be used as a predictor for overall vowel recognition perfor-
mance, i.e., the mean vowel identification score for all eight
vowels. Testing of this hypothesis was motivated by the find-
ing of a correlation (r 50.82, p,0.012,n57) between the
mean identification scores for the vowels selected for the
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VMP measurements and for the entire set of vowels used in
the identification experiment. A negative correlation between
the metric difference AS-EAP and the overall vowel identi-
fication score would indicate the detrimental effect of CI
compression. A negative correlation between the difference
EAP-VMP and vowel identification would reflect a detrimen-
tal effect due to NPIs. Finally, the strength of the negative
correlation between the metric difference AS-VMP and
vowel identification would show to what degree the effects
of CI compression and NPIs add up. For testing these as-
sumptions, the metrics WSM, LSCD, and SD~the sum of
ED, WSM, and LSCD! were used, which had been shown to
best explain the confusion between the vowels used in the
VMP experiment~see Sec. III C 2!.

As expected, all correlations between overall vowel
identification scores and the degree of spectral blurring, mea-
sured in terms of the differences AS-EAP, EAP-VMP, and
AS-VMP, had negative signs. Regarding AS-EAP, both
LSCD and SD correlated significantly (r 520.82, p,0.02
and r 520.84, p,0.02, respectively!, while WSM corre-
lated slightly below the level of significance (r 520.7, p
,0.08). Concerning EAP-VMP, both WSM and LSCD cor-
related below the significance level (r 520.61,p,0.14 and
r 520.68,p,0.09, respectively! whereas SD correlated sig-
nificantly (r 520.76, p,0.05). For AS-VMP, WSM,
LSCD, and SD correlated significantly (r 520.94, p
,0.002, r
520.88, p,0.009, and r 520.97, p,0.0001, respec-
tively!. Figure 9 plots, for each CI listener and the metrics
WSM, LSCD, and SD, the overall vowel-identification
scores as a function of the numerical difference AS-VMP,
giving the total blurring effect~CI compression1NPIs!.

The higher correlation between accuracy of vowel iden-
tification and the difference AS-VMP than AS-EAP or EAP-
VMP indicates a summation of the blurring effects caused by
CI compression and NPIs. On the whole, CI listeners exhib-
iting a stronger blurring effect~due to both CI compression
and NPIs! have lower vowel identification scores.

IV. DISCUSSION

Using a vowel identification task to select vowel pairs
with maximum and minimum RTI has been successfully ap-
plied to discriminate between the corresponding vowel
masking patterns, as well as for evaluating the underlying
spectral cues. CI users were able to identify steady-state
vowellike signals—providing spectral cues only—with an
average performance of 60%, ranging between 42% and
74%. The measurement of VMPs was straightforward; dis-
tinct VMP peaks coincided to a large extent with the peaks of
the electrical activation patterns and showed a high spectral
contrast. Several VMPs corresponding to vowel pairs with
high RTI had identical spectral peak positions, differing only
in local spectral details. The significant correlation (r
50.6, p,0.0001) between vowel identification and the
spectral distance metric LSCD, which captures the underly-
ing VMP feature, supports these conclusions.

The finding that VMP differences in the local spectral
contrasts explain the vowel identification data about as well
as spectral peak positions~WSM! differs from studies with
either normal-hearing or hearing-impaired~non-implanted!
listeners. While these studies support the ‘‘formant-based ap-
proach’’ rather than the ‘‘whole-spectrum approach’’ in
vowel perception~Bladon and Lindblom, 1981, p. 1421!, our
results with CI listeners may be better described by a com-
bination of these two approaches. A metric comprising the
linear sum of the three equally performing metrics ED,
WSM, and LSCD showed a higher correlation with the RTI
than any of these three metrics. This may suggest that CI
listeners combined different spectral cues to optimize vowel
identification performance.

The relatively high importance of ‘‘whole-spectrum’’ as-
pects and, at the same time, relatively low importance of
‘‘formant-based’’ aspects in the CI listeners~as compared to
literature data on normal hearing listeners! may result from
the small number of frequency channels relative to that
found in normal hearing. Filtering a signal into a small num-
ber of predefined frequency bands~compared to the large

FIG. 8. Metric distances of the acoustical vowel spectra~ASs!, the electrical
activation patterns~EAPs!, and the vowel masking patterns~VMPs!, corre-
sponding to each of the distance metrics ED, WSM, and LSCD~normalized
to yield a value of 1 for the ASs!. The data point represents the mean metric
distances for the vowels tested for each CI listener. The overall vowel rec-
ognition scores are plotted at the right side, scaled to the rightmost axis.

FIG. 9. Overall vowel identification scores of the CI listeners plotted as a
function of the total burring effect, as given by the difference in metric
distances between acoustic spectra and vowel masking patterns~AS-VMP!.
Higher values along the abscissa indicate a larger spectral blurring effect.
Results for the metrics WSM, LSCD, and SD are denoted with circles,
upward pointing triangles, and downward pointing triangles, respectively.
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number of auditory filters found in normal hearing! may be
regarded as a transformation of ‘‘formant-based’’ spectral
cues into ‘‘whole-spectrum’’ cues. As a consequence, the ef-
fect of the transformation increases when the number of fil-
terbands is reduced~resulting in increased bandwidth for
each filter!. Lowering the number of channels raises the im-
portance of level relations between different filters to esti-
mate the frequency of spectral peaks. Therefore, one reason
for the similar performance of the ‘‘formant-based’’ metric
WSM and the ‘‘whole-spectrum’’ metrics ED and LSCD
might be the small number of frequency channels available
for CI users.

A factor possibly contributing to the relatively high im-
portance of ‘‘whole-spectrum’’ aspects might be the ampli-
tude compression function applied in the CI processor, which
effectively expands changes in the input at low levels. This
could increase the between-vowel differences at spectral val-
leys, where the components are lower in amplitude.

It is important to mention that the relatively high impor-
tance of whole-spectrum aspects could be specific to the
closed-set of ‘‘vowellike’’ stimuli used in this study, where
the available response categories were specified for the sub-
jects. In everyday life, a vowel identification strategy focus-
ing on the spectral peaks would be more efficient than a
strategy giving equal weight to all components, since the
information in-between the peaks would be masked in the
presence of noise. On the other hand, the higher susceptibil-
ity to noise interference~i.e., the shallower psychometric
function for speech recognition in noise! of CI listeners com-
pared to NH listeners~e.g., Friesenet al., 2001! might be an
argument in favor of the higher importance of whole-
spectrum aspects for vowel identification of CI listeners in
general. This argument is based on the assumption that the
shallower psychometric function of CI listeners is primarily
due to the reduced availability of ‘‘formant-based’’ cues as a
result of the smaller number of channels.

If our results are indeed generalizable to natural vowels
~where additional identification cues such as duration, funda-
mental frequency and formant transitions are available!, we
may assume that peak-picking strategies@like n-o f-m ~Ziese
et al., 2000! or SPEAK ~Skinner et al., 1996!# might be
counter-productive for patients receiving cochlear implants
with a comparable number of channels and neural popula-
tions comparable to those of the implantees tested in this
study. The omission of information in the spectral valleys
might make it more difficult for the CI listeners to estimate
the frequency of a spectral peak on the basis of comparison
between the current levels at the electrodes in the vicinity of
the peak. A counter-argument to this statement is that the
omission of spectral valley information could improve vowel
identification by the virtue of improved spectral contrast
~peak-to-though ratio!. Further research would be necessary
to determine the contribution of each of these two opposed
effects to the vowel recognition performance of CI users.
One way to separate the two effects would be to test recog-
nition performance with all combinations of the conditions
with/without useful between-peak information and low/high
degree of spectral contrast.

The overall effect of NPIs on the transmission of spec-

tral information, quantified by comparing between-vowel
differences of the electrical activation patterns and the vowel
masking patterns, has been found to be relatively small for
the tested CI listeners. A larger effect was found to arise from
nonlinear dynamic range allocation in combination with
across-channel differences in growth-of-loudness, referred to
as CI compression. Obviously, the combined effect of loga-
rithmic amplitude compression and across-channel differ-
ences in threshold and maximum comfort levels as well as
growth-of-loudness functions introduces alterations of the
spectral patterns, resulting in reduced between-vowel differ-
ences in the auditory representations. The alterations in spec-
tral shape, as quantified by the between-vowel differences in
spectral distance metrics~Fig. 8!, appear to be primarily due
to across-channel differences in the growth-of-loudness func-
tions, which were more pronounced than the across-channel
differences in the threshold and maximum comfort levels
~Table II!. Future studies may want to investigate whether
this effect could be reduced by appropriate adjustment of
amplitude compression functions as well as threshold and
maximum comfort levels at each electrode, aiming to elicit
homogeneous growth-of-loudness sensations across the elec-
trode array.

It was observed that CI listeners, exhibiting a stronger
spectral blurring effect due to CI processing and/or NPIs,
show lower overall vowel identification scores. The highest
correlation with vowel identification was found when the
effects of both CI processing and NPIs were summed. This
result underlines the potential usefulness of VMPs and the
applied distance metrics to predict the transmission of spec-
tral information in electrical stimulation.

The relatively small effect of neural-population interac-
tions in the tested CI listeners, who all received implant elec-
trodes in monopolar configuration, is a promising result
given that some studies observed greater spread of excitation
in monopolar compared to bipolar stimulation~Merzenich
and White, 1977; van den Honert and Stypulkowski, 1987;
Hartmann and Klinke, 1990!. It would be of interest to ob-
tain VMPs in bipolar configuration and to compare them
with the VMPs measured in our study.

A. Summary

~1! CI listeners, supplied with the CIS strategy and monopo-
lar electrode configuration, identified a closed set of
eight loudness-balanced steady-state vowellike signals
with a mean recognition score of 60%~SD: 12%!.

~2! The vowel masking patterns reflected the confusion pat-
terns among the vowels.

~3! The vowel masking patterns indicated equal relevance of
‘‘whole-spectrum’’ aspects and ‘‘formant-based’’ aspects
in vowel identification in CI users.

~4! Both neural-population interactions and nonlinear ampli-
tude mapping combined with across-channel differences
in growth-of-loudness were shown to cause blurring of
the characteristic spectral differences between the vow-
els. Nonlinear amplitude mapping combined with across-
channel differences in growth-of-loudness had the larger
effect.
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~5! CI listeners exhibiting a stronger blurring effect, due to
neural-population interactions and CI Compression,
showed significantly lower overall vowel identification
scores.
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ABBREVIATIONS

AS acoustical vowel spectrum
CGD center of gravity difference
CI cochlear implant
CI compression

nonlinear amplitude mapping in CI processor com-
bined with channel-specific growth of loudness

CI processor
cochlear implant processor

CI vowel
vowellike signal used for cochlear implant listeners

CIS ‘‘continuous interleaved sampling’’~-stimulation
strategy!

EAP electrical activation pattern
ED Euclidean distance
FMP forward masking pattern
LSCD local spectral contrast difference
NH normal-hearing
NH vowel

vowellike signal used for normal hearing listeners
NPI neural-population interaction
OSCD overall spectral contrast difference
SD summed distance; sum of metrics ED, WSM, and

LSCD
VMP vowel masking pattern
WSM weighted slope metric

1STX is a windows-based software system for acoustics, speech and signal
processing, developed at the Acoustics Research Institute of the Austrian
Academy of Sciences.

2The value c5500 was chosen on an empirical basis, representing a trade-off
between making audible as many spectral components of the vowels as
possible and preserving as much spectral contrast as possible. We decided
to apply one common compression coefficient for all implantees, in order to
be able to directly compare the experimental results across the individuals.
The last column of Table I shows that the chosen compression constant of
c5500 corresponded to the ‘‘clinical’’ fittings of CI listeners S2, S5, S6,
and S7. In a pilot test with CI listener S1, we found that lowering the
compression constant from 1024 to 500 produced a slight increase of 3% in
the overall vowel identification score. It was assumed that lowering the
compression constant had a similar effect in CI listeners S1, S3, and S4.

3A possible explanation for the increased reproducibility with probe tone
jitter could be that in the condition without jitter, listeners might have
difficulties, in particular in movements with decreasing amplitude, in dis-
tinguishing between actually hearing the probe and perceiving some kind of
internal ‘‘persistence’’ of the probe~the listener expects to hear the probe at
a certain temporal position and therefore believes to hear it although it is
below the threshold!. In case of temporal jitter, however, such a ‘‘persis-

tence’’ effect may be less likely to occur since the temporal position of the
probe is unpredictable and thus the listener cannot expect to hear the probe
at a specific temporal position.
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The goal of this study was to establish the ability of normal-hearing listeners to discriminate formant
frequency in vowels in everyday speech. Vowel formant discrimination in syllables, phrases, and
sentences was measured for high-fidelity~nearly natural! speech synthesized bySTRAIGHT

@Kawaharaet al., Speech Commun.27, 187–207~1999!#. Thresholds were measured for changes in
F1 and F2 for the vowels /(, }, ,, L/ in /"V$/ syllables. Experimental factors manipulated included
phonetic context~syllables, phrases, and sentences!, sentence discrimination with the addition of an
identification task, and word position. Results showed that neither longer phonetic context nor the
addition of the identification task significantly affected thresholds, while thresholds for word final
position showed significantly better performance than for either initial or middle position in
sentences. Results suggest that an average of 0.37 barks is required for normal-hearing listeners to
discriminate vowel formants in modest length sentences, elevated by 84% compared to isolated
vowels. Vowel formant discrimination in several phonetic contexts was slightly elevated for
STRAIGHT-synthesized speech compared to formant-synthesized speech stimuli reported in the study
by Kewley-Port and Zheng@J. Acoust. Soc. Am.106, 2945–2958~1999!#. These elevated thresholds
appeared related to greater spectral-temporal variability for high-fidelity speech produced by
STRAIGHT than for formant-synthesized speech. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1768958#

PACS numbers: 43.72.Ja, 43.71.Es, 43.66.Fe@PFA# Pages: 1224–1233

I. INTRODUCTION

Vowel formant frequency discrimination for normal-
hearing listeners has been established for synthetic speech
under a variety of listening conditions in several recent stud-
ies ~Hawks, 1994; Kewley-Port and Watson, 1994; Kewley-
Port, 1996; Kewley-Port and Zheng, 1999!. Thresholds for
formant frequency discrimination,DF, are defined as the
smallest change in formant frequency that can be detected.
Kewley-Port and her colleagues have investigated formant
discrimination for a decade, starting with the optimal listen-
ing conditions, in which highly trained subjects discrimi-
nated vowels with formant shifts from standard vowels in
quiet with minimal stimulus uncertainty. Optimal listening
conditions for vowel formant discrimination~Kewley-Port
and Watson, 1994; Kewley-Port, 1996! provide an important
baseline for isolated vowels. A piecewise-linear function of
formant frequency provides a good fit to the thresholds for
different talkers, revealing thatDF is constant at 14 Hz in
the F1 range, and then rises linearly such that formant dis-
crimination conforms to Weber’s law withDF/F at 1.5% in
the F2 range.

Clearly, vowel discrimination tasks in more ordinary lis-
tening conditions, in which vowels are embedded in sen-
tences and may be presented in noise, are much more com-
plex than listening under optimal conditions. Under these

conditions, in which participants listened to synthetic vowels
in longer phonetic contexts such as syllables, phrases, and
sentences, and under medium or high stimulus uncertainty,
thresholds for formant frequency discrimination were el-
evated. Studies by Kewley-Port~1992; 1996; 2001! and
Kewley-Port and Zheng~1999! have shown that there are at
least two factors that significantly influence formant fre-
quency resolution: level of stimulus uncertainty and length
of phonetic context. Increasing the level of stimulus uncer-
tainty and/or length of phonetic context degrades perfor-
mance. Kewley-Port and Zheng~1999! found thresholds for
ordinary listening conditions were 2.6 times higher than for
optimal listening conditions. While thresholds were signifi-
cantly poorer for syllables than for isolated vowels, thresh-
olds for phrases did not significantly differ from thresholds
for sentences. Effects of linguistic complexity on formant
discrimination were investigated by measuring the thresholds
using sentences with an additional identification task. Results
suggested that there were no significant effects of identifica-
tion task on formant discrimination for synthetic vowels.

Previous studies ~Flanagan, 1955; Hawks, 1994;
Kewley-Port and Watson, 1994; Sinnott and Kreiter, 1991!
have investigated vowel formant frequency discrimination
using formant synthesis~Klatt, 1980!. In contrast, the present
study, using theSTRAIGHT resynthesis algorithms~Kawahara
et al., 1999!, measured vowel discrimination for very natural
sounding speech. A number of studies have shown that intel-
ligibility and comprehension of synthetic speech is different
from that of natural speech~Greene, 1986; Logan, Greene,
and Pisoni, 1989; Pisoni, 1997; Pisoni, Manous, and Dedina,
1987; Ralston,et al., 1991!. Logan et al. ~1989! examined
the intelligibility of consonant–vowel–consonant~CVC!

a!Portions of the data were presented at the 140th meeting of the Acoustical
Society of America@J. Acoust. Soc. Am.108, 2601#.

b!Author to whom correspondence should be addressed at: Rm. 122, Cary
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monosyllabic English words in the modified rhyme test
~MRT! for natural and synthetic speech and found that intel-
ligibility was higher for natural speech~better than 99%!
than for any of the 10 text-to-speech synthesis systems~rang-
ing from 63% to 96%!, including MITALK-79 , DECTALK 1.8,
andPROSE 2000that used the formant synthesizer designed by
Klatt ~1980!. Better intelligibility for natural speech than for
synthetic speech was also observed for non-native speakers
of English with isolated words, sentences, and short prose
passages~Greene, 1986!. A sentence-verification study by
Pisoniet al. ~1987! indicated that listeners responded consis-
tently more quickly to natural speech than to synthetic
speech, showing that synthetic speech was not perceived in
the same way as natural speech, even though the sentences
were highly intelligible. Ralstonet al. ~1991! investigated
comprehension of synthetic and natural speech using a word-
monitoring task. For both fourth-grade and college student
subjects, word-monitoring response latencies were shorter
for natural speech. Hillenbrand and Nearey~1999! examined
the identification scores of natural and two types of resyn-
thesized /*V$/ utterances~original formant and flat formant!
using twelve American English vowels. Identification scores
were higher for natural tokens~95.4%! than for resynthe-
sized tokens with formant contours matched closely to the
original ~88.5%!, suggesting that, even with essential acous-
tic information ~formant frequencies and transitions! pre-
served, the resynthesized signal was less identifiable than
natural speech. Overall, these studies indicate that subjects
performed better when listening to natural speech than to
synthetic speech. The difficulty in processing synthetic
speech may be due to the lack of the additional redundancy
and acoustic-phonetic variability found in natural speech
~Pisoni, 1997!.

The speech stimuli in the present study were produced
by a new method for speech resynthesis,STRAIGHT ~Kawa-
haraet al., 1999!. Syllables, phrases, and sentences resynthe-
sized from a female talker were essentially indistinguishable
from the original in informal listening tasks. These natural-
sounding speech tokens, termed high-fidelity speech in this
paper, are perceived as more natural than our previous
formant-synthesized speech, traditionally termed synthetic
speech, albeit carefully crafted, using theKLTSYN synthesizer
~Klatt, 1980!.

In part, this study is a replication and extension of the
study of Kewley-Port and Zheng~1999!, who examined the
effects of longer phonetic context and linguistic complexity
on vowel formant discrimination using formant-synthesized
speech. The primary stimuli in the present study were four
vowels resynthesized bySTRAIGHT ~Kawaharaet al., 1999!,
with or without a formant shift, in syllables and a variety of
phrases and sentences. In order to compare results from high-
fidelity and synthetic speech, this experiment was designed
to be similar to that of Kewley-Port and Zheng~1999! in the
following ways: ~1! the test vowels were embedded in a
/"V$/ syllable; ~2! performance was measured using adap-
tive tracking of formant thresholds for well-trained listeners
in quiet;~3! phonetic context was manipulated from syllables
to sentences; and~4! linguistic complexity was manipulated
using different sentence materials and with the addition of an

identification task. The present study extends the study of
Kewley-Port and Zheng~1999! in several important ways to
more closely reflect vowel processing in natural sentences. In
Kewley-Port and Zheng~1999!, the carrier sentences had
low linguistic complexity with only one target position in the
sentence. The level of linguistic complexity was increased in
this experiment by creating more carrier sentences that were
unique but with similar meanings~see Table I!, and by pre-
senting the target word at different positions such that the
sentence identification task became more challenging.

Models of vowel formant discrimination need to take
into account both peripheral and central factors. In our stud-
ies with formant-synthesized speech~Kewley-Port and
Zheng, 1998!, vowel formant discrimination was based on
differences in the internal representations between the stan-
dard and the altered vowel, e.g., the differences between ex-
citation patterns on the basilar membrane. On the other hand,
Kewley-Port and Zheng~1999! demonstrated that formant
discrimination was influenced by more central processes as-
sociated with longer phonetic context or higher levels of
stimulus uncertainty, which requires more cognitive loading.
The addition of an identification task did not have significant
effects on formant discrimination, suggesting that formant
discrimination was independent of word and sentence iden-
tification ~Kewley-Port and Zheng, 1999!. However, as men-
tioned earlier, the linguistic complexity was low in that
study. Therefore this study was designed to extend those
findings to high-fidelity speech in sentences with higher lin-
guistic complexity by using more carrier sentences.

An added condition was to embed the test syllable in
either the initial, middle, or final portion of the text. Many
studies have shown that there are significant effects of the
target stimulus position in sequences on auditory discrimina-
tion and identification tasks. Specifically, a target in the final
position is the easiest, while targets in the middle positions
are the hardest, to identify and discriminate~Watsonet al.,
1975; McFarland and Cacace, 1992; Neath and Knoedler,
1994; Surprenant, 2001!. These serial position effects in dis-
crimination and identification are described as primacy and
recency effect, observed in the complex tonal pattern recog-
nition ~Watsonet al., 1975; Surprenant, 2001! as well as in
the sentence processing~Neath and Knoedler, 1994!. The
secondary goal of this study, therefore, was to investigate
whether there would be serial position effects on vowel for-
mant discrimination in phrases and sentences.

Previous research on sound discrimination suggested
that a higher level of stimulus uncertainty, referring to the

TABLE I. Phrases and sentences used in the experiment of vowel formant
discrimination.

Three phrases used for phonetic context of phrases:
/bVd/ is here.
Use /bVd/ again.
We used /bVd/.

Three sentences used for phonetic context of sentences:
The /bVd/ word is first on the page now.
The first word is /bVd/ on the page again.
The first word on the book is /bVd/ now.
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level of the unpredictability of the target stimulus and stimu-
lus position, significantly degraded discrimination of com-
plex tonal patterns~Watson, 1987! and analogous vowel se-
quences~Kewley-Portet al., 1986!. In the present study, the
level of stimulus uncertainty was selected to correspond to
the level of word uncertainty occurring in modest-length sen-
tences in normal conversation. Following the terminology in
Watson’s research~Watson, 1987!, Kewley-Port~2001! cat-
egorized the level of stimulus uncertainty into four groups:
low, medium, high, and very high, and suggested that thresh-
olds were not significantly different for medium levels of
stimulus uncertainty ranging from 8 to 22 stimuli per block.
A medium level of stimulus uncertainty with eight to twelve
stimuli per block was used in this study.

Summarizing, the goal of this study was to measure for-
mant discrimination in high-fidelity speech stimuli in a labo-
ratory task that simulated some of the factors associated with
ordinary discourse, including different lengths of phonetic
context, different sentence positions, and the addition of
word/sentence identification to the formant discrimination
task.

II. METHOD

A. Stimuli

Four American English vowels /(, }, ,, L/ were used.
These covered a wide range of formant frequencies from the
lowest F1 to the highest F2 over the English vowel space.
Forty nine-word sentences and nine three-word phrases with
each of the four vowels at each of three positions~positions
two, five, and eight in sentences! were recorded from a fe-
male talker to digital tape~DAT!. Recordings were then digi-
tized with a sampling frequency of 11 025 Hz and low-pass
filter of 5500 Hz to sound files in a computer. The experi-
menters listened to the recordings, and three phrases and
three sentences~Table I! with similar prosodic patterns were
selected. Although each of the four syllables~/"V$/! oc-
curred in the initial, middle, and final positions of the re-
corded sentences, only one syllable per vowel with a state-
ment prosody from the same carrier sentence was selected as
an original stimulus for future resynthesis of vowels. These
original syllables~/"V$/! were selected from the eighth po-
sition of the nine-word sentence.

STRAIGHT, a method for speech resynthesis developed in
MATLAB by Kawaharaet al. ~1999!, was used to resynthe-
size syllables, phrases, and sentences from the recorded
talker. In order to study formant discrimination, the
STRAIGHT algorithms were modified to alter a selected for-
mant by a percent increase in its formant frequency. The
resynthesized /"V$/ syllables without any formant shift
sounded the same as the original /"V$/ and these were
selected as the standard stimuli in discrimination trials. All
test stimuli with formant shifts were resynthesized from
these standard stimuli. Formants were manipulated in our
modifiedSTRAIGHT algorithm as follows: a matrix, represent-
ing the two-dimensional spectrogram (amplitude3time
3frequency) of the standard~natural! /"V$/ stimulus, was
obtained by the analysis inSTRAIGHT. This spectrogram usu-
ally had multiple smooth peaks and troughs within each for-

mant frequency range as shown in Fig. 1 for one time frame
of the /}/ vowel, with and without a shift in F2. This is
different from typical LPC analysis, in which each peak cor-
responds to one formant. To shift a formant peak, the tem-
poral location of the formant in the syllable, including tran-
sitions, was visually identified. Then the frequency ranges of
the first three formants, F1, F2, and F3, were determined
visually. Subsequently the highest peak in each formant fre-
quency range and the lowest trough between the adjacent
formants were determined by algorithm as the frequency val-
ues of the formant and valley, respectively. In each time
frame~i.e., one spectrum!, the portion between the valleys on
either side of the formant peak was selected for formant
shift.1 In order to shift the selected formant frequency with-
out any change in other formants, amplitude in the low-
frequency valley was adjusted to be a constant across the
frequency range corresponding to the frequency shift, while
the high-frequency valley was collapsed by replacing the
original amplitude values with the shifted peak, as shown in
Fig. 1. This procedure preserves details in the formant peaks,
leaving the valleys only somewhat changed. This modified
two-dimensional matrix was reloaded intoSTRAIGHT and
used with other unchanged acoustic parameters such as F0
and amplitude contours for resynthesis. Thus, the test vowels
for formant discrimination were resynthesized in sets of 14
using modifiedSTRAIGHT. F1 and F2 for each standard syl-
lable was shifted systematically by 14 steps using a linear
scale. The range of formant frequency shifts was from 0.9%
to 10% for all the formants except the F1 of /"($/, which
ranged from 2% to 15%. Because formant thresholds in
Kewley-Port and Watson~1994! for F1 of /"($/ approached
the upper limit of formant shift, which was 10% in their
study, the maximum formant shift was extended to 15% for
F1 for /"($/ in the present study. The step size for each for-
mant shift was 0.7% for all the formants except 1% for F1 of
/"($/.

To validate whether formants manipulated inSTRAIGHT

would yield similar perceptual thresholds to formants ma-

FIG. 1. Spectra usingSTRAIGHT analysis from the middle analysis frame for
standard /}/ vowel and /}/ vowel with 10% shift for F2. Note that the spectra
usingSTRAIGHT do not provide the harmonic fine structure and properties of
the source, which are stored in other parameters inSTRAIGHT.
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nipulated more directly controlled by formant resonance syn-
thesis, thresholds for formant discrimination were compared
for the vowel /}/ usingSTRAIGHT synthesis andKLTSYN for-
mant synthesis~Klatt, 1980! in an earlier study~Liu and
Kewley-Port, 2004!. Results showed no significant differ-
ence between thresholds for the two synthesized vowels. The
two synthesis methods also showed similar ranges and vari-
ability for thresholds across subjects, e.g., the lowest thresh-
old was 8.5 Hz and highest was 36.5 Hz for F1 of the
STRAIGHT-synthesized /}/ vowel with a standard deviation of
12.3 Hz for four listeners~Liu and Kewley-Port, 2004!,
while thresholds for five listeners in Kewley-Port~2001!
ranged from 8.5 to 30.8 Hz with a standard deviation of 9.1
Hz. Thus, our modifiedSTRAIGHT method appears to provide
a reliable way to manipulate vowel formant shifts in high-
fidelity speech.

The standard and test syllables were inserted into the
phrases and sentences using a digital wave form editor. Es-
sentially, the original syllable was replaced by the resynthe-
sized syllable. In some cases, small duration adjustments in
the closures of the /"/ or /$/ consonants were necessary to
make the phrase or sentence prosody sound natural. The re-
synthesized three-word phrases and nine-word sentences,
with no parameters changed inSTRAIGHT, sounded very
natural and indistinguishable to the original natural ones, in-
dicating that high fidelity was achieved in the resynthesized
speech.

B. Listeners

Four young adult listeners between 23 and 34 years old
were paid for their participation in the present study. They
had pure-tone thresholds of 15 dB HL or better at octave
intervals from 250 through 8000 Hz.

C. Procedure

Stimuli were presented to the right ears of listeners, who
were seated in a sound-treated IAC booth, via TDH-39 ear-
phones. Stimulus presentation was controlled by TDT mod-
ules including a 16 bit D/A converter, a programmable filter,
and a headphone buffer. A low-pass filter with a cutoff fre-
quency of 5000 Hz and a slope of 80 dB/octave, and an
attenuation level set by the calibration procedure, was con-
figured in the programmable filter. The standard vowel /}/
with a duration of 3 s was used for calibration. The sound-
pressure level measured in an NBS-9A 6-c3 coupler by a
Larson-Davis sound-level meter~model 2800! using the lin-

ear setting was adjusted to be 70 dB SPL. The sound-
pressure level of the other standard syllables was also set to
70 dB SPL.

Formant discrimination for the two formants~F1 and
F2! of each vowel was measured under medium stimulus
uncertainty. For syllables, there were eight possibilities in
each block, i.e., two formants from each of four vowels. A
two-down, one-up tracking algorithm was used to estimate
the 71% correct point on the psychometric function,DF
~Levitt, 1971!. For phrases and sentences, twenty-four possi-
bilities, i.e., two formants for the four vowels in three posi-
tions, were randomly assigned to two groups, resulting in
twelve possibilities for each block. For phrases and sen-
tences, following presentation of the standard syllable alone
in the first interval, the carrier phrases or sentences were
played twice in the next two intervals, one with the standard
syllable and one with the test syllable. The listener’s task was
to indicate which interval contained the test syllable, differ-
ent from the standard. When the identification task was
added to the discrimination task, the procedure was some-
what altered. Subjects first needed to respond on paper to
indicate which of the four syllables they heard as well as
which of the three sentence types they heard. After the iden-
tification response, subjects completed the discrimination re-
sponse.

Each daily session lasted 1.5–2 h~depending on a lis-
tener’s response latency! with 96 trials in each block and
included the syllable, phrase, and sentence tasks, and the
sentence task with the addition of the identification task. Two
blocks of each task were presented in a sequence randomized
daily for each listener. After extensive training~approxi-
mately 5000 trials!, DF for each listener was averaged from
the mean reversals over the last four blocks in which perfor-
mance was judged as stable by visual inspection.

III. RESULTS

A. Formant frequency, length of phonetic contexts,
and sentence position

Averages and standard deviations of theDF values
across subjects are shown in Table II and Fig. 2. The formant
frequency and thresholds expressed asDF in Hz were trans-
formed to an auditory scale, i.e., barks and delta barks (DZ)
~Traunmuller, 1990!. The bark scale~Zwicker, 1961! was
selected on the basis of analyses reported in Kewley-Port and
Zheng~1999!. They suggested that a transformation ofDF to
DZ, showing a roughly constant value to represent the per-
ceptual shift across all the formant frequencies, provided the

TABLE II. Formant frequencies, thresholds, and standard deviation ofDF ~Hz! for eight formants in three phonetic contexts: syllable, phrase and sentence,
and sentence discrimination with identification.

(-F1 }-F1 ,-F1 L-F1 L-F2 }-F2 ,-F2 (-F2

Formant frequency 430 581 678 700 1454 1960 2078 2132
M s.d. M s.d. M s.d. M s.d. M s.d. M s.d. M s.d. M s.d.

Syllable 49.2 5.9 34.7 6.3 36.3 20.0 34.4 15.6 56.8 48.8 74.2 21.3 88.3 51.5 115.1 55.9
Phrase 36.0 18.8 37.2 15.5 43.6 11.8 39.5 10.6 86.8 35.4 116.5 55.5 96.4 58.9 123.0 48.5

Sentence 48.2 12.5 36.3 16.6 47.1 10.0 48.6 12.0 103.4 38.5 83.5 59.6 106.2 57.3 120.0 58.6
Sentence1ID 41.9 11.6 37.6 16.7 50.1 11.1 47.4 8.9 97.5 43.0 104.0 61.9 110.5 60.9 123.0 60.0
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best match to loudness pattern modeling of formant discrimi-
nation data.2 Statistical analyses were done on bothDF and
DZ.

Overall, DF thresholds increased with increasing for-
mant frequency and increasing complexity of phonetic con-
text ~Fig. 2!. A two-factor (formant frequency
3phonetic context) repeated-measure analysis of variance
~ANOVA ! with DF as the dependent variable showed that
formant frequency had a significant effect onDF (F(7,21)
58.023,p,0.001). Phonetic context did not have a signifi-
cant effect onDF (F(2,6)51.578,p50.281) as shown more
clearly in Fig. 3. This nonsignificant result was unexpected
based on the results of Kewley-Port and Zheng~1999! and
appears to be due to higher listener variability with this high-
fidelity speech task. To make specific comparisons between
the thresholds at different levels of phonetic context, planned
comparison were calculated. There were no significant dif-
ferences between thresholds for any two phonetic contexts
(p50.217 between syllables and sentences;p50.153 be-
tween syllables and sentences;p50.843 between phrases
and sentences!.

The planned comparisons of thresholds between F1 and
F2 showed thatDF for F2 was significantly higher thanDF
for F1 (F(1,3)59.667,p50.05) averaged over the three
phonetic contexts. Thresholds for the four vowels as a func-
tion of formant frequency suggested different patterns be-
tween F1 and F2. For all three phonetic contexts,DF thresh-
olds were rather similar over the F1 range withDF
averaging about 40.1 Hz. HoweverDF increased over the F2
range, corresponding to Weber’s law withDF/F about 5.2%
~averaged over phonetic context!. These data can be com-
pared to those of Kewley-Port and Watson~1994!, who re-
ported that formant thresholds for isolated vowels under op-
timal listening conditions were best fitted by a piecewise-
linear function. The average of the three data sets in Fig. 2
for vowels in longer phonetic context were fitted separately
for F1 and F2 with linear functions. Similar to the isolated
vowels, the best fitting function had a slope of zero in the F1
range. However the averageDF for F1 was almost 300%
higher than for formant-synthesized isolated vowels, presum-
ably due to a higher level of stimulus uncertainty, the longer
phonetic context, and stimulus factors related to variability in
these more natural speech stimuli. The slope of the F2 linear
function, about 52 Hz per 1000 Hz change in F2, was higher
than that for synthetic isolated vowels, 10 Hz per 1000 Hz,
also showing degraded formant discrimination in this more
complex task.

A two-factor (formant frequency3phonetic context)
repeated-measure analysis of variance~ANOVA ! on DZ
showed that formant frequency was not significant
(F(7,21)51.089,p50.405), and that phonetic context was
also not significant (F(2,6)51.916,p50.227). DZ, shown
in Fig. 4, was a relatively flat function of formant frequency
across the eight formant frequencies, although two high val-
ues ofDZ threshold for F1 of /"($/ did not follow this pat-
tern. The planned comparison of thresholds inDZ between
F1 and F2 showed that there was no significant difference
(F(1,3)50.003,p50.959), supporting the flattening effects
of the z-scale transform for these stimuli.

The effect of word position in phrases and sentences
on DZ, averaged across formants, is shown in Fig. 5. The

FIG. 2. Thresholds for discrimination of F1 and F2 in Hz as a function of
formant frequency for three phonetic contexts: syllable~solid line!, phrase
~dotted line!, and sentence~dashed line!.

FIG. 3. Thresholds for discrimination of F1 and F2 in Hz as a function of
the phonetic context: syllable, phrase, and sentence, averaged across for-
mants. Error bars show standard deviations for each condition.

FIG. 4. Thresholds for discrimination of F1 and F2 in barks as a function of
formant frequency for three phonetic contexts: syllable~solid line!, phrase
~dotted line!, and sentence~dashed line!.
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terms ‘‘initial, middle, and final’’ are used here to describe
actual positions in the three-word phrases, while in the nine-
word sentences the terms denote word positions two, five,
and eight. Generally, performance was best for the test syl-
lable at the final position in sentences, and performance was
worst for the middle position. However, performance was
constant across word positions in the three-word phrases. A
three-way repeated-measure ANOVA (formant frequency
3phonetic context3position) was calculated forDZ. Re-
sults showed no significant effect of formant frequency
(F(7,21)50.964,p50.482), phonetic context (F(1,3)
50.676,p50.471), or word position (F(2,6)53.025,p
50.123). However, a significant two-way interaction of for-
mant and position (F(14,42)53.532,p,0.01), and three-
way interaction of formant, context, and position (F(28,84)
51.964,p,0.05) suggested that there were different patterns
of position effects for different formants and phonetic con-
texts.

B. Sentence identification

The sentence identification task consisted of the dis-
crimination task for sentences with the addition of an iden-
tification task using twelve possible target sentences. The
discrimination functions for the sentence tasks with and
without identification, shown in Fig. 6, are remarkably simi-
lar. A three-way ANOVA on DZ (formant frequency
3with and without ID3position) showed that neither for-
mant frequency (F(7,21)51.16,p50.366) nor the identifi-
cation task (F(1,3)50.963,p50.399) had significant effects
on formant thresholds. However, word position had a signifi-
cant effect (F(2,6)55.18,p,0.05), suggesting that position
effects had a similar pattern with and without identification.
Overall, subjects had no difficulty in identifying the sen-
tences while maintaining good vowel discrimination, even
though subjects commented that the addition of the identifi-
cation task made the task more challenging.

IV. DISCUSSION

A. Factors influencing formant discrimination of high-
fidelity speech

1. Formant frequency

As shown in Figs. 2 and 4,DF andDZ showed different
patterns for the effect of increases in formant frequency. For-
mant thresholds inDF averaged over three phonetic contexts
~syllables, phrases, and sentences! were well fitted by a
piecewise-linear function, suggesting thatDF is constant in
the F1 range and increases linearly in the F2 range.DF for
all three phonetic contexts showed similar patterns, although
thresholds increased slightly for the longer phonetic con-
texts. Of the various auditory scales examined by Kewley-
Port and Zheng~1999!, the z scale in barks was the most
effective at removing the variability produced by center for-
mant frequency and fundamental frequency in thresholds for
isolated synthetic vowels. The present study showed thatDZ
was nearly flat across formant frequency for all three pho-
netic contexts, indicating that this transformation is success-
ful for high-fidelity speech as well as for formant-
synthesized speech. Of course the spectral-temporal
processing used in discrimination of the low F1 formants
compared to the high F2 formants is probably different~not-
ing the mid-frequency overlap of the first and second for-
mants for males and females is about 25%!. For example,
thresholds for the lowest formant~/(/, F15399 Hz) exhibited
highestDZ thresholds for the syllable and sentences con-
texts. A similar effect, showing a high threshold for the /(/
vowel, was observed by Kewley-Port~2001! for formant-
synthesized vowels and syllables at a higher level of stimulus
uncertainty~her Fig. 3! and also by Liu~2002! for isolated
high-fidelity vowels. These systematic threshold differences
may indicate processing differences for the low-frequency
vowel formants. Nonetheless, when formant discrimination
functions are transformed using the bark scale, the function
are roughly flat across the F1 and F2 range, suggesting that
normal-hearing listeners may need roughly the same amount
of formant frequency shift on the auditory scale to detect the
vowel difference produced by formant shifts. This appears to

FIG. 5. Thresholds for discrimination of F1 and F2 in barks as a function of
the word position~initial, middle, and final! for two phonetic contexts:
phrase~solid line! and sentence~dotted line!, and sentence task with iden-
tification ~dashed line!.

FIG. 6. Thresholds for discrimination of F1 and F2 in barks as a function of
formant frequency for sentence task with~dashed line! and without identi-
fication ~solid line!.
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be generally true for high-fidelity speech even though there
is more variability inDZ across the formants.

2. Length of phonetic context

As shown in Figs. 2 and 3, there was no significant
effect of phonetic context even though average thresholds
increased with increasing phonetic context. These results are
in partial agreement with those for formant-synthesized vow-
els in the study of Kewley-Port and Zheng~1999!. They
reported no difference in thresholds in phrases and sentences
for formant-synthesized speech, although syllable thresholds
were significantly lower.

Comparison of thresholds for formants in isolated vow-
els in optimal listening conditions~Kewley-Port and Watson,
1994! and thresholds for formants in syllables, phrases, and
sentences suggests a large increase in threshold with more
complex phonetic context. The average threshold for for-
mants in isolated vowels in optimal listening conditions was
0.109 barks for formant-synthesized speech~Kewley-Port
and Watson, 1994! and 0.201 barks for high-fidelity speech
~Liu, 2002!. Thresholds for formants in high-fidelity syl-
lables, phrases, and sentences were 0.301, 0.342, and 0.365
barks, respectively. This analysis shows quantitatively the
asymptotic effect of longer phonetic context on formant
thresholds.

3. Sentence identification

There was no significant difference between formant
thresholds for sentences with and without the identification
task. Transformed from hertz to barks, thresholds showed
similar flat functions of formant frequency~Fig. 6! with av-
erage thresholds for sentences with and without identification
that were equivalent, at 0.365 and 0.369 barks, respectively.
The result that the sentence identification task had no signifi-
cant effect on vowel formant discrimination for high-fidelity
speech is consistent with the analogous study for formant-
synthesized speech~Kewley-Port and Zheng, 1999!. This
consistency across studies suggests that formant resolution
for vowels is independent of the word and sentence identifi-
cation.

Formant frequency discrimination is initially based on
neural impulses produced in the cochlea. The spectral shape
of the speech stimuli is represented in the temporal and spec-
tral information that is sent to the central auditory system via
the auditory nerve. Models incorporating the difference in
excitation or loudness patterns between a standard vowel and
a vowel with a shifted formant~Kewley-Port and Zheng,
1998; Liu, 2002! indicate that listeners based their judgments
on difference in spectral patterns, in particular the difference
for the one to three harmonics adjacent to the formant peak
~Sommers and Kewley-Port, 1996!. As the discrimination
task becomes more complex with longer phonetic context or
higher level of stimulus uncertainty, the cognitive load at
more central levels increases such that thresholds are el-
evated, here by a factor of 1.8 for sentences. Clearly the
extraction of linguistic meaning and speech understanding
take place at a high cognitive level. A question is whether the
processing mechanisms required to do well in the combined
discrimination and identification tasks are independent from

one another. Because discrimination thresholds in our studies
were generally elevated by higher cognitive load, but not
affected by an additional identification task, we conclude that
processes involved in word and sentence identification do
not additionally affect the processes involved in encoding the
spectro-temporal information in acoustic signals. This is con-
sistent with theories of Fowler~1996! and others that the
spectro-temporal information needed to extract linguistic
meaning is directly perceived without intervening analytical
processes.

4. Word position

Formant frequency discrimination of vowels embedded
in sentences~Fig. 5! was best with the target word at final
position, and worst at the middle. Other studies of auditory
stimulus sequences~Watsonet al., 1975; McFarland and Ca-
cace, 1992; Neath and Knoedler, 1994; Surprenant, 2001!
also suggested that performance in identification and dis-
crimination tasks was best when the target stimulus is in the
final position, and worst in middle positions. In contrast, for
three-word phrases word position had no effect, with perfor-
mance essentially constant across position. This different
pattern for phrases is probably due to the short length of the
phrases.

McFarland and Cacace~1992! showed that performance
in a tone recognition task improved toward constant, near-
perfect performance as tone sequences were shortened from
13 to 7 items. They stated that limitations in short-term
acoustic memory were responsible for reduced performance
as length increased. The present data suggest that informa-
tion for vowel discrimination in three-word phrases can be
stored entirely within short-term acoustic memory, whereas
nine-word sentences exceed memory limitations. In addition,
primacy and recency effects appeared in the threshold func-
tions for sentences in the present study, consistent with re-
sults of McFarland and Cacace’s study~1992!, which also
showed primacy effects for the second item and recency ef-
fects for the second-to-last item when the length of items
exceeded eight items. Usually, however, primacy and re-
cency effects are obtained for the first and last item, respec-
tively, in the sequence, not for the second and second-to-last
item as seen in our study~Morton et al., 1981; Neath and
Knoedler, 1994; Surprenant, 2001!. The differences in serial
position effects across these studies might be due to the dif-
ferent stimuli~speech and nonspeech!, different retention in-
tervals, different inter-stimulus intervals~ISI!,3 and different
methodologies~Yes-or-No and forced-choice adaptive proce-
dure!. Given the small but significant effects of utterance
length versus word position on formant thresholds observed
here, more extensive study of their relation to vowel process-
ing in normal discourse should be undertaken.

B. Comparison of formant resolution between
STRAIGHT-synthesized and formant-synthesized speech

STRAIGHT uses algorithms for speech analysis and syn-
thesis that preserve most of the acoustic variability in natural
speech and produce high-fidelity speech quality. In contrast,
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typical formant synthesizers produce an unnatural, robotic
speech quality. Thresholds for formant discrimination for
STRAIGHT-synthesized speech were compared to those for
formant-synthesized~Klatt, 1980! speech~Kewley-Port and
Zheng, 1999! for syllables, phrases, and sentences. For syl-
lables~see Fig. 7!, results of two-tailed t-tests found no sig-
nificant difference of formant discrimination for syllables be-
tween STRAIGHT-synthesized and formant-synthesized
speech (t(14)51.137,p50.274). In both studies, thresholds
for formants in phrases and sentences were similar and were
therefore averaged to give one threshold estimate for longer
phonetic context. A comparison of these averages between
STRAIGHT-synthesized and formant-synthesized speech
showed that there was a significant difference for longer pho-
netic context (t(14)53.211,p50.007), even though the
magnitude of the difference was small~0.08 barks!. The re-
sult that performance for formant discrimination is better for
formant-synthesized speech than forSTRAIGHT-synthesized
speech contrasts with performance in speech recognition
tasks in which formant-synthesized speech is less intelligible
and listeners respond more slowly than to natural speech
~Greene, 1986; Loganet al., 1989; Ralstonet al. 1991!.
However, both results may be related to acoustic-phonetic
variability. The acoustic-phonetic variability and additional
redundancy in high-fidelity/natural speech may help subjects
to process natural speech more efficiently at higher cognitive
levels ~Pisoni, 1997!. Speech recognition requires, first, the
encoding of speech signals, and then searching a previously
stored lexicon in long-term memory, integration of a variety
of sources of knowledge, and the labeling of speech signals.
Although formant synthesis can generate synthetic speech
with quality close to that of natural speech~Allen, Hunnicutt,
and Klatt, 1979; Klatt, 1980!, typically synthetic speech
lacks the acoustic-phonetic variability of natural speech re-
quired for good speech recognition. Formant discrimination
primarily involves more direct comparison of acoustic infor-
mation in short-term auditory memory. The acoustic-
phonetic variability in high-fidelitySTRAIGHT speech may
make formant discrimination comparisons in short-term au-

ditory memory more challenging than in the less variable,
but unnatural, formant-synthesized speech. Preliminary
acoustic analyses suggested thatSTRAIGHT-synthesized vow-
els were similar to formant-synthesized vowels in duration
and F0 contour. However,STRAIGHT-synthesized vowels
showed much more variability in the spectrum than formant-
synthesized vowels. The spectra forSTRAIGHT-synthesized
and formant-synthesized /}/ vowels usingSTRAIGHT analysis
are shown in Fig. 8. There are several extra peaks near for-
mant peaks in the spectrum of theSTRAIGHT-synthesized /}/
vowel, while the spectrum of the formant-synthesized /}/
vowel shows a smooth function without extra peaks near
formant peaks. The increased spectral variability for
STRAIGHT-synthesized vowels may result in interactions be-
tween the formant peak and other extra peaks, and could
account for higher thresholds for formant discrimination for
STRAIGHT-synthesized vowels. Further studies of the acoustic
differences betweenSTRAIGHT-synthesized and formant-
synthesized speech need to be completed.

C. A norm for formant frequency discrimination in
high-fidelity speech

Several experimental factors were manipulated system-
atically in this study to investigate formant discrimination
under laboratory listening conditions approximating those
found in everyday communication. Discrimination tasks var-
ied from easiest, for isolated vowels, to hardest, for vowels
in sentences with addition of an identification task. Kewley-
Port and Zheng~1999! reported that a norm for formant fre-
quency discrimination in more ordinary listening conditions
may be usefully estimated from an average over sentences
with and without identification. This norm represents a typi-
cal value for discriminating differences in vowel formants in
modest-length sentences based on our manipulation of a few
of the host of factors that influence speech recognition. In
formant-synthesized speech the estimated norm was 0.28

FIG. 7. Comparison ofDZ between formant-synthesized speech and
STRAIGHT-synthesized speech for syllable and more complex phonetic con-
texts~average of phrase and sentence!. Error bars show standard deviations
for each condition.

FIG. 8. Spectra usingSTRAIGHT analysis from the middle analysis frame for
two versions of the /}/ vowel generated by different synthesizer,STRAIGHT

~Kawaharaet al., 1999! and Klatt ~1980!. Note that the spectra using
STRAIGHT do not represent the harmonic fine structure and properties of the
source, which are stored in other parameters inSTRAIGHT.
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barks, whereas averaging thresholds over sentence condi-
tions in high-fidelity speech synthesized bySTRAIGHT yields
a norm that is higher at 0.37 barks.

The concept of a norm for discriminating formants in
normal discourse has relevance to understanding the commu-
nication process. Several studies have measured the distance
between vowel formants from many talkers at the steady-
state part of a /CVC/ syllable~Bradlow, 1993; Hillenbrand
et al., 1995!. Kewley-Port and Zheng~1999! reported that
0.56 barks was the average of formant distances for F1 and
F2 between the closest vowel pairs from 16 speakers with
different dialects. Since the norm for thresholds is 0.37 barks
for high-fidelity sentences, it appears that typical American
English talkers produce vowels with formant distance far
enough apart for normal-hearing listeners to discriminate
vowels without any difficulty. In Fig. 6, there is a wide range
of thresholds~0.16 barks! for vowel discrimination in high-
fidelity sentences. But even the highest thresholds shown in
Fig. 6 ~0.46 barks for the threshold of the /(/ vowel in sen-
tences! are still within the production margins for closely
spaced vowels of 0.56 barks. These comparisons provide evi-
dence for a good match between English vowel production
and perception.

V. SUMMARY

The goal of this study was to investigate vowel formant
frequency discrimination for high-fidelity speech. Several
experimental factors were systematically manipulated. Re-
sults suggest that formant frequency discrimination repre-
sented on an auditory scale (DZ in barks! is roughly constant
across formant frequencies. Similar patterns for formant dis-
crimination in sentences with and without an identification
task imply that formant resolution for vowels is independent
of the word and sentence identification. In addition, length of
phonetic context influences formant discrimination asymp-
totically such that a norm can be established for normal-
hearing listeners’ ability to discriminate vowel formants in
modest-length, high-fidelity sentences. This norm is 0.37
barks~1/3 critical band! for discriminating vowel formants in
high-fidelity, meaningful speech, higher than the norm~0.28
barks! for formant-synthesized speech, apparently because
the high-fidelity speech synthesized bySTRAIGHT has higher
acoustic variability.
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1Our procedure for formant shifts was to shift the frequency of the selected
formant peak only, with no change in any other formants or remote valleys
~see Fig. 1!. This is different from formant synthesizers, in which a shift of
the selected formant peak produces changes in the amplitude of adjacent
formants and valleys in order to simulate the spectral variation in natural
speech. This effect becomes stronger when other formants are close to the

selected formant in frequency~see examples in Klatt, 1980!. The lack of
these effects in the presentSTRAIGHT shifting procedure may be seen as a
limitation of this method.

2Zwicker’s ~1961! critical-band scale, thez scale in barks, was chosen based
on a comparison of the transformation ofDF using log-frequency, barks,
and two versions of the ERB-rate scale~e.g., Glasberg and Moore, 1990!.
Our earlier modeling work on formant frequency discrimination~Kewley-
Port and Zheng, 1998; Liu, 2002! suggested that the difference of loudness
patterns between the standard vowel and vowels at threshold was roughly
constant regardless of the formant frequencies and listening conditions.
Therefore, we hypothesized that formant frequency discrimination may be
based on a constant perceptual difference between vowels. The bark scale
gave rise to the most successful transformation ofDF that yielded roughly
constant frequency functions, better than ERB-rate and log-frequency
scales.

3ISI was constant at 400 ms in the present study, although the signal~vowel!
onset-to-onset interval varied from 400 ms to 2.2 s depending on the pho-
netic context. Several studies have suggested that performance for auditory
discrimination of intensity, frequency, and duration improved when ISI
increased and reached a constant level when ISI was beyond a certain value
~Allan and Kristofferson, 1974; Taylor and Smith, 1975; Biswaset al.,
1997!. These asymptotic values for ISI were different across studies, 500
ms for Allan and Kristofferson~1974! and Taylor and Smith~1975!, and
1.0–3.0 s for Biswaset al. ~1997!. Because our range of vowel onset-to-
onset interval was close or above the asymptotic value~500 ms! for ISI,
there should not be significant effects of different vowel onset-to-onset
intervals due to phonetic context on formant discrimination in this study.
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Word frequency in a document has often been utilized in text searching and summarization.
Similarly, identifying frequent words or phrases in a speech data set for searching and
summarization would also be meaningful. However, obtaining word frequency in a speech data set
is difficult, because frequent words are often special terms in the speech and cannot be recognized
by a general speech recognizer. This paper proposes another approach that is effective for automatic
extraction of such frequent word sections in a speech data set. The proposed method is applicable
to any domain of monologue speech, because no language models or specific terms are required in
advance. The extracted sections can be regarded as speech labels of some kind or a digest of the
speech presentation. The frequent word sections are determined by detecting similar sections, which
are sections of audio data that represent the same word or phrase. The similar sections are detected
by an efficient algorithm, called Shift Continuous Dynamic Programming~Shift CDP!, which
realizes fast matching between arbitrary sections in the reference speech pattern and those in the
input speech, and enables frame-synchronous extraction of similar sections. In experiments, the
algorithm is applied to extract the repeated sections in oral presentation speeches recorded in
academic conferences in Japan. The results show that Shift CDP successfully detects similar
sections and identifies the frequent word sections in individual presentation speeches, without prior
domain knowledge, such as language models and terms. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1764834#

PACS numbers: 43.72.Kb, 43.72.Lc@DOS# Pages: 1234–1243

I. INTRODUCTION

Information retrieval for speech or motion images is a
difficult problem, because in most cases no precise indexes
or labels are assigned to such time sequence data. However,
given the increase in real-world multi-media data in today’s
social environment, these kinds of information retrieval will
be needed more and more. Consequently, several approaches
have been proposed for information retrieval for speech or
motion images by processing time sequence data. One of the
representative approaches is model-based recognition. In
model-based recognition, indexes or labels are assigned to
the time sequence data by recognizing all the data by use of
reference models prepared in advance. For example, a speech
recognizer converts all the speech data to text data. The rec-
ognized text data are then subjected to information retrieval
and other processes.1–5 Therefore, performance depends on
the speech recognizer, and obtaining correct speech labels is
difficult, in view of the difficulty in correctly recognizing

real-world nonsegmented and nonlabeled speech data. The
word error rates for lectures or conversational speech fall
around thirty percent,6–8 for example. Thus, in this paper we
propose a new approach for handling such real-world data.

Generally speaking, the most important words or
phrases in a spontaneous speech tend to be repeated, such as
in a presentation or lecture speech, because human speech
stream involves redundancy. Extracting such repeated speech
sections between two speech data sets requires nonlinear
matching between two arbitrary sections of arbitrary length,
one section from each data set. However, when ordinary al-
gorithms are used, this matching requires an unfeasible
amount of computation.

In the present paper, a new algorithm for resolving this
problem is proposed. The method is called Shift Continuous
Dynamic Programming~Shift CDP!,9,10 which performs fast
nonlinear matching at a feature vector level between arbi-
trary sections of two time sequence data sets and detects
similar sections, where the individual section length exceeds
a certain fixed value. The algorithm allows endless input and
enables real-time response to queries. The method can be
utilized in many types of applications, such as speech and
motion images.11 The present paper also proposes a method-
ology for extracting acoustically similar sections in a single
speech stream and identifying the frequent words sections by
summing the extracted similar sections in the whole presen-
tation speech, because the similar sections are supposed to

a!Portions of this work were presented in ‘‘A matching algorithm between
arbitrary sections of two speech data for speech retrieval by speech,’’ Pro-
ceeding of International Conference on Acoustics, Speech and Signal Pro-
cessing, May 2001, ‘‘Automatic Labeling and Digesting for Lecture
Speech Utilizing Repeated Speech by Shift CDP,’’ Proceeding of
EUROSPEECH2001, Sept. 2001 and ‘‘Speech labeling and the most fre-
quent phrase extraction using same section in a presentation speech,’’ Pro-
ceeding of International Conference on Acoustics, Speech and Signal Pro-
cessing, May 2002.

b!Electronic-mail: y-itoh@iwate-pu.ac.jp

1234 J. Acoust. Soc. Am. 116 (2), August 2004 0001-4966/2004/116(2)/1234/10/$20.00 © 2004 Acoustical Society of America



express the same word or the same phrase. The matching is
conducted at just the acoustic phonetic level; therefore, this
approach does not require any prior domain knowledge, such
as language models or terms. Speech recognizers cannot
work well without such domain knowledge, because frequent
words are often special terms that tend to fall outside the
system vocabulary. For the same reason, usual word spotting
methods cannot be composed. Related approaches can be
considered to include phone sequence12 or phonetic lattice
based search,13,14 which also does not require pre-built vo-
cabulary. The proposed method can be applied to these ap-
proaches by merely adjusting matching distances,15 and com-
putation requirements are lower. For speaker-dependent or
single-speaker applications, however, the proposed approach
can be expected to yield the better performance, because
quantization for phonetic codes includes quantization distor-
tion that causes inevitable conversion errors in the phonetic
code level.

When the proposed method is used, a certain specific
label can be assigned to these extracted sections, providing a
kind of digest that consists of important words and phrases
that are repeated numerous times in the speech.

In the next chapter, Sec. II, the concept and the algo-
rithm of Shift CDP are described in detail. Experiments are
performed to evaluate the performance of the Shift CDP al-
gorithm in detecting similar sections on the Otago English
speech corpus.16 Section III describes the methodologies of
applying Shift CDP to extracting repeated speech sections in
a presentation speech and summing up those same sections.
Experiments for extracting repeated phrases and for identify-
ing frequent words sections in a presentation speech are con-
ducted. Conclusions are presented in Sec. IV.

II. SHIFT CONTINUOUS DP ALGORITHM

A. Definition and requirements

To extract similar speech sections between two speech
data sets, sections of arbitrary length must be subjected to
nonlinear matching. The authors previously proposed an al-
gorithm for detecting similar sections between two time se-
quence data sets, called Reference Interval Free Continuous
DP~RIFCDP!.17,18 The computational requirement is so
heavy that the algorithm can handle only speech data of less
than one minute, although the algorithm approximates the
optimal path. The Shift Continuous DP~Shift CDP! is an
improved and fast algorithm having the same detection per-
formance as RIFCDP.

First, the definition of the problem is described here. Let
the two time sequence data sets be the reference patternR
and the input patternX, expressed by Eq.~1! below, where
Rt and Xt both indicate a member of a feature parameter
series, at the framet in R and timet in X, respectively.

R5$R1 ,...,Rt,...,RN%,
~1!

X5$X1 ,...,Xt ,...,X`%.

Here, we assume that a similar section pair (R(s),X(s))
lies between the two coordinate points (t1 ,t1) and (t2 ,t2),
shown in the next equation.

R~s!5$Rt1 ,...,Rt2%,
~2!

X~s!5$Xt1 ,...,Xt2%.

Here, the existence of a plurality of similar sections between
RandX is assumed, and their order of appearance is assumed
to be arbitrary. Similar section extraction consists of identi-
fying the coordinates points for all the correct similar section
pairs. The minimum length among the correct sections is
given here, as it is often determined by the requirements of
the application. For example, if speech sections of the same
phoneme sequence are to be extracted, the minimum length
should be dozens of milliseconds, and if speech sections of
the same sentence are to be extracted, it should be a few
seconds. The algorithm should be synchronous with input
frames, in order to realize real-time processing.

The concept and a detailed algorithm of Shift CDP are
described in the next section.

B. The algorithm of shift continuous DP „shift CDP …

In the algorithm for solving the above problem, all the
matching should be done between (t1 ,t1) and (t2 ,tnow) at
each input, where 1<t1<t2<N, 1<t1<tnow, as shown in
Fig. 1. Let the minimum and maximum length forR(s) be
Nmin and Nmax, respectively, such thatNmin<t22t1<Nmax.
These constraints specify the desirable length to be detected.
Optimal matching is performed for the length fromNmin to
Nmax at framet2 , which is assumed to be the end frame of
the CDP. The CDP is performed for theNmax2Nmin patterns
whose mean length is (Nmin1Nmax)/2. Thus, the CDP has to
be performed approximately (Nmax2Nmin)3N times for the
reference pattern, and the computational requirements are ex-
pected to be heavy, despite such constraints for matching
length.

Shift CDP is able to reduce the computational require-
ments described above. The concept behind this algorithm is
shown in Fig. 1. First, unit reference patterns are taken from
reference patternR. A unit reference pattern,~URP!, has a
constant frame length ofNCDP. The first URP is composed
of frames from the first frame to theNCDP-th frame inR. The
starting frame of the second URP is shifted byNshift frames,
and the second URP is composed of the same number of
NCDP frames, from the (Nshift11)-th frame. In the same way,

FIG. 1. The concept of the Shift CDP algorithm. A unit reference pattern
that has a constant frame length is taken from the reference pattern. For each
URP, a spotting algorithm by the CDP is performed, and similar sections of
arbitrary length can be obtained by integrating individual URP spotting
results.
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the kth URP is composed ofNCDP frames from the (k
3Nshift11)-th frame. The last URP is composed ofNCDP

frames from the last frame ofR toward the head ofR. The
number of URPs becomesNCDP5@N/NShift#11, where@ #
indicates an integer that does not exceed the value in brack-
ets.

For each URP, CDP is performed. CDP applies DP to a
URP at every time interval and searches for the optimal path
of the URP at every time interval. Therefore, CDP is a spot-
ting algorithm. Shift CDP is able to find similar sections by
unifying the spotting results of each URP.

The cumulative distances at the end frame of a URP do
not have to be normalized, because all the URPs are of the
same length. As described above, Shift CDP is a very simple
and flat algorithm that merely performs CDP for each URP
and integrates the results.

C. Formalization of shift CDP

This section formalizes the Shift CDP algorithm. Let the
vertical axis represent the reference pattern framet (1<t
<N), and the horizontal axis represent input timet. The
local distance between the inputt and framet is denoted
Dt(t). Here, as shown in Fig. 2, asymmetric local restric-
tions are used as the DP path. The following formulas until
Eq. ~13! basically constitute the CDP algorithm that finds the
optimal path for theith URP and computesA(t,i ), which is
the cumulative distance between theith URP and the input
pattern until the current time.St( i ,NCDP), the starting time of
the ith URP, is also obtained in this process.

Let Gt( i , j ), Gt21( i , j ), andGt22( i , j ) denote the cumu-
lative distance up to framej in the ith URP at input timest,
t21, andt22, respectively. Input timet is the current time,
and t21 is the previous time interval. In the same way,
St( i , j ), St21( i , j ), and St22( i , j ) denote the starting time.
Let tS( i ) andtE( i ) be the frames ofR that correspond to the
start and end frames of theith URP. These locations should
be computed before input. For the reduction of total compu-
tation, as shown in Fig. 2,D3t(t) and D2t21(t) are com-
puted and saved separately fromDt(t) according to DP path
restrictions.D3t(t) and D2t21(t) denote three times of
Dt(t) and two times ofDt21(t), respectively, shown in Eqs.
~5! and ~13!. Initial conditions are given as:

H Gt~ i , j !5Gt21~ i , j !5Gt22~ i , j !5`
St~ i , j !5St21~ i , j !5St22~ i , j !521

~1< i<NPAT,1< j <NCDP!, ~3!

D2t21~t!5` ~1<t<N!. ~4!

The following are recurrence formulas that can be computed
synchronously with input. To begin with, the local distances
between each frame ofR and current inputt are computed
beforehand. These prior computations suppress multiplica-
tions.

HDt~t!5d~t,t !
D3t~t!533Dt~t!

~1<t<N!. ~5!

LOOP i (1< i<NPAT): for each URPi,
LOOP j (1< j <NCDP): for each framej of URP i,

at j51

Gt~ i ,1!5D3t~tS~ i !!,
~6!

St~ i ,1!5t,

at j>2

P~1!5Gt22~ i , j 21!1D2t21~tS~ i !1 j 21!

1Dt~tS~ i !1 j 21!,

P~2!5Gt21~ i , j 21!1D3t21~tS~ i !1 j 21!,
~7!

P~3!5Gt21~ i , j 22!1D3t~tS~ i !1 j 22!

1D3t~tS~ i !1 j 21!,

but at j52,

P~2!5D3t~tS~ i !!1D3t~tS~ i !11!

a* 5arg min~a51,2,3! P~a!, ~8!

Gt~ i , j !5P~a* !, ~9!

St~ i , j !5H St22~ i , j 21! ~a* 51!

St~ i , j 21! ~a* 52!

St21~ i , j 22! ~a* 53!

, ~10!

but at j52 and a*53, St( i ,2)5t
End LOOP j, if j5NCDP: Finish the CDP for theith

URP.
End LOOP i, if i5NPAT : Finish the process of current frame
t.

The three terms ofP in Eq. ~7! represent the three start
points @~1!–~3!# of the path restrictions shown in Fig. 2. An
optimal path is determined according to Eq.~8!. The cumu-
lative distance and the starting point are updated by Eq.~9!
using P(a* ). These three equations are based on the stan-
dard DP algorithm.19

The adjustment degreeA(t,i ) of the ith URP at timet is
given by the cumulative distance at the last frame without
normalization by the length of reference patterns, because all
the URPs are of equal length.

A~ t,i !5Gt~ i ,NCDP!. ~11!

After similar sections are determined at timet, the cu-
mulative distances, starting points, and local distances are
updated, as shown below. This procedure merely renews the
index of arrangements in the actual program and imposes no
computational requirements.

FIG. 2. Asymmetry local restrictions and slope weights for DP paths.
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H Gt22~ i , j !5Gt21~ i , j !
Gt21~ i , j !5Gt~ i , j !
St22~ i , j !5St21~ i , j !
St22~ i , j !5St21~ i , j !

~1< i<NPAT!

~1< j <NCDP!
, ~12!

D2t21~t!523Dt~t! ~1<t<N!. ~13!

Here, the optimal path, the cumulative distance, and the
starting time for each URP are obtained. Similar sections
must be determined from these matching results. Similar sec-
tions can be determined in various ways, according to the
application. For example,

~1! Detect the most similar section in the given input;
~2! detect any similar sections in the reference and the given

input.

In this paper, a threshold value is set and all the sections are
detected when the adjustment degree exceeds the threshold
value, because the reference for input might contain a plu-
rality of similar sections.

D. Evaluation experiments

1. Evaluation data and conditions

Experiments were performed in order to evaluate the
performance of the Shift CDP algorithm in detecting similar
sections. The object data in these experiments were isolated
word speech data taken from the Otago speech corpus.16 The
data are from a total of 13 speakers~7 males and 6 females!,
each uttering 128 words twice. For each speaker, the 128-
word speech samples of the first utterance are concatenated
for the reference pattern, and the speech samples of the sec-
ond utterance are concatenated in a different order for the
input pattern. Here the precise boundaries of each word and
the same word location between the reference pattern and the
input pattern are obtained. The sampling frequency was 16
kHz, and the frame interval was 8 ms. A 36-dimensional
graduated spectrum field20 was used for feature parameters
whose Euclidean distances determined the local distances.
The graduated spectrum field is the feature representing the
18-dimentional gradient of a spectrum for a frequency axis
and a time axis after a 20-filter-bank analysis and it showed
better performance for speaker-independent isolated word
recognition.20 The distribution of the word length for 128
words by 13 speakers was similar to the normal distribution,
where word length varied from 220 ms to 1.85 s and the
mean word length was about 600 ms. Total length of the
reference and input data varied from 65 to 93 s, and the
average was 78 s.

E. Results and discussion

First, in order to evaluate detection performance when
varying the threshold value forA(t,i ), an experiment was
performed at various lengths of a URP (NCDP55, 10, 20, 25,
30, 40, 50, 60, 70, 75, 90, 100, 125, 150, and 200 frames!
where the number of shifts is one frame (NShift51). For
measurement of the detection performance, ‘‘Recall rate’’
and ‘‘Precision rate’’ are introduced as shown in Eqs.~14!
and~15!. When both the detected sections are located in the

same word section between the reference pattern and input
pattern, the sections are considered to be correct.

Recall rate5
~similar sectionsùdetected sections!

~detected sections!
,

~14!

Precision rate5
~similar sectionsùdetected sections!

~similar sections!
.

~15!

The results are shown in Figs. 3–6, with Precision rate indi-
cated on the horizontal axis and Recall rate on the vertical
axis. The graph of Fig. 3 shows the results for each of the 13
speakers. The graph shows that when URP length is 480 ms
long ~60 frames! the Shift CDP algorithm can detect about
70% of similar sections, with a Precision rate of about 70%.
The graph of Fig. 4 compares performance for URP lengths
of 480~j!, 200~s!, and 80~m!. The detection performance
clearly declines with decreasing URP length. Two main fac-
tors are thought to be responsible for this. The first reason is
that correct detection occurred for units shorter than words,
such as phonemes. The second reason is that the short URP
resulted in mis-detections, with shorter keywords causing
many false alarms~FA! in word spotting. In this way, perfor-
mance deteriorates when the length of URPs is set too short.

FIG. 3. Detection performance among 13 speakers. When the URP length is
480 ms~60 frames!, the Shift CDP algorithm is able to detect about 70% of
similar sections with a Precision rate of about 70%.

FIG. 4. Detection performance according to the length of a unit reference
pattern ~URP! in Shift CDP ~case of shorter URP length!. The detection
performance deteriorates as URP length decreases from 480 ms.
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The performance for URP length 480 ms is slightly better
than that for 400 ms.

Figure 5 shows the case of longer URPs. The graph
indicates the performance for URP lengths of 480~j!,
800~s!, and 1200 ms~m!. The performance deteriorates
when the length of a URP exceeds 600 ms. This is due to the
difficulty in extracting similar sections that are shorter than
the URP length. The best detection performance is obtained

at a URP around 480 ms~60 frames!. This is thought to be
related to the length of the average similar section, and sug-
gests that URP length should be set to the average length or
to a length slightly shorter than that of the target words to be
detected.

Another experiment was performed at various shifting
frames (NShift51, 2, 5, 10, 15, 20, 25, 30, 40, 50 frames!
where the length of the URP was set to 60 frames (NCDP

560). The main results are shown in Fig. 6. Frame shifting
was introduced in order to reduce the computation require-
ments. The smaller the shift number, the better the detection
performance, because time resolution is improved. Shifts of
30 and 50 frames cause a serious deterioration in perfor-
mance, but shifts of 5 frames cause no deterioration in per-
formance at all and shifts of 25 frames cause only very slight
deterioration. Meanwhile, setting the shift number higher re-
duces computation requirements considerably. For example,
when shift number is set to 25 frames, computation require-
ments are reduced to 1/25. In that case, two URPs cover each
frame in the reference patternR, and such redundancy is
thought to work well for detection.

Lastly, Shift CDP is compared with the authors’ former
method, called RIFCDP, in terms of detection performance.
Shift CDP yields performance no worse than that of
RIFCDP.

F. Computational requirements

The order of time and space complexity isO(NR

3NI), whereNR andNI are the length of the reference and
the input pattern, respectively. The main computations are
local distance and DP path computations. Let all the compu-
tations~12/3! be the same and be set to 1. The local dis-
tance computation requires 4D3NR3NI ~D denotes the di-
mension of a feature vector! and the DP path computation
requires (41203NCDP/NShift)NR3NI . Under the employed
conditions, DP path computation is less than local distance
computation whenNCDP560, NShift510, andD536.

Actual processing time is measured by use of a worksta-
tion ~Sun Ultra5, 360 MHz!. Figure 7 shows the results of
the actual processing time when the lengths of a reference
and an input pattern are set to 5 and 20 seconds, respectively.
For reference, the line graph of theoretical processing time is

FIG. 5. Detection performance according to the length of a unit reference
pattern~URP! in Shift CDP~case of longer URP length!. The performance
deteriorates when the length of a URP exceeds 600 frames. The best detec-
tion performance is obtained for a URP length of about 480 ms~60 frames!.

FIG. 6. Detection performance according to the frame shift number in Shift
CDP. Frame shifting is introduced in order to reduce the computation re-
quirements. The smaller the shift number, the better the detection perfor-
mance at shifting of 30 and 50 frames, which cause a serious deterioration in
performance, but the deterioration at 20 frame shifts is small.

FIG. 7. Comparison of processing time for Shift CDP of frame shift num-
bers 1, 2, 5, 10, 20, and RIFCDP by use of a workstation~Sun Ultra5, 360
MHz!. The lengths of a reference and an input pattern are set to 5 and 20
seconds, respectively. The line graph of the theoretical processing time is
plotted. Shift CDP is faster than RIFCDP, even at shifting of one frame. The
actual processing time fits the line graph, which plots theoretical data.
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plotted when the processing time of one-frame shifting is
taken as 1.0. Shift CDP is faster than RIFCDP, even at one-
frame shifting. The actual processing time approximates the
line graph plotting the theoretical values as mentioned above.
The processing time for Shift CDP decreases linearly in pro-
portion to the frame shift number. At shifting of 20-frames,
Shift CDP~SCDP25! requires 1/10 the processing time and
1/16 the memory usage required by SCDP1. Under these
conditions, the main computational parts of Shift CDP be-
come the computation of local distance; that is, the Euclid-
ean distance of feature parameters.

III. FREQUENT WORD SECTION EXTRACTION FROM
A PRESENTATION SPEECH

A. Similar speech extraction from a presentation
speech by shift CDP

This section describes a method for extending Shift CDP
to extract similar sections from a presentation speech frame-
synchronously. A diagram of this appears in Fig. 8. URPs are
constructed according to the progress of input. With the
progress onNshift frames, the next URP is composed of the
same number ofNCDP frames, from theNshift11th frame. As
soon as a URP is composed, the CDP is performed for the
URP, as shown in the left figure of Fig. 9, and the search area
becomes the bottom triangle that is shaded gray in the right
figure of Fig. 9. The detailed algorithm for extracting similar
sections from a long speech by use of Shift CDP is shown in
the Appendix.

B. Summing repeated phrases

Shift CDP can determine where and how often repeated
phrases appear in a presentation. Such information can be
utilized to characterize the presentation. For example, the
sequence of repeated phrases can be a kind of digest of the
presentation, in view that such repeated phrases are thought
to be important in the talk. This section describes one of the
ways to sum the similar extracted sections.

Figure 10 shows a diagram for summing the similar sec-
tion pairs. If the number of similar section pairs detected is
P, these sections are classified into categories, which indicate
the same phrase. LetQ be the number of categories, which
increases according to the progress of classifying processing.
The process for classifying the similar sections is shown be-
low, wherePi andC j denote theith similar section pair and
the jth category, respectively. Each pair has two elements
~similar sections!, and each category has a corresponding
elements list (C j has some similar sections!.

~1! Classify each pairPi into a category:
Extract one of the similar section pairs, Pi(1< i

<P), and check for an overlap between Pi and all the ele-
ments ofC j(1< j <Q).

Overlap: If an overlap exists, add or merge thePi
elements to theC j list ~The overlap is determined by the
overlapping section rate!.

Nonoverlap: Create a new categoryCQ11 , add 1 to
the category number and its list composed of the two ele-
ments ofPi.

Continue until all the pairs are processed.
~2! Check for duplication between categories and unify

each element into a single category.
One of the categories,C j(1< j <Q), is extracted

and checked for element duplication betweenC j and the
other categoriesCk( j Þk).

Duplication: unifyC j andCk into a new category
Continue until all the categories are processed;

~3! Output the frequency of each category:
Output the number of elements~category frequency!

and the representative section for each category.
If some overlap exists between a section ofPi and a

section ofC j at ~1!, these two sections are merged to the
section ofC j . For example, when the pair, 1 and 2, is al-
ready in the similar category in Fig. 10, this category has
sections A, B, and C. If the pair 3 is tested at~1!, the right

FIG. 8. Image for extracting similar sections from a presentation speech.
URPs are constructed according to the progress of input.

FIG. 9. Search Area, which becomes the bottom triangle that is shaded gray
in the right figure. The reference pattern corresponds to a whole presenta-
tion. As soon as a URP is composed, Continuous DP is performed for the
URP.

FIG. 10. Image for summing up similar section pairs. If the pair, 1 and 2, is
already in the same category, this category has sections A, B, and C. If the
right section of pair 3 overlaps with the section in the category, the right
section is merged to section C and the left section is added as a new section
of the category.

1239J. Acoust. Soc. Am., Vol. 116, No. 2, August 2004 Y. Itoh and K. Tanaka: Frequent word section extraction



section of the pair 3 is merged to section C and the left
section is added as a new section of the category. The left
section might be merged if it has an overlap with another
section inC j . Processes~3! and ~4! are necessary, because
the one category is divided into two or more different cat-
egories in processes~1! and ~2!.

C. Evaluation experiments

1. Evaluation data and Experimental conditions

Some experiments were conducted in order to evaluate
the methodology described above. First, the method was ap-
plied to English speech data, and a sample result for a news
speech is shown in order to confirm that the similar sections
can be output and that the method works for English speech.
Then, the method was applied to a Japanese presentation
speech corpus21 to evaluate the performance of extracting the
most frequent word sections. The experimental conditions
are the same for English and Japanese speech data, described
in Sec. II C 1. The lengths of URP and frame shifting were
set to 480 ms~60 frames! and 160 ms~20 frames!, respec-
tively. These are determined according to the results in Sec.
II. The length of 480 ms corresponds to that of the shortest
similar sections to be extracted and the duration time of three
or more moras.Nshift was set so as to reduce the processing
time, in view that the performance did not deteriorate when
Nshift was set to less than 25 frames. The threshold process-
ing of matching distanceG, described in Sec. III A, was em-
ployed in order to judge similar sections. The threshold value
was controlled so that similar sections for ten percent of all
the speech data are output. An overlap was considered to
exist if more than sixty percent overlap was found between
two sections.

2. Results and discussion
a. Preliminary experiment for English news.Some pre-

liminary experiments were conducted for English news. The
Shift CDP algorithm was applied to a news speech in order
to confirm that repeated phrases in the speech could be ex-
tracted. When the pairs that the system judged to be similar
were listened to, all the pairs showed almost the same pho-
neme sequence, and no pairs showed distinctly different pho-
neme sequences.

When the two sections are extracted as the same speech,
these sections are affixed with a label. Some labels are
shared by many sections where existence of important
speech is highly probable. These repeated phrases can be
summed up in the way described in section 2.4, and in this
case the result becomes the repeated phrases sequence, as
follows.

‘‘high school the,’’ ‘‘students in the senior class,’’ ‘‘pre-
sented Mrs. Amburgey,’’ ‘‘hundred dollars.’’

The title of the speech is ‘‘Student’s surprise present
moves teacher to tears,’’ and the above repeated phrases se-
quence is thought to express the content of the story well.

b. Frequent word sections extraction in a presentation
speech Some experiments were conducted to extract the
frequent repeated word sections in a speech presentation.

The Spontaneous Speech Corpus of Japanese21 was used for
these experiments. This corpus includes more than one hun-
dred speech presentation data sets. One hundred speech pre-
sentation data sets were used, and the performance was
evaluated in terms of whether the most frequently repeated
word sections are identified in a ten-minute speech from the
beginning of a presentation.

Correct frequent words are defined as those words that
have more than two moras and whose meaning can be un-
derstood upon listening. The parts of speech for correct fre-
quent words are listed in Table I. To determine the correct
frequent words, morphological analysis is first performed for
the transcription by use of a morphological analyzer, called
ChaSen 2.02,22 and then the number of appearances of each
word is counted. Lastly, the five most frequent words are
identified.

The system outputs frequent word sections according to
their frequency in the presentation. Output sections are not
always word sections. A frequent word is considered a cor-
rect extraction if and only if the word can be recognized by
listening to the output section. When the output section in-
cludes two or more words, such as ‘‘speech recognition,’’
where both ‘‘speech’’ and ‘‘recognition’’ are among the most
frequent words, both words are considered to be correctly
extracted. When the same word might be in some output
sections, only the first output is considered correct.

The actual processing time was measured by use of a
conventional personal computer~Pentium III, 1 GHz!, and
was 73 minutes for a ten-minute speech data. One-third of
the computation is the computation of the local distance be-
tween two feature vectors. Real-time processing is possible
for one-minute speech data, and parallel processing is pos-
sible for the Shift CDP algorithm without surplus processing.
When the extracted pairs were listened to, the tendency de-
scribed in the previous section was observed.

TABLE II. Results of experiments for extraction of the most frequent word
in a data set and extraction of the five most frequent words, for one hundred
sets of presentation speech data. Two cases are shown, one for each number
of candidates.

Target words Candidates Correct rate

The most
frequent word
~among 100 speeches!

Only one 56%

Top three 73%

Five most
frequent words
~among 500 words!

Top five 52%

Top ten 68%

TABLE I. Parts of speech of correct frequent words.

Nouns~common nouns, proper nouns, not including pronouns!
Verbs ~including verb stems!
Adjectives
Adverbs
Conjunctions
Interjections
Abbreviations~such as HMM, MLLR!
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Table II shows the results of the experiment. The evalu-
ation is performed for extraction of the most frequent word
in each data set and for extraction of the five most frequent
words in each data set. Thus, one hundred most frequent
words and five hundred most frequent words are listed. In
each case, two cases for the number of candidates are shown.

The most frequent word could be correctly identified
56% with only the top candidate. When the three sections
were listened to for each data set, 73 percent of the most
frequent words could be understood. In 83 percent of the
cases, the most frequent word was an interjection, such as
‘‘e:’’ or ‘‘ano:’’ ~where ‘‘:’’ denotes a long vowel; these
words are used in the manner of ‘‘well’’ or ‘‘you know’’!,
except for a few simulated presentation speeches. The evalu-
ation, therefore, was also done for the five most frequent
words. About seventy percent of those words are content
words that exclude interjections and conjunctions from the
list in Table I. When an attempt was made to identify the five
most frequent words in the presentation, about 70% of such
frequent words could be correctly identified with the top ten
candidates. Half of such content words can be obtained when
those ten candidate sections were listened to.

Phrases that are incorrectly identified are mainly func-
tional words, such as ‘‘with the’’ and ‘‘against,’’ which are
often repeated in the presentation.

Next, a speech recognizer was used to compare the per-
formance with the result. Julius 3.12, which is a free Japa-
nese Dictation Toolkit,23 was employed. Two types of lan-
guage models were exploited. The first language model is the
standard one for general purpose, attached to this speech
recognizer. The vocabulary size is about 60 000 words. The
second one was well trained by similar transcriptions made
from other speech presentations in the same conference. The
vocabulary size is about 20 000 words. Three thousand
gender-dependent triphone models were used for acoustic
models.

The first row indicates the performance of the proposed
method, which is the same as in Table III. The second and
third rows indicate the performance with use of the speech
recognizer with vocabulary sizes of 60 and 20 K, respec-
tively.

The speech recognizer for general purpose with a vo-
cabulary size of 60 K could extract neither the most frequent
word nor the five most frequent words. Two reasons are

thought to be responsible for this. The first is that the recog-
nizer was not well trained and modeled for interjections, and
the second is that many specific terms do not appear in the
dictionary of the speech recognizer and these terms are often
the most frequent words; for example, HMM or MLLR.
Such a general speech recognizer is not ideally suited for this
purpose.

Use of the speech recognizer well trained for this pur-
pose yielded results, shown in the third row, better than those
of the system using similar sections. However, all the spe-
cific terms and language models including such words must
be prepared beforehand. Thus, much prior knowledge about
the presentation is required, such as what kinds of domains
and what kinds of topics and keywords are spoken in the
presentation. Apparently, such sufficient information can be
given only in limited cases. Preparing special terms and lan-
guage models is difficult. The approach using similar sec-
tions does not require such prior knowledge of the presenta-
tions and is applicable to any kind of domain.

Table IV shows the output examples of the system using
the similar sections~the results are translated to English!.
The left column corresponds to the five most frequent words,
and the next column corresponds to the words included in
the ten extracted sections. Figure 11 shows the output image
of the system. The system provides the user with information
on where and how many times the frequent word is spoken
in the presentation, by playing the extracted sections and
showing the repeated number with their location information
at the same time, in the manner shown in this figure. The
topics and keywords in the presentation can be understood
when just ten sections~less than ten seconds! are listened to,
as shown in Fig. 11.

The same label can be affixed to these similar sections,
and can be considered a speech label. Because these repeated
phrases are thought to be important in the talk, the sequence
of repeated phrases can serve as a kind of digest of the
presentation.

IV. CONCLUSION

This paper proposes a new approach for identifying the
frequent word sections in nonsegmented and nonrecognized

TABLE III. Performance comparison with speech recognizers. The first row
indicates the performance of our system~the same as in Table III! and the
second and third rows indicate the performance when speech recognizers
with two types of language models are used. One recognizer is for general
purpose and has a vocabulary of 60 K words, and the other is a specific
recognizer that is well trained by similar transcriptions and has a vocabulary
of 20 K words.

Candidates

The most frequent word Five most frequent words

Only one Top three Top five Top ten

Proposed
method

60 79 50.3 66.7

SR 60 K 3 3 17.3 25.5
SR 19 K 74 93 69.6 85.4

TABLE IV. Output examples of the system using the similar sections, where
Japanese utterances are translated to English. The left column corresponds
to the five most frequent words, and the next column corresponds to the
words included in the ten extracted sections.

Example 1 Example 2

Five most
frequent words

Extracted
words

Five most
frequent words

Extracted
words

1. Well 1. Well 1. Well 1. utterancespeed ratio
2. search 2.searchtime 2.utterance 2.well
3. time 3. interupted 3.speaker 3. function
4. stimulus 4. in this case 4.speed 4. double
5. sound 5. because 5. local 5. DP matching

6. ~silence! 6. pure speech
7. search time 7. almost
8. @k# 8. speaker
9. noise 9. that is
10. sound 10. what is
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speech presentations. The key technique for this approach is
Shift CDP, which was developed for efficient extraction of
similar sections between two time sequence data sets and
extended to extract repeated words or phrases in a speech
presentation. The experimental results show that Shift CDP
could extract the acoustically similar speech sections, and by
summing such sections, the frequent word sections can be
identified without prior domain knowledge of the presenta-
tion. When a certain label is affixed to each of those ex-
tracted sections, the labeled sections can be considered those
that characterize the speech presentation.

Currently, application of the method is limited to a
speech delivered by a single speaker, such as an oral presen-
tation. Topics for future study include extending the method
to a speaker- and language-independent method that can be
applied to oral discussions, by utilizing acoustic models of a
language-independent phonetic code.15 The extracted speech
sections still involve nonsense speech sections. Therefore,
developing a method for selecting adequate frequent phrase
sections that characterize the whole speech is also an impor-
tant task for the future. When the method is applied to infor-
mation retrieval for a large speech data set, it still takes more
time than the text search or phonetic lattice search. Speed for
information retrieval remains to be improved.
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APPENDIX: ALGORITHM FOR EXTRACTING SIMILAR
SECTIONS IN A PRESENTATION SPEECH USING
SHIFT CDP

LOOP1: for each InputXk(1<k<NI)
Rk5Xk

If ~URP Creating condition:NShift frames after prior
URP!

URPINUM11
LOOP2: for each URPi(1< i<URPINUM)

Perform the CDP and get G(i ,k): Distance of
URPi at inputk

If (URPi detects a similar section!
Output the distance of URPi : G(i ,k)

Similar sections:@S( i ,k),k# and (Si ,Ei)
Integrates the result until inputk21

LOOP2 End
LOOP1 End
In LOOP2, a judgment is made as to whether URPi de-

tects a similar section at input timek. When URPi detects a
similar section, the two corresponding sections are output.Si

andEi in the algorithm indicate the start frame and the end
frame of URPi , and these newly detected sections are inte-
grated with the similar sections that had been detected up to
the previous input time interval.
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Theoretical study in applications of doublet mechanics to detect
tissue pathological changes in elastic properties using high
frequency ultrasound
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The mathematical framework of a new elastic theory—doublet mechanics~DM!—was reviewed.
The fundamental difference between DM and classical continuum mechanics~CCM! is that the
former has taken the discrete nature of tissue on the cellular level into account and the latter assumes
tissue is uniform and continuous. Theoretical calculations based on DM were performed for
reflection coefficients of a substrate–tissue layer–substrate assembly. Results of computer
simulations have shown that ultrasound reflection coefficients in the range of 15–30 MHz are
sensitive to changes in cell size and elastic moduli of tissue according to DM but not to CCM.
Potential experimental applications of this technique to tissue characterization are discussed.
© 2004 Acoustical Society of America.@DOI: 10.1121/1.1768252#
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I. INTRODUCTION

The wave equation that has been used to describe ultra-
sound propagation is based on classical continuum mechan-
ics ~CCM!; it assumes that materials are continuous~Kinsler
et al., 1982!. Many bio-materials, such as soft tissue, how-
ever, have discrete structures at the cellular scale. At a rela-
tively low frequency, for example 1–10 MHz, since the
wavelength,l, is of an order of millimeter or submillimeter,
much greater than the size of cells~approximately of the
order of micrometer!, the wave equation derived from CCM
is a legitimate approximation. When ultrasound frequencies
used in medicine become higher and higherin vivo and in
vitro, the wavelength gets smaller, and the discrete structure
of tissue can no longer be ignored. Doublet mechanics~DM!
or nanomechanics, a new elastic theory, was developed
~Granik, 1997; Wuet al., 2004! to address the granular fea-
ture of a medium.

The fundamental unit of a material in DM can be repre-
sented by a bundle of spheres or nodes separated by a finite
distance. The strain of a bundle due to distortion can be
expressed as a multi-scaleMth-order Taylor expansion of the
internodal distances at its equilibrium configuration~Ferrari,
2000!. It was pointed out by our previous publication~Wu
et al., 2004! that readers should not relate the order~M! of
the Taylor expansion to the degree of accuracy of this pre-
sentation in a common mathematic sense. In fact, the order
of M represents the degree of the discreteness of a system;
the higher theM order a Taylor expansion includes, the more
discrete nature of the system DM represents~Ferrari et al.,
1997!. For example, whenM51, i.e., only the first order of
the Taylor expansion is used, it reduces to the CCM case,
i.e., the system described by DM becomes a system that does
not have a discrete nature at all. In this case, the results
obtained from DM completely agree with those predicted by

CCM. WhenM5`, on the other hand, DM describes a crys-
tal which has a regular and periodic lattice structure. When
`.M.1, the discreteness of systems represented by DM is
between continuous~nongranular! and periodically discrete.

In our recent paper~Wu et al., 2004!, a fundamental
mathematical framework for applications of DM to ultra-
sound propagation in a discrete or granular material was in-
troduced, in addition a multi-scale wave equation~MSWE!
and the dispersion relations for longitudinal waves and shear
waves were also derived. It was found that forM52 of
MSWE, the dispersion relation most closely resembles the
experimental data of soft tissue, i.e., the phase velocity in-
creases as frequency increases~Kremkauet al., 1981; Bam-
ber, 1981; Wuet al., 2004!.

A recent study~Liu and Ferrari, 2002! demonstrated that
a mathematical model based on DM was able to distinguish
the difference in cell size and elastic moduli of malignant
breast tissue from normal breast tissue; it was, however, not
possible by using continuum mechanics. They used DM
(M52) to calculate the ultrasound reflection coefficients of
a thin tissue film embedded between two glass slides for a
shear wave. By measuring the reflection coefficient of a
glass–tissue–glass assembly, they found that elastic param-
eters of the malignant tissue were significantly different from
the normal tissue according to DM. Classical continuum me-
chanics, however, predicted the elastic parameters were sta-
tistically undistinguishable between those two tissues. There-
fore, they concluded that this technology may be useful to
distinguish malignant tissue from normal tissue. In their
modeling, the shear wave generated through the mode con-
version ~Liu, 2003! was considered nondispersive. Since
they were interested mainly in low frequencies~1–10 MHz!,
neglecting dispersion did not introduce a significant error. If
high frequency ultrasound~'30 MHz! is used, it becomes
essential to consider the dispersion~Wu et al., 2004!.

In this paper, we expand the technology developed by
Liu and Ferrari to much higher frequencies. We first review
the fundamental framework of DM, the derivation of wave

a!Author to whom correspondence should be sent. Electronic mail: jun-
ru.wu@uvm.edu
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equations and dispersion relations forM52. For a plastic~or
glass! slide–tissue–plastic~or glass! slide assembly, results
of computer simulations for longitudinal and shear wave re-
flection coefficients to satisfy specific boundary conditions
are presented after considering the dispersion relation. Our
computational results show that the sensitivity of this tech-
nique is greatly enhanced when high frequency ultrasound is
used.

II. THEORY

The fundamental microstructure in DM is called a dou-
blet bundle that contains a reference node and itsn neighbor-
ing nodes separated by their equilibrium internode distance
of ha . In our application,ha is chosen approximately to be
equal to the tissue cell size. A detailed derivation of a mul-
tiscale wave equation, dispersion relation for longitudinal
and shear waves was given in our earlier publication~Wu
et al., 2004!. During the derivation, the loss was not included
and the dispersion was caused by wave propagation through
a micro discrete or partially discrete structure. Results ob-
tained from our early paper indicate that the discreteness of a
system may introduce dispersion. When the wavelength of
ultrasound becomes close toha , dispersion associated with
the discrete nature of a system may become important and
dominant. In this paper, the final results of wave equations
for M51 and M52 obtained in the early publication are

given by Eqs.~1! and ~3! as follows~definitions of symbols
are given in the List of Symbols and our early publication!:

Cijkl

]2uj

]xk]xl
5r

]2ui

]t2
, ~1!
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a51
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(
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A. Dispersion of longitudinal waves

The phase velocitiesCp,1
L and Cp,2

L respectively forM
51 andM52 longitudinal waves are

Cp,1
L 5AA112A44/2

r
5Al12m

r
, ~5!

Cp,2
L 5AA112A44/2

r
1

1

4r S ha

l D 2S A112
A44

A2
1

A44

4 D ~2p!2. ~6!

The longitudinal phase velocity forM51 is dispersionless
and agrees with that predicted by CCM. The longitudinal
phase velocity forM52, Cp,2

L , is a function ofha /l, and
increases when the wavelength decreases.

B. Dispersion of share waves

The shear waves phase velocitiesCp,1
S and Cp,2

S respec-
tively for M51 andM52 are

Cp,1
S 5AA44/4

r
5Am

r
. ~7!

Cp,2
S 5AA44/4

r
1

1

r S ha

l D 2 A44

32
~2p!2. ~8!

Notice that the phase velocity ofM51 for shear waves@Eq.
~7!# is constant and agrees with that derived from CCM. Just
like its longitudinal wave counterpart, there is no dispersion.
For M52, the phase velocity of shear waves isha /l depen-
dent.

C. Derivation of reflection coefficients

The system considered here consists of a thin tissue
layer embedded between two plastic~or glass! slides @Fig.
1~a!#. The tissue layer is considered as a discrete material
that is treated by DM. Plastic~or glass! slides are much
thicker than the wavelength and are considered to be isotro-
pic, uniform, and continuous for mathematical simplicity;
they are treated by CCM. A plane-harmonic wave~0! is nor-
mally incident upon the interface between slide 1 and the
tissue layer@Fig. 1~b!#. The first reflected plane-wave~1!
bounces back from the first interface. The refracted wave~2!
travels into the tissue layer. When it reaches the tissue-slide 2
interface, the second reflected wave~3! propagates vertically
upward and the second refracted wave~4! propagates into
slide 2. Since the incidence angle is 0 degrees~normal inci-
dence!, there is no mode conversion; i.e., the four waves~1!
to ~4! are either all longitudinal if the incident wave~0! is a
longitudinal wave or all shear waves if the incident wave is a
shear wave. Neglecting the common time-dependent term,
Exp@2 ivt# ~v is the angular frequency!, plane waves of
~0!–~4! in Fig. 1~b! can be respectively represented by Eqs.
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~9!–~13! for longitudinal and Eqs.~14!–~18! for shear
waves:

u2
~0!5A0L Exp@2 ik1Lx2#, ~9!

u2
~1!5A1L Exp@ ik1Lx2#, ~10!

u2
~2!5A2L Exp@2 ik2Lx2#, ~11!

u2
~3!5A3L Exp@ ik2Lx2#, ~12!

u2
~4!5A4L Exp@2 ik1Lx2#, ~13!

u1
~0!5A0SExp@2 ik1Sx2#, ~14!

u1
~1!52A1SExp@ ik1Sx2#, ~15!

u1
~2!5A2SExp@2 ik2Sx2#, ~16!

u1
~3!52A3SExp@ ik2Sx2#, ~17!

u1
~4!5A4SExp@2 ik1Sx2#, ~18!

where k1L5v/c1L , k2L5v/c2L , k1S5v/c1S, and k2S
5v/c2S. Herec1L andc2L are longitudinal wave phase ve-
locities for the slide and tissue, andc1S andc2S shear wave
phase velocities for the slide and tissue, respectively. The
longitudinal and shear phase velocities for the slides are non-
dispersive and are described by results obtained forM51,
i.e., Eqs.~5! and ~7!, respectively~using the parameters of
the slides! and the longitudinal and shear phase velocities for
tissues are given by Eqs.~6! and ~8!, respectively; they are
dispersive and obtained forM52 cases. The reflection coef-
ficients for longitudinal waves,RL, and shear waves,Rs, are
defined as

RL5
uA1Lu
uA0Lu

~19!

and

RS5
uA1Su
uA0Su

. ~20!

The reflection coefficients,RL, may be solved by satis-
fying the following continuity equations at the two interfaces
x250 andx252d:

FIG. 2. Reflection coefficient of longi-
tudinal waves for a plastic–tissue–
plastic slide assembly versus fre-
quency forM52. h50 and 1mm.

FIG. 1. ~a! Illustration of a substrate–tissue layer–substrate assembly and
its Cartesian coordinates.~b! Illustration of waves propagating in a
substrate–tissue layer–substrate assembly. Vertical arrows represent wave
propagation directions. Horizontal arrows show the polarization directions
of shear waves.
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~1! continuity of normal displacement atx250:

u2
~0!1u2

~1!5u2
~2!1u2

~3! , ~21!

~2! continuity of normal stress atx250:

s22
~0!1s22

~1!5s22
~2!1s22

~3! , ~22!

~3! continuity of normal displacement atx252d:

u2
~2!1u2

~3!5u2
~4! , ~23!

~4! continuity of normal stress atx252d:

s22
~2!1s22

~3!5s22
~4! . ~24!

The reflection coefficients,RS, may be solved by satis-
fying the following continuity equations at two interfaces
x250 andx252d:

~1! continuity of transverse displacement atx250:

u1
~0!1u1

~1!5u1
~2!1u1

~3! , ~25!

~2! continuity of shear stress atx250:

s21
~0!1s21

~1!5s21
~2!1s21

~3! , ~26!

~3! continuity of transverse displacement atx252d:

u1
~2!1u1

~3!5u1
~4! , ~27!

~4! continuity of shear stress atx252d:

s21
~2!1s21

~3!5s21
~4! . ~28!

The expression for longitudinal and shear stress forM
52 was given by~Wu et al., 2004!

FIG. 3. Reflection coefficient of longi-
tudinal waves for a plastic–tissue–
plastic slide assembly versus fre-
quency forM52. h50, and 15mm.

FIG. 4. Reflection coefficient of longi-
tudinal waves for a plastic–tissue–
plastic slide assembly versus fre-
quency forM52. h510, 15, and 20
mm.
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s ij 5 (
a51

n

ta i
0 S ta j

0 pa2
1

2
hata j

0 tak
0 ]pa

]xk
D , ~29!

where

pa5 (
b51

n

Aab«b . ~30!

III. RESULTS OF COMPUTER SIMULATION

For a tissue layer, we assumedha ~a51,...,6!5h, den-
sity r51000 kg/m3, andl andm were assigned to the aver-
aged values in the literature for soft tissue; i.e.,l53.0 GPa
and m50.5 GPa. The thickness of the tissue layer was 150
mm. For glass slides ~Lide, 1993!, density52.5
3103 kg/m3, l526.4 GPa, andm529.0 GPa. For plastic
~Polycarbonate, commercial name Lexan®! slides, density

51.33103 kg/m3, l53.2 GPa, andm51.5 Gpa; these were
measured using an ultrasound spectroscopy technique~Wu,
1996!.

Figure 2 consists of two curves for longitudinal waves:
The solid and dotted lines represent the reflection coefficient
of M52 respectively forh51 mm and h50 for a plastic
slide–tissue–plastic slide assembly, respectively. In this case,
the difference of these two curves was negligible whenf
,15 MHz. Above 15 MHz, the difference was also small
sinceh51 mm, which is rather small relative tol5100mm.
The oscillatory feature of both curves reflected the wave in-
terference nature between the two reflected waves at the
front and back interfaces of the tissue layer. Figure 3 in-
cludes two similar plots: one forh50 and the other for
h515 mm ~a size that is close to many cell sizes!. Here the
difference between DM (M52, h515 mm! and continuum

FIG. 5. Reflection coefficient of longi-
tudinal waves for a plastic–tissue–
plastic slide assembly versus fre-
quency forM52. h515 mm andA11

changes610%.

FIG. 6. Reflection coefficient of longi-
tudinal waves for a plastic–tissue–
plastic slide assembly versus fre-
quency forM52. h515 mm andA44

changes610%.
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mechanics~h50! became more evident, especially whenf
.10 MHz. Obviously, the reflection coefficient ish depen-
dent. A comparison of reflection coefficients of varioush, at
frequencies between 0 and 30 MHz, is shown in Fig. 4. One
may observe that at low frequencies (f ,5 MHz), the reflec-
tion coefficient is nearly independent ofh; it approaches the
value predicted by CCM. Another observation is that whenh
is decreased from 20 to 10mm, the peak reflection coeffi-
cients became greater, and the frequency at which the mini-
mum reflection coefficients occur became smaller. For ex-
ample, whenh changed from 15 to 10mm, the location of
the fourth minimum shifted by 2.2 MHz~from 26.2 to 24
MHz!. Meanwhile, the reflection coefficient maximum for
the fourth peak increased by 0.05~from 0.41 to 0.46!.

Figures 5 and 6 demonstrate reflection coefficients of

longitudinal waves as a function of frequency as parameters
A11 and A44, respectively, change by610%. SinceA44

54m, andm is related to a shear modulus in CCM and the
value of the shear modulus has little influence on the prop-
erties of longitudinal waves, the reflection coefficient was
much more sensitive to the change ofA11 than that ofA44.
When A11 increased by 10%, the location of the fourth re-
flection minimum increased by 1.4 MHz and the reflection
maximum of the fourth peak decreased by 0.6. Figure 6
shows that essentially no change occurs whenA44 changes
by 10%.

Figures 7~a! and ~b! illustrate reflection coefficient (M
52) of shear waves as a function of frequency in a frequency
range 0–15 MHz and 15–30 MHz, respectively. The dotted
and solid lines represented cases ofh50 ~corresponding to

FIG. 7. ~a! Reflection coefficient of
shear waves for a plastic–tissue–
plastic slide assembly versus fre-
quency for M52. h50 and 15mm,
0, f ,15 MHz. ~b! Reflection coeffi-
cient of shear waves for a plastic–
tissue–plastic slide assembly versus
frequency forM52. h50 and 15mm,
15, f ,30 MHz.
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the CCM case! andh515 mm, respectively. Like the longi-
tudinal wave, forh50, the peak value of the reflection co-
efficient was independent of frequency and forh515 mm, it
decreased as frequency increased. Another observation is for
h50; the frequency spacing between two nearest minima~or
maxima! was independent of frequency and, forh515 mm,
it increased as frequency increased. Similar plots were
shown in Figs. 8~a! and~b!, whenh was equal to 10, 15, and
20 mm. The general trend was very similar to the longitudi-
nal case shown in Fig. 3. For example, whenh changes from
15 to 10 mm, the location of the 13th minimum shifted
downward about 5.6 MHz. Meanwhile, the reflection coeffi-
cient maximum for the 13th peak increased by 0.1.

In Figs. 9~a! and ~b!, A44 of tissue was treated as a
parameter and changed by610%; the shear reflection coef-

ficient was sensitive to the change ofA44. The 13th peak
reflection coefficient decreased by 0.03 and the location of
the 13th minimum increased by 1.4 MHz whenA44 increases
by 10%. Similar calculations were done in which the value
of A11 for tissue was varied; the reflection coefficient stayed
the same whenA11 was varied610% ~not shown here!.

The results of the reflection coefficients were compared
between glass slides and plastic slides in Fig. 10. Figures
10~a! and ~b! are forh50 andh515 mm, respectively. It is
evident that the reflection coefficients were smaller if plastic
slides were used.

IV. DISCUSSION

Our computer simulation results suggest that the reflec-
tion coefficients in DM are sensitive to changes in the inter-

FIG. 8. ~a! Reflection coefficient of
shear waves for a plastic–tissue–
plastic slide assembly versus fre-
quency for M52. h510, 15 and 20
mm, 0, f ,15 MHz. ~b! Reflection
coefficient of shear waves for a
plastic–tissue–plastic slide assembly
versus frequency forM52. h510, 15,
and 20mm, 15, f ,30 MHz.
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node equilibrium distanceha and the elastic coefficientsA11

or A44, depending on if it is longitudinal or shear waves that
are used. By measuring the reflection coefficient as a func-
tion of frequency,ha , A11, andA44 may be determined by a
best fitting algorism~Liu and Ferrari, 2002!. Lame’s con-
stantsl andm of tissue can be calculated from Eqs.~5! and
~7! onceA11 andA44 are known. This property can be used
to our advantage in detecting pathological changes of tissue
samples associated with certain diseases. This concept was
proved by a recent experiment~Liu and Ferrari, 2002!. In the
experiment, a broadband shear wave pulse of bandwidth be-
tween 5 and 13 MHz was used in a glass slide–tissue–glass
slide assembly to detect the elastic property change from
normal breast tissue to malignant breast tissue; statistically
significant differences inha , A11, and A44 were detected.

According to the above-presented theoretical results, work-
ing in the frequency range between 15 and 30 MHz will
provide us much higher sensitivity than in low frequency
range~5–13 MHz!.

Attenuation is an issue we need to consider experimen-
tally. The ultrasound round-trip attenuation of 150-mm tissue
layer at the high end of frequencies—30 MHz—can be esti-
mated to be 0.90 dB assuming the attenuation coefficient is 1
dB/~MHz cm!; this is relatively small, but not negligible. If
the attenuation is considered, the peak reflection coefficients
should be smaller in all those figures. Considering the ultra-
sound signal entering the tissue layer, the main signal reduc-
tion is due to the impedance mismatch between slides and
tissue. Since the acoustic impedance of the plastic is much
closer to that of tissue than glass, it is advantageous to use

FIG. 9. ~a! Reflection coefficient of
shear waves for a plastic–tissue–
plastic slide assembly versus fre-
quency for M52. h520 mm, A44

changes610%, 0, f ,15 MHz. ~b!
Reflection coefficient of shear waves
for a plastic–tissue–plastic slide as-
sembly versus frequency forM52.
h515 mm, A44 changes610%, 15
, f ,30 MHz.
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the plastic slides. The sensitivity in detecting changes inha

~betweenha50 and 15 mm! in tissue is higher for the
plastic–tissue–plastic assembly than that for the glass–
tissue–glass assembly as shown in Figs. 10; for glass slides
the fourth peak reduced from 0.96 to 0.95 and for plastic
slides the fourth peak decreased from 0.5 to 0.4. An experi-
ment using high frequencies~15–30 MHz! has been planned.

LIST OF SYMBOLS

l Lame’s constant
Aab micro-level elastic moduli matrix
A12 l1m
A44 4m
pa microstress
a, b indices for nodes

ta directional cosine unit vector
za inter-nodal distance after elongation
Cijkl (a51

n (b51
n Aabta i

0 ta j
0 tbk

0 tb l
0

Cp,M
s Mth-order shear phase velocity

kiS wave-number for shear waves subscripti 51, 2 for
slide and tissue respectively

v angular frequency
f frequency
m Lame’s constant
A11 l14m
A15 22m
s ij macrostress
r mass density
M order of Taylor’s expansion
ha internodal equilibrium distance

FIG. 10. ~a! Comparison of reflection
coefficient for M52 of longitudinal
waves for a plastic–tissue–plastic
slide assembly versus frequency and
that for a glass slide–tissue–glass
slide assembly.h50. ~b! Comparison
of reflection coefficient forM52 of
longitudinal waves for a plastic–
tissue–plastic slide assembly versus
frequency and that for a glass slide–
tissue–glass slide assembly.h515
mm.
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«a elongation~fractional change of internodal distance!
Cp,M

L Mth-order longitudinal phase velocity
kiL wave-number for longitudinal waves subscripti 51,

2 for slide and tissue respectively
l0 wavelength
u displacement of a node
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Amplification and spectral shifts of vocalizations inside burrows
of the frog Eupsophus calcaratus (Leptodactylidae)
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Santiago, Chile
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A variety of animals that communicate by sound emit signals from sites favoring their propagation,
thereby increasing the range over which these sounds convey information. A different significance
of calling sites has been reported for burrowing frogsEupsophus emiliopuginifrom southern Chile:
the cavities from which these frogs vocalize amplify conspecific vocalizations generated externally,
thus providing a means to enhance the reception of neighbor’s vocalizations in chorusing
aggregations. In the current study the amplification of vocalizations of a related species,E.
calcaratus, is investigated, to explore the extent of sound enhancement reported previously.
Advertisement calls broadcast through a loudspeaker placed in the vicinity of a burrow, monitored
with small microphones, are amplified by up to 18 dB inside cavities relative to outside. The
fundamental resonant frequency of burrows, measured with broadcast noise and pure tones, ranges
from 842 to 1836 Hz and is significantly correlated with the burrow’s length. Burrows change the
spectral envelope of incoming calls by increasing the amplitude of lower relative to higher
harmonics. The call amplification effect inside burrows ofE. calcaratusparallels the effect reported
previously forE. emiliopugini, and indicates that the acoustic properties of calling sites may affect
signal reception by burrowing animals. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1768257#

PACS numbers: 43.80.Gx, 43.80.Ka, 43.80.Ev@WA# Pages: 1254–1260

I. INTRODUCTION

Animals inhabiting burrows have been shown to make
an efficient use of their shelters for sound broadcasting.
Crickets~Bennet-Clark, 1970, 1987; Dawset al., 1996! and
frogs ~Bailey and Roberts, 1981; Lardner and bin Lakin,
2002! calling from inside cavities amplify their vocalizations
so that these sounds reach potential receivers at longer dis-
tances. Burrows from which male frogsEupsophus emiliopu-
gini vocalize in southern Chile have another acoustic effect.
The cavities occupied by this leptodactylid amplify conspe-
cific calls generated externally~Penna and Solı´s, 1996,
1999!, an effect that would enhance the reception of neigh-
bors’ sounds by burrow occupants.

E. calcaratusis closely related toE. emiliopugini. Both
species breed and call inside burrows in the same areas, but
their activity peaks do not overlap in time;E. calcaratus
calls and breeds during September and October, whileE.
emiliopuginiis most active during November and December.
The advertisement calls of both species consist of a single
note of about 250-ms duration, but differ in their spectral
structure. The call ofE. calcaratusconsists of a single note
having a dominant frequency of about 1700 Hz, well above
the average of 1100 Hz ofE. emiliopugini ~Formas, 1985;
Penna and Solı´s, 1998, 1999!.

In the present study, the amplitude and spectral changes
of broadcast calls ofE. calcaratusinside burrows occupied
by males of this species are analyzed. The aim of this study
is to explore the extent to which the amplification of external

sounds occurs inside frog burrows, provided that the vocal-
izations ofE. calcaratushave a spectral structure different
from the congenic species. These measurements indicate that
the amplification effect may affect signal reception by fosso-
rial animals.

II. METHODS

A. Study site

Recordings of advertisement calls ofE. calcaratuswere
conducted in La Picada (41°038S, 72°308W, 820 m!, in the
Vicente Pe´rez Rosales National Park, during the peak of the
breeding period of this species, in late September and early
October 1996–1997. Males ofE. calcaratususually call
from inside burrows that are partially flooded and excavated
among mosses~Rhacomytrium!, grasses~Scyrpusand Myr-
teola! and ferns~Gleichenia!. Frogs usually call standing in
the water at the bottom of the burrow, positioned 2–10 cm
from the burrow opening, with the vocal sacs distended.

Experiments of burrow resonance were conducted at a
time when the vocal activity ofE. calcaratusfades away, in
late November and early December, time at which the breed-
ing activity of E. emiliopuginireaches its peak. However, the
weather conditions, topography and vegetation do not expe-
rience significant changes in the study site between the
September–October and November–December periods. The
burrows’ dimensions~diameter, total length and length of the
segment free from water! and shape did not show alterations
between the two periods and were measured with a steel tape
to the nearest cm. The inclination of the burrow was deter-a!Electronic mail: mpenna@machi.med.uchile.cl
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mined by measuring the angle between the steel tape inserted
in the burrow and the horizontal.

B. Experimental procedures

Advertisement calls of 21 males ofE. calcaratuswere
recorded with a directional microphone~AKG CK8, fre-
quency response:62 dB in the 30–18 000-Hz range!, posi-
tioned 25 cm in front of the opening of a burrow occupied by
a calling frog. These recordings were conducted during 1996
~10 individuals! and 1997~11 individuals!. The microphone
was connected to a cassette tape recorder~Sony TCD-5M,
frequency response:63 dB in the 30–15 000-Hz range! and
the signals recorded onto chromium dioxide tape~TDK SA
90!. Air and substrate temperature measured with a telether-
mometer ~Digi-Sense 8528-20! to the nearest 0.1°C after
each recording, averaged 5.3°C~range 2.5– 8.6°C) and
7.0°C ~range 6.3– 8.6°C), respectively. Thirteen males cap-
tured after their calls were recorded had an average snout-
vent length—measured to the nearest 0.1 mm with a Vernier
caliper—of 35 mm~range 33–49 mm! and an average body
mass—measured to the nearest 0.1 g with a portable weight-
ing scale—of 4.8 g~range 3.8–5.7 g!.

The experimental setup and protocol of stimuli delivery
were similar to those used in a previous study~Penna and
Solı́s, 1999!. Six calls of each of the 21 individuals chosen at
random from recordings of ongoing vocal activity were re-
recorded onto metal tape~TDK MA 60! with a second cas-
sette tape recorder~Sony TCD-5M! and broadcast via a 6.5
in. loudspeaker~Polk MM10a! positioned 80 cm in front of
the burrows. In addition, synthetic white noise and pure
tones in the 200–6000-Hz range were presented.

Six advertisement calls of each of 10 individuals were
presented in front of five burrows in 1996. This series of
signals, plus six advertisement calls of each of 11 individuals
recorded in 1997~i.e., calls of 21 individuals! were presented
in front of other five burrows during this year~i.e., a total of
155 six-advertisement call presentations!. Call SPLs were
measured with a portable sound level meter~Brüel & Kjær
2230!. The SPLs of the playback calls of the 155 six-call
presentations, measured with the microphone of the sound
level meter positioned close to the burrow opening, pointing
towards the loudspeaker, averaged 90.2 dB peak SPL~range
78.2–98.3 dB peak SPL!.

The sounds delivered with the loudspeaker were re-
corded with two omni-directional tie-pin microphones~Real-
istic 33-3033; 8 mm diameter, 16 mm length, 2 mm cable
gauge!. The microphones were pinned with a wire holder
2–4 cm and 2–9 cm outside and inside the burrow opening,
respectively. Each microphone was connected to a different
channel of a cassette tape recorder~Sony TCD-5M! and the
signals recorded onto chromium dioxide tape~TDK SA 90!.
The microphones were calibrated before and after recording
from each burrow with a sound calibrator~Brüel and Kjær
4230!. This was done by fitting the microphones into the
calibrator with a plastic bearing that adapted the 8-mm mi-
crophone diameter to the 12.5-mm opening of the sound cali-
brator. The 1-kHz tone produced by this device, with a peak
SPL of 96.8 dB, was recorded sequentially on each channel
of the tape recorder. The tones, white noise and playback

calls were subsequently delivered and recorded via the tie-
pin microphones using the same recording level as for the
calibration tone. The peak SPLs of the sounds recorded were
calculated from the relationship of the amplitudes of the sig-
nals relative to the amplitude of the 1-kHz calibration tone.

The frequency response of the loudspeaker was mea-
sured in the open at an elevation of 1.5 m above ground level
and with the microphone of the sound level meter suspended
at the same height at a distance of 1 m. The output of the
loudspeaker was flat within65 dB for the full range of the
pure tones used~200–5500 Hz! and within 62 dB for the
800–2500-Hz range, which encompasses the limits of bur-
row resonance and the main spectral peaks of the advertise-
ment calls ofE. calcaratus.

The two Realistic microphones were tested for differ-
ences in frequency response in a semi-anechoic booth in the
laboratory. Differences between the output amplitudes of the
two microphones for pure tones in the 200–5500-Hz range
produced with our sound-generating system averaged
20.6 dB ~range21.10– 0.43 dB).

C. Signal analysis

Recordings were digitized with a Macintosh computer
~Power PC 7100!, using the Sound Edit 16 software, at a
sampling rate of 22 050 Hz. Sound files were imported to the
Signalyze 3.12 software, for analysis of signal amplitudes
and power spectra. The frequency range of the power spectra
was 20–5500 Hz, and the frequency resolution 20 Hz.

Six advertisement calls of each of 21 individuals re-
corded at 25 cm from their burrow openings and subse-
quently used for playbacks were analyzed. Call duration,
fundamental frequency, the two harmonics having the high-
est amplitudes and the dominant frequency were measured.

Amplitudes and power spectra of broadcast pure tones,
white noise and playback calls recorded with the tie-pin mi-
crophones from inside and outside ten burrows were com-
pared. Amplitude gains for tones and calls were obtained
from the ratio between the maximum amplitude of a signal
inside and outside a burrow. Averages of amplitude gains for
the six playback calls of an individual and from all the indi-
viduals tested in a burrow were converted to dB. Spectra of
playback calls inside and outside the burrows obtained at the
time of the maximum amplitude of the signal were compared
to explore relationships between the amplitude gains and the
spectral changes of the calls inside burrows. The amplitude
ratios between two adjacent harmonics having the highest
amplitudes outside a burrow were measured. This procedure
was adopted, instead of analyzing harmonics having a preset
order, since in different individuals the dominant frequency
corresponded to different harmonics, ranging from the first to
fifth ~see Sec. III!. The method chosen intends to explore
changes affecting the main call spectral components of each
frog.

The amplitude of the harmonic having the higher fre-
quency outside a burrow~referred to as the higher harmonic!
was substracted from the amplitude of the harmonic having
the lower frequency~referred to as the lower harmonic!. Am-
plitude ratios in dB between the higher and lower harmonic
inside a burrow were also computed and the corresponding
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amplitude ratio outside the burrow was subtracted from this
value, to calculate amplitude ratio shifts of the lower and
higher harmonic inside burrows. Averages for these shifts
were calculated for the six playback calls of an individual
tested in a burrow~see Sec. III!.

D. Statistical analysis

The Spearman nonparametric correlation (P,0.05) was
used to test for statistical significance of covariances between
burrow length and resonant frequencies~see Sec. III! and
spectral parameters~dominant frequency, lower harmonic
and higher harmonic! of the calls of resident frogs. Variation
between burrows and between individuals for amplitude
gains and harmonic ratio shifts of playback calls recorded
from inside and outside burrows was analyzed with the
Friedman ANOVA (P,0.05). The dominant frequency of
the calls ofE. calcaratusused as stimuli, burrow dimensions
and resonant frequencies were compared to those reported
previously forE. emiliopuginiwith the Mann-Whitney U test
~two tailed,P,0.05).

III. RESULTS

A. Call structure

The advertisement calls of 21 male frogs, recorded in
the study area from 25 cm in front of the burrow openings,
consisted of single notes with an average duration of 265 ms
~range 173–388 ms!, having slow rise and fall times, typi-
cally comprising about two-thirds and one-third of the call
duration, respectively~Fig. 1!. Calls had a harmonic struc-
ture and ascending, descending or ascending-descending pat-
tern of frequency modulation in different individuals. The
fundamental frequency was small in amplitude relative to
higher harmonics and averaged 597 Hz~range 308–733 Hz!.
The dominant frequency in most of the individuals corre-
sponded to the first or second harmonic~7 and 8 out of 21
individuals, respectively!. The dominant frequency corre-
sponded to the third, fourth and fifth harmonic in three, two

and one individuals, respectively. The position of the domi-
nant frequency in some cases shifted between adjacent har-
monics within a call~Fig. 1!. The dominant frequency mea-
sured at the time of the maximum call amplitude averaged
1689 Hz ~range 1202–2192 Hz!. However, because the
dominant frequency can correspond to different harmonics in
different individuals or at various times within a call, a more
appropriate description of the spectral characteristics of the
vocalizations is drawn from the two harmonics having the
highest amplitudes, i.e., the lower and the higher harmonic.
These spectral peaks averaged 1363 Hz~range 1136–1780!
and 1951 Hz~range 1616–2216 Hz!, respectively. Spectra of
the six calls from individual males used for playbacks were
relatively similar. Differences between the six calls of a
given individual were on average 155 Hz~range 11–518 Hz!
and 158 Hz~22–529 Hz!, for the lower and higher harmonic,
respectively. The fundamental frequency, lower harmonic,
higher harmonic and call duration were not significantly re-
lated to air or substrate temperature, body size or mass
~Spearman correlation,P.0.1). The call parameters ana-
lyzed were similar between the individuals recorded during
1996 and 1997~Mann-Whitney U test,P.0.1).

B. Burrow measurements

1. Resonances

The ranges for dimensions of the burrows studied were
total length: 6–34 cm, length of segment free from water:
4–13 cm, and opening diameter: 3–9 cm. The initial seg-
ments of the ten burrows had different inclinations relative to
the horizontal: three burrows were vertical, two horizontal,
and five had inclinations between 30° and 45°.

The resonance characteristics of ten burrows were deter-
mined by measuring the relative amplitudes of pure tones
and amplitude spectrum of white noise. Resonant frequen-
cies were evident as peaks of amplitude gains. The values of
resonant frequencies determined with white noise were used
for analysis, due to the better frequency resolution of mea-

FIG. 1. Oscillogram~a!, sonagram~b!, and power spec-
tra ~c, d and e! of an advertisement call ofE. calcara-
tus. Power spectra are taken at times~c, d and e! indi-
cated in the oscillogram. Values of the two harmonics
having the highest amplitudes are indicated on the
power spectra. The dominant frequency corresponds to
the second harmonic in~c! and ~d! and to the first har-
monic in ~e!.
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surements of amplitude gains in a continuous spectrum, rela-
tive to those based on discrete tone frequencies.

The lowest frequency at which a peak of amplitude gain
occurred in a burrow is termed the fundamental resonant
frequency~FRF!. In seven out of ten burrows, the FRF cor-
responded to the highest gain in the spectrum@Fig. 2~a!#,
however, in three burrows the maximum gain occurred at a
higher frequency@Fig. 2~b!#. This value is referred to as the
best resonant frequency~BRF! of the burrow. The FRFs
measured with white noise for the ten burrows ranged from
842 to 1836 Hz, with amplitude gains at FRF ranging from
4.6 to 16.7 dB. In the three burrows having a BRF different
from the FRF, the BRF was between 1274 and 2527 Hz and
the corresponding amplitude gain between 5.4 and 7.2 dB.
Determinations of FRF with white noise and pure tones
yielded similar results for most of the burrows. Differences
between values measured with both methods were on aver-
age 37 Hz~range 4–104 Hz!. Measurements of BRFs with
white noise and pure tones differed on average by 142 Hz
~range 4–588 Hz!. For this measure, large differences oc-
curred because in some burrows peaks of amplitude gain at
similar frequencies present in both measurements differed in
their relative amplitudes. Amplitude losses were evident at
about 2000 Hz in eight burrows~see Fig. 2!.

The values measured for FRF could be approximated by
the fundamental frequencies calculated for one-end open cyl-
inders of length equal to the segments of burrows free from
water and to the total length of the burrows@fundamental
frequencies of one-end open cylinders are equal to speed of
sound in air/~cylinder length34!, Kinsler et al., 1982#. The
FRFs measured covaried significantly with the fundamental
frequencies calculated for the segment free from water and
for the total length ~Spearman correlation,Z51.97; P
,0.05 andZ52.09; P,0.05, respectively!. The BRF did
not covary with these calculated values~Spearman correla-
tion, P.0.05).

There was a tendency for the FRF and BRF to decrease
with the total length of the burrow and with the length of the
segment of the burrow free from water. However, significant
relationships occurred only between FRF and total burrow
length and length of the segment free from water~Spearman
correlation,Z522.09; P,0.05 andZ521.97; P,0.05,
respectively!.

2. Playback calls

The spectral parameters analyzed~dominant frequency,
lower harmonic and higher harmonic! of the calls of nine
frogs recorded from 25 cm in front of the burrow openings,
measured at the time of the maximum amplitude of the sig-
nals, did not covary with either the total burrow length,
length of segment free from water, FRF or BRF of the bur-
rows occupied by these individuals~Spearman correlation,
P.0.1).

The amplitude gains of the six calls of a given individual
inside a particular burrow were rather similar. For the 155
six-call presentations~of 10 individuals in five burrows and
of 21 individuals in five burrows!, differences between the
amplitude gains of the six calls of an individual were on
average 1.9 dB~range 0.24–6.50 dB!. Average call ampli-
tude gains between inside and outside a burrow were calcu-
lated for the six playback calls of an individual. Inside most
of the burrows, calls were considerably amplified, but in cer-
tain burrows the call amplitude of some individuals was at-
tenuated. For 142 and 13 out of 155 six-call presentations,
the average call gains were positive~range 0.1–18.2 dB! and
negative ~i.e., amplitude losses; range24.5– 0.1 dB), re-
spectively. A recording from a burrow in which a call was
markedly amplified is shown in Fig. 3. The average call am-
plitude gains for individuals in the ten burrows tested are
shown in Fig. 4. As seen in this figure, a maximum gain of
about 18 dB was attained in burrow 6. However, some calls

FIG. 2. Amplitude gains measured with white noise
~upper! and pure continuous tones~lower! between in-
side and outside two burrows occupied byE. calcaratus
calling males. The value of the fundamental resonant
frequency~FRFs! and best resonant frequency~BRF!
are indicated with open and filled arrows, respectively.
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experienced losses reaching a minimum of about25 dB in
burrow 4.

The spectral changes of the calls inside burrows were
explored by measuring the amplitudes of the lower and
higher harmonic inside burrows, relative to values measured
outside. The dB ratio between the amplitudes of these two
harmonics~lower–higher! for a call outside a burrow was
subtracted from the ratio between the same harmonics mea-
sured inside the burrow. This measure, referred to as har-
monic ratio shift, is explained in Fig. 3. Average harmonic
ratio shifts were calculated for the six playback calls of an
individual in a burrow. The average harmonic ratio shifts for
six-call presentations of individual frogs were positive in 132

and negative in 23 out of 155 presentations. The average
harmonic ratio shifts calculated for each burrow from the
averages of individual frogs were positive for nine out of ten
burrows~Table I!, indicating that inside the burrows the am-
plitude of the lower harmonic increased relative to the higher
harmonic.

Differences in call gains and harmonic ratio shifts be-
tween burrows and between individuals were analyzed with
the Friedman ANOVA (P,0.05). This analysis was per-
formed on the ten six-call presentations that were tested in
all ten burrows. Significant differences occurred between
burrows for call gains~chi square582.21, P,0.0001, df
59) and harmonic ratio shifts~chi square539.32, P
,0.0001, df59). Between individuals, significant differ-
ences, but of a lower magnitude, occurred for call gains~chi
square518.64,P,0.05, df59) and no differences occurred
for harmonic ratio shifts~chi square512.87, P.0.1, df
59).

Comparisons of the dominant frequencies of the calls
used as stimuli and lengths and resonant frequencies of bur-
rows occupied byE. calcaratuswith those reported forE.
emiliopugini~Penna and Solı´s, 1999! show that the dominant
frequencies of the calls of the species in the present study
were above those ofE. emiliopugini~Mann-Whitney U test
Z523.76,P5,0.001). The burrows from which males of
both species call had similar total lengths and lengths free
from water ~Mann-Whitney U test,P.0.1), however, the
FRF was significantly higher inE. calcaratusrelative toE.
emiliopugini ~Mann-Whitney U testZ523.04, P,0.01).
The BRFs did not differ significantly~Mann-Whitney U test,
P.0.1), but the burrows ofE. calcaratushad a tendency to
have higher frequencies, since only one burrow of this spe-
cies had a BRF below 1 kHz, whereas 6 out of 12 burrows of
E. emiliopuginihad BRFs below this value. Call gains inside

FIG. 3. Oscillograms~a! and power spectra~b! of a call
recorded from inside and outside burrow 6. This call
was amplified by 15 dB inside the burrow. An increase
in the amplitude of the first harmonic relative to the
second harmonic~i.e., a positive harmonic ratio shift;
see text! is observed inside the burrow. The absolute
amplitudes of the calls are not represented in the power
spectra.

FIG. 4. Amplitude gains for playback calls recorded from inside and outside
ten burrows. Circles represent averages of amplitude ratios~inside/outside!
for six calls of an individual. Horizontal lines indicate averages of call gains
for the individuals recorded from a burrow. Arrows indicate average ampli-
tude gains for the calls of resident frogs in nine burrows. On the horizontal
axis, burrows are displayed following an order of increasing fundamental
resonant frequency. Numbers above symbols indicate individuals for which
calls were played back in each burrow. Abbreviations: FRF: fundamental
resonant frequency; BRF: best resonant frequency.
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burrows were similar between both species~Mann-Whitney
U test,P.0.1).

IV. DISCUSSION

Our measurements of the resonance of burrows ofE.
calcaratuswith white noise and pure tones show relation-
ships with the burrow dimensions; the FRF of the burrows
covaried significantly with the total burrow length and with
the length of the segment free from water. The similar cova-
riation of FRF with both measures of burrow length may be
accounted for by the difficulty to obtain precise measure-
ments of the segment free from water, due to the inclination
and the irregular shapes of the burrows, deviating from per-
fect cylinders. Furthermore, the FRF is significantly corre-
lated with the fundamental resonant frequency calculated for
pipes having the length of the burrows.

The amplification of calls ofE. calcaratusinside bur-
rows occupied by male frogs indicates that the acoustic prop-
erties of these shelters may affect sound reception by indi-
viduals engaged in vocal interactions. Maximum call
amplifications of about 18 dB are measured in the present
study, which are comparable to those measured previously
for the congenic species,E. emiliopugini~Penna and Solı´s,
1999!. The gains attained by advertisement calls ofE. cal-
caratus inside burrows are not related to the resonant fre-
quencies of these ducts~as seen in Fig. 4!. The resonant
frequencies of the burrows occupied by males of the two
species are different and congruent with the spectral charac-
teristics of their corresponding advertisement calls, suggest-
ing that frogs choose or build burrows that amplify preferen-
tially the conspecific calls. The Malaysian treefrog
Metaphrynella sundanaactively tracks changes in burrow

resonant frequencies by shifting the dominant frequency of
its call ~Lardner and bin Lakim, 2002!. Frogs inhabiting bur-
rows may use auditory feedback of their own and/or neigh-
bors’ vocalizations for improving amplification while hold-
ing these calling posts.

The importance of burrow acoustics for sound reception
relative to its possible function for broadcasting resident’s
vocalizations is emphasized by the lack of significant corre-
lation between the spectral peaks of the advertisement calls
and the resonant frequencies of the burrows occupied by
calling frogs. Furthermore, the calls of residents played back
from a loudspeaker positioned in front of burrows do not
attain the highest gains relative to the calls of other individu-
als inside the burrows they occupy~see Fig. 4!. Also, bur-
rows having a vertical orientation are not appropriate to
beam the sound towards possible receivers. However, further
studies need to be carried out to establish the relevance of
burrow amplification for call reception relative to a potential
effect for call broadcast.

As shown by the Friedman ANOVA, the acoustic prop-
erties of burrows have greater effect than individuals on
sound amplification and spectral changes of the calls inside
burrows. This pattern of variation emphasizes the importance
of burrows as a resource for acoustic communication, as re-
ported forE. emiliopugini~Penna and Solı´s, 1999!. The im-
portant variation of burrow resonant frequencies, spanning
for more than one octave, together with the broad spectral
characteristics of calls, having at least three frequency-
modulated harmonics with high energy content, points to a
broad correspondence between burrow resonance and vocal-
izations in this frog. A more precise matching between call
DF and burrow resonance would be expected to occur in

TABLE I. Amplitude gains and spectral changes of playback calls inside burrows ofEupsophus calcaratus.
Harmonic ratio shifts were calculated by subtracting the amplitude ratio between the harmonics having the
higher energy levels in a call recorded outside from that recorded inside a burrow~see text and Fig. 3!. Burrows
are listed following an order of increasing fundamental resonant frequency~FRF!. Data correspond to averages,
with ranges in parentheses~BRF: best resonant frequency!.

Burrow

Total
length
~cm!

Segment free
from water

~cm!
Inclination

~°!
FRF
~Hz!

BRF
~Hz!

No.
of frogs
tested

Call gain
~dB!

Harmonic ratio
shift ~dB!

1 20 10 45 842 842 21 0.4 8.6
(21.9– 2.7) (22.1– 25.6)

2 28 9 30 972 1274 21 10.8 10.2
~8.0–14.1! ~5.5–14.4!

3 32 10 90 994 2376 21 4.8 0.5
(20.6– 6.8) (227.1– 19.9)

4 17 13 0 1231 1231 10 0.2 6.4
(24.5– 3.3) (27.1– 9.8)

5 34 13 45 1296 1296 21 10.5 3.2
~7.9–12.6! ~0.1–4.7!

6 10 5 90 1361 1361 10 15.3 9.0
~13.1–18.2! ~0.9–14.8!

7 11 9 45 1404 1404 10 6.6 17.0
~2.8–10.4! (24.4– 24.5)

8 14 8 0 1426 2527 21 4.7 12.0
~1.1–8.4! ~3.3–19.5!

9 6 4 90 1512 1512 10 11.3 23.4
~8.4–13.6! (29.9– 4.2)

10 8 8 45 1836 1836 10 6.4 9.0
~5.0–8.1! ~0.8–14.9!
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species producing calls with narrow spectra. The importance
of burrows for biological roles other than sound communi-
cation contributes to explain the wide variation of resonant
frequencies. InE. calcaratus, oviposition takes place inside
burrows and males apparently attend the eggs while calling.

The bogs from southern Chile are habitats in which the
propagation of sounds having frequencies above about 1 kHz
are substantially impaired~Penna and Solı´s, 1998!, and, con-
sequently, the advertisement calls ofE. calcaratusare attenu-
ated to an important extent. In addition, the auditory thresh-
olds of this species for its advertisement calls are relatively
high, averaging about 65 dB SPL, as measured by multiunit
recordings in the torus semicircularis—the audiograms have
a dip of better sensitivity between about 1200 and 2000 Hz
~Penna and Plaza, unpublished data!. The intensities of the
vocalizations ofE. calcaratusat the burrow openings are
about 100 dB SPL peak, but drop to about 65 dB SPL at 2 m
from the calling males~Penna, unpublished data!.

The amplification and the spectral shift towards lower
frequencies affecting the vocalizations inside burrows may
counteract in part the constraints on the propagation range of
advertisement calls ofE. calcaratus, by boosting the ampli-
tude of signals produced by callers positioned at distances
longer than about 2 m above auditory thresholds and by
shifting the spectral energy towards the range of better audi-
tory sensitivity. This effect on the spectral contents of incom-
ing sounds is not likely to increase interference from external
noises on call reception.E. calcaratusbreeds in a sound
environment having low levels of noises of biotic origin. No
other anuran species calls during the peak of the breeding
period of E. calcaratusand no insects or birds call persis-
tently at night in the study area. The noise sources in the
temperate austral forest are predominantly abiotic~wind, rain
and creeks! containing frequencies below1000 Hz and noise
levels during calm atmospheric conditions are below 50 dB
RMS SPL~fast-weighting scale! in the study site~Penna and
Solı́s, 1998!.

Amplification of incoming calls at the receiver location
may contribute to the persistence of the antiphonal activity
that frogs display with neighbors or when presented with
natural and synthetic advertisement calls~e.g., Gerhardt and
Huber, 2002!. The ongoing antiphonal calling would in turn
facilitate the orientation of females to the breeding areas.
Female frogs have been shown to respond phonotactically to
recordings of distant conspecific choruses~Gerhardt and
Klump, 1988!. However, further testing of the amplification
effect of burrows on the calling behavior ofE. calcaratusis
needed in order to settle the communicative significance of
this physical phenomenon. Playback experiments using
stimulus of different intensities, from subthreshold levels on-
wards, would contribute an evaluation of this effect.

The data reported here extend the amplification effect of
burrows for sounds of biological significance originally de-
scribed forE. emiliopugini~Penna and Solı´s, 1999!, to an-
other species, suggesting that sites occupied by acoustically
interacting animals have a general importance for signal re-
ception. The acoustic properties of calling sites for sound
reception may be especially valuable for anurans, for which
no optimal relationships have been shown to occur between
signal structure and sound transmission properties of the en-
vironments in which different species communicate~Penna
and Solı´s, 1998; Kimeet al., 2000; Penna, 2002!.
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Repetition patterns in Weddell seal (Leptonychotes weddellii)
underwater multiple element calls
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Many vocalizations produced by Weddell seals~Leptonychotes weddellii! are made up of repeated
individual distinct sounds~elements!. Patterning of multiple element calls was examined during the
breeding season at Casey and Davis, Antarctica. Element and interval durations were measured from
405 calls all.3 elements in length. The duration of the calls (22616.6 s) did not seem to vary with
an increasing number of elements (F4,40451.83,p50.122) because element and interval durations
decreased as the number of elements within a call increased. Underwater vocalizations showed
seven distinct timing patterns of increasing, decreasing, or constant element and interval durations
throughout the calls. One call type occurred with six rhythm patterns, although the majority
exhibited only two rhythms. Some call types also displayed steady frequency changes as they
progressed. Weddell seal multiple element calls are rhythmically repeated and thus the durations of
the elements and intervals within a call occur in a regular manner. Rhythmical repetition used during
vocal communication likely enhances the probability of a call being detected and has important
implications for the extent to which the seals can successfully transmit information over long
distances and during times of high level background noise. ©2004 American Institute of Physics.
@DOI: 10.1121/1.1763956#

PACS numbers: 43.80.Ka, 43.80.Ef@WWA# Pages: 1261–1270

I. INTRODUCTION

A. Weddell seal vocalizations

Weddell seals~Leptonychotes weddellii! have a circum-
polar distribution around Antarctica and surrounding islands
~Bertram, 1940!. The females gather in small breeding
groups on land-fast ice in early October, and pups are born
from mid-October to mid-November~Kooyman, 1981!. Mat-
ing occurs shortly after the pups are weaned~Kooyman,
1981; Thomas and Kuechle, 1982!. Male Weddell seals es-
tablish territories below the ice near the pupping colonies
and spend most of their time defending territorial boundaries
until mating occurs~Kooyman, 1981!.

Weddell seals have an extensive vocal repertoire~Tho-
mas and Kuechle, 1982; Thomaset al., 1988; Pahlet al.,
1997; Abgrallet al., 2003!. Many call types have been de-
scribed and the repertoire exhibits geographic variation be-
tween different areas along the coastline~Thomas et al.,
1988, Abgrallet al., 2003!. These vocalizations play an im-
portant role in social communication~Thomaset al., 1988!.
The seals appear to use sound in connection with their breed-
ing behavior~Ray, 1967!, and underwater vocalizations are
frequently emitted near colonies~Kooyman, 1981!. Territo-
rial males are vocal underwater prior to and during the mat-
ing period~Thomaset al., 1988!, and some calls types, such
as trills, are thought to be made only by males~Thomas and
Kuechle, 1982; Oetelaaret al., 2003!. All vocalizations de-
crease sharply after the breeding season~Thomas et al.,
1987; Green and Burton, 1988!.

B. Masking and anti-masking strategies

Seals are able to hear under water with a maximum sen-
sitivity between 2 kHz and 32 kHz, although the overall
hearing range is from 0.1 to 64 kHz. Vocalizations that seals
emit span this range~Richardson, 1995!. Although Weddell
seal hearing abilities have never been examined, they are not
expected to be substantially different from the hearing abili-
ties of seals tested so far~Terhune and Turnbull, 1995!.

Masking occurs when noise interferes with the ability of
an animal~seal! to detect a sound even when the signal is
above the animal’s absolute hearing threshold~Richardson,
1995!. Masking of seal calls will occur when a high level of
background noise, abiotic or biotic, is encountered~Hawkins
and Myrberg, 1983; Terhune and Ronald, 1986; Richardson,
1995!. When vocalizing at large breeding sites, Weddell seals
face the problem of masking due to overlapping calls of con-
specifics~Thomas and Kuechle, 1982!. At low calling rates,
individual seal calls are typically distinct, but at high calling
rates, calls tend to overlap each other almost continuously. At
high calling rates, background noise produced by conspecif-
ics limits the detection range of individual seal calls~Ter-
hune and Ronald, 1986!. Certain characteristics of seal calls,
such as frequency separation~Terhune, 1999; Serrano and
Terhune, 2002!, abrupt onset and offset of calls~Watkins and
Schevill, 1979; Serrano and Terhune, 2002!, and increasing
repetition of call elements~Watkins and Schevill, 1979; Ter-
hune et al., 1994; Serrano and Terhune, 2001!, likely de-
crease the effect of masking and enhance the detection of
individual calls.

a!Electronic mail: terhune@unbsj.ca
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C. Repetition in vocalizations

An element is defined as a single distinct sound having a
beginning and end that are clearly distinguishable from back-
ground noise. Thus, multiple element calls consist of more
than one discrete sound. The repetition of call elements in
underwater vocalizations would allow calls to stand out from
background noise and avoid being masked~Watkins and
Schevill, 1979!. A regular sequence of brief sounds is more
detectable against background noise than a single brief sound
~Richardson, 1995!. Multiple element Weddell seal calls that
were overlapped by the call of another seal were found to be
longer ~due to the addition of elements! than were similar
calls emitted without overlap~Terhuneet al., 1994!. Simi-
larly, harp seals~Pagophilus groenlandicus! increase the
number of elements within multiple element calls when the
number of calls per minute increases~Serrano and Terhune,
2001!. Regular pulse repetition enhances acoustical detection
thresholds for harbor seals~Phoca vitulina!, demonstrating
that seals who repeat short duration calls at regular rates
enhance the probability of communicating with distant con-
specifics in both masked and unmasked situations~Turnbull
and Terhune, 1993!.

Three distinct timing patterns~rhythms! in which ele-
ments of the calls occur at regular intervals have been de-
scribed for harp seal multiple element calls~Moors and Ter-
hune, 2003!. Repetition patterns within calls have also been
described in arthropods, frogs, birds, and other mammals
~Alexander, 1968; Sebok, 1968; Lengagneet al., 1999; Pa-
vanet al., 2000; Pollack, 2000; Schwartz , 2002; Wollerman
and Wiley, 2002!.

D. Objectives

In situations when background noise levels are high
and/or variable, multiple element calls will be discernable if
they fit a regular pattern that distinguishes them from random
sounds or other seal calls having a different rhythm pattern.
Some Weddell seal multiple element calls appear to have
constant element and interval durations while others appear
to have consistently increasing or decreasing element and
interval durations throughout the calls~Thomas and Kuechle,
1982; Thomaset al., 1988!. This apparent stability of the
timing in calls has not yet been measured. If constant timing
was found within calls, as well as between calls, it would
suggest that the seals produce rhythmically repeated vocal-
ization patterns that could potentially increase the probability
of call detection by distant conspecifics.

Our purpose in this study was to investigate the apparent
stability of rhythms that occur in Weddell seal multiple ele-
ment underwater calls and to determine if the element and
interval durations, and frequencies within a call, follow con-
sistent and regular patterns throughout the call.

II. MATERIALS AND METHODS

A. Recordings

Digital audio tape~DAT! recordings of Weddell seal un-
derwater vocalizations were obtained near Weddell seal
breeding groups during the 1997 breeding season. These re-

cordings were made off the Eastern Antarctic coastline near
two Australian Antarctic stations. Eight recordings~three
from the same location! were made near Casey during 21
October–30 November and seven recordings~each at a dif-
ferent location! were made near Davis during 8 November–1
December, for a total of 15 recordings made at 12 locations.

The recordings were made during a period of 24 h light,
near groups of females with pups on the ice. The number, sex
and age of the vocalizing seals could not be determined, nor
was it possible to determine the proximity of the seals to the
hydrophone. Each recording lasted 1–2 h.

At each recording site, one hole was drilled through the
sea-ice and the hydrophone was lowered approximately 2 m
below the ice. Sony TCD-D3 DAT recorders~frequency re-
sponse 0.02–20 kHz61 dB) were used to make the record-
ings. At Casey, an ITC 6050C hydrophone~frequency re-
sponse 0.002–30 kHz61 dB), with a built in preamplifier
was connected to the Sony DAT recorder. At Davis, a Bru¨el
and Kjær 8100 hydrophone equipped with a Bru¨el and Kjær
2635 charge preamplifier~frequency response 0.002–30 kHz
61 dB) was used.

B. Data analysis

Gram ~Version 6.0.9! was used to analyze the calls. A
preliminary examination determined that six call type cat-
egories were the most commonly occurring multiple element
call types on the recordings. These were Chugs~C!, Knocks
~K!, Grunts ~G!, Whistle-Ascending ~WA!, Whistle-
Ascending-Grunts~WAG! and Whistle-Descending~WD!
calls ~Thomas and Kuechle, 1982; Thomaset al., 1988; Pahl
et al., 1997!. Only calls of these types were analyzed. The
call type categories were highly variable and so were further
classified into subtypes that described the calls in greater
detail and allowed calls most similar to each other to be
grouped together. Call types were separated into distinct sub-
types based on relative differences in waveform, spectral
shape, timing and frequency of the calls within any one call
type. It is important to note that the criteria used to classify
the calls into subtypes in this study were arbitrary, and the
classification scheme was based on differences that were dis-
tinct to the observer. The subtypes chosen were based on
small sample sizes and the calls were not necessarily sorted
into subtypes based on the same classification scheme as
reported by other authors~Thomas and Kuechle, 1982; Tho-
maset al., 1988; Pahlet al., 1997; Abgrallet al., 2003!.

To restrict the possibility of analyzing a large number of
calls from a single seal, an upper limit of 20 samples from
each call type category~with the exception of the highly
variable WD calls! were analyzed from any one recording.
Up to 40 WD calls were analyzed from a recording; however
these calls included several WD subtypes. Many of the WD
calls also overlapped each other in time~though not usually
in frequency!. Therefore it is highly unlikely that any one
seal made all of the WD calls at a single site. Only clear calls
from which accurate measurements could be made repeat-
edly were chosen for analysis.

For each multiple element call type examined, the fol-
lowing features were noted:
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~1! Call type category and subtype.
~2! Total number of elements in the call.
~3! Total length of the call.
~4! Element duration~ms! of each element in the call, up to

the first 30 elements of the call. Measures from only the
first 30 elements of the call were made due to practical
reasons~time limitations!, and because the majority of
the calls analyzed~84%! were less than 30 elements
long. For the calls analyzed, the signal to noise ratios
were high enough (.5 dB) to permit consistent mea-
sures of element length.

~5! Interval ~inter-element! duration~ms! of each interval in
the call, up to the first 29 intervals of the call.

~6! Frequency~Hz! of elements in the call. The start and end
frequencies (643 Hz) of each element in a call were
measured. Frequency measures were made at the mid-
point of broad bandwidth calls.

Data obtained for the element and interval durations and
frequency were transformed into proportional data. Each
value of a measurement~element or interval duration, or fre-
quency! was transformed to a proportion of the previous
measure. Transformed data for element durations was indi-
cated as ‘‘proele,’’ for interval duration data as ‘‘proint,’’ and
as ‘‘prost’’ or ‘‘proend’’ ~the start and end frequencies! for
frequency data. Transformed data were used because some of
the calls appeared to consistently increase or decrease in fre-
quency and timing throughout the call. Such patterns would
be expected to show a significant difference between means
for the absolute~raw! data. These same calls would be ex-
pected to show no or only slight difference between means
for the transformed data if the increase or decrease in timing
and frequency were regular~a constant proportion of the pre-
vious measure!. Both the absolute and transformed data were
examined to determine consistency within the calls.

For the absolute and transformed data the mean, stan-
dard deviation~SD!, and coefficient of variance~CV! values
were calculated for the element and interval durations of all
calls. These basic statistics were also calculated for groups of
calls of a particular number of elements~NOE; 3–5, 6–10,
11–20, 21–30, and.30 elements!, from a particular site
~Casey or Davis!, or occurring with an apparent rhythm pat-
tern. Using both absolute and transformed data, ANOVA’s
were used to determine the consistency of element and inter-
val durations within calls. The consistency of element and
interval durations was also tested for calls with a specified
NOE, from a particular site, or occurring with a particular
rhythm pattern.

Calls were then analyzed according to call type category
and subtype. Mean, SD, and CV values of the absolute and
transformed data for element durations, interval durations,
and start and end frequencies of each element@ log2(Hz)#,
were calculated for calls of each type and subtype. These
values were also calculated for calls with a specified NOE,
from a particular site, or occurring with a particular rhythm
pattern within each type or subtype. ANOVA tests were then
used to determine the similarity of measurements within
each call type category and subtype.

The total duration of the calls was also examined. The

mean total duration and SD values of calls consisting of a
specific NOE were calculated. ANOVA’s were then used to
compare mean call durations.

III. RESULTS

A. All calls—NOE, site and pattern effects

A total of 405 Weddell seal multiple element calls were
examined. WD calls were the most common call type cat-
egory, compromising 292~72%! of the calls analyzed. Up to
40 WD calls were analyzed from 3 of the 15 recordings.
These three recordings were made at one location near
Casey. There was a high incidence of WD calls on these
recordings, however fewer than 20 WD calls were analyzed
from each of the other 12 recordings due to lower calling
rates and fewer calls overall on the tapes. For most call type
categories, the calls analyzed from each tape were separated
in time along the recording because many were uncommon
or had low signal to noise ratios, which prohibited obtaining
accurate measurements.

When all calls were examined together, the mean ele-
ment durations~mean duration of Element 1, mean duration
of Element 2, mean duration of Element 3, etc.! were not
significantly different from each other (F29,666751.12,p
50.299). Mean interval durations were significantly differ-
ent from each other (F28,626257.61,p,0.0001), due to large
durations of the first few intervals. When the transformed
data for interval durations were analyzed~interval duration
as a proportion of the previous interval duration!, the mean
interval durations were no longer significantly different
(F27,585750.79,p50.770). When all calls were analyzed to-
gether, the SD and CV values for element and interval dura-
tions were large. Mean element durations had an average CV
value of 1.1960.36, and mean interval durations had an av-
erage CV value of 1.6060.29. The SD values of the trans-
formed data were smaller than those for the absolute data
with the average CV value for the proele data being 0.38
60.11, and the average CV value for proint data being
0.5260.41.

1. Trends related to the number of elements in a call

When calls were analyzed by NOE, calls with fewer
elements tended to have longer element and interval dura-
tions than did calls with many elements~Figs. 1, 2!. Calls
with many elements also appeared to be more stable, with
fewer fluctuations in mean duration values~Fig. 1!. There
was a tendency for longer calls with many elements to have
slightly increasing element and interval durations throughout
the calls~Fig. 1!. ANOVA results indicated significant differ-
ences in element and interval durations of calls with 21–30
elements ~elements: F29,196654.22,p,0.0001, intervals:
F28,1889514.90,p,0.0001), or .30 elements~elements:
F29,194954.86,p,0.0001, intervals: F28,188459.94,p
,0.0001) due to increasing mean duration values. When
analyzing calls by NOE, for all but two of the cases in which
significant differences were found in element and interval
durations, the mean durations of the transformed data were
not significantly different~all p-values .0.102). For the
cases in which the transformed data showed significant dif-
ferences~proele values of calls with 11–20 elements and
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proint values of calls with 21–30 elements!, there appeared

to be a high degree of variance near the beginning and end of
the calls and when first and last few values were excluded
from the tests, the mean durations were no longer signifi-
cantly different. SD and CV values remained high for both
element and interval durations, even when calls were ana-
lyzed by NOE. For example, the average CV value of calls
3–5 elements long was 0.8760.11 ~element durations! and
0.9860.16~interval durations!. For the transformed data, the
SD values were reduced and the average CV values were
0.2560.08 ~proele! and 0.2360.05 ~proint!.

2. Differences in calls analyzed at each site

Of the 405 multiple element calls analyzed, 290 were
recorded at Casey and 115 were recorded at Davis. Mean
element durations showed no significant differences at either
site ~Casey:F29,507351.05, p50.392, Davis:F29,159351.01,
p50.451). Significant differences were found when analyz-
ing mean interval durations~Casey: F28,478358.06, p
,0.0001, Davis:F28,147853.38, p,0.0001). For both sites,
when transformed data for interval duration were analyzed,
means were not significantly different~Casey: F27,4493

50.51,p50.983, Davis:F27,136351.03,p50.422). The av-
erage CV values for element durations for calls analyzed by
site were 1.2360.50 ~Casey!, and 0.8060.10 ~Davis!. The
average CV values for interval durations were 0.6260.33
~Casey! and 1.0760.34 ~Davis!. When the transformed data
were considered, the SD and CV values were greatly re-
duced, with average CV values of 0.3460.11 and 0.50
60.47~Casey! and of 0.4460.20 and 0.4660.30~Davis! for
element and interval durations, respectively. Differences be-
tween sites may be attributed to differences in sample size of
each of the call types and subtypes at each site~Table I!.

3. Rhythm patterns in Weddell seal calls

Timing of the element durations~indicated in lowercase
letters!, as well as the interval durations~indicated in capital
letters!, were considered when categorizing calls into rhythm
patterns. Patterns of duration timing were either constant~in-
dicated by the letters ‘‘c’’ or ‘‘C’’!, increasing~‘‘i’’ or ‘‘I’’ ! or
decreasing~‘‘d’’ or ‘‘D’’ !. Therefore, Pattern cI calls had
constant element durations~indicated by ‘‘c’’! and increasing
interval durations~indicated by ‘‘I’’ ! throughout the call.
Seven rhythm patterns with respect to the timing of elements
and intervals of the calls were identified in the Weddell seal
vocalizations~Patterns cC, iC, cI, iI, dI, cD, and iD; Table II;
Figs. 2, 3!.

The most common rhythm for element durations was
constant timing, while increasing interval durations was the
most common rhythm for the interval timing. Decreasing
timing was the most uncommon rhythm pattern for both el-
ement and interval durations~Table I!. The most common
rhythms were Pattern iI and Pattern cC. Patterns cI and cD
were also frequently emitted, while only a small fraction of
calls were produced with the remaining three rhythm pat-
terns~Table I!. None of the multiple element calls examined
occurred without some form of patterning of the element and
interval durations.

FIG. 1. Trends in mean duration values~ms! of intervals~I! and elements
~II ! of Weddell seal multiple element underwater calls, analyzed by a spe-
cific number of elements~NOE! per call: 3–5 elements~l!, 6–10 elements
~•!, 11–20 elements~m!, 21–30 elements~j!, and 301 elements~* !. See
text for details on variance associated with analyzing calls by NOE.

FIG. 2. Examples of timing patterns in Weddell seal multiple element un-
derwater calls; I5Pattern cC~subtype WD10 call displayed!, II5Pattern iI
~subtype WD1 call displayed!, III 5Pattern cD~subtype WD8 call dis-
played!; see the text for an explanation of terms. Analyzing bandwidth
586 Hz.
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The rhythm patterns of the calls became evident by lis-
tening to the calls and by analyzing the absolute and trans-
formed data. With constant duration patterns the mean ele-
ment or interval durations~of the transformed data! tended to
be close to 1.0~Table II!. This indicates that adjacent dura-
tions were approximately equal. When calls with increasing
duration patterns were analyzed, mean durations tended to be
greater than 1.0, usually above 1.1~Table II! showing that
durations were increasing as the calls progressed. This

rhythm was easily identified when listening to the calls or
looking at spectrograms. When decreasing patterns were ana-
lyzed, the transformed data produced mean durations of
slightly less than 1.0 indicating that durations were decreas-
ing. Decreasing rhythm was not easily identified by just lis-
tening to the vocalizations, but became apparent on spectro-
grams and by examining the time data. For example, the
averages of all the mean proint values for calls with Pattern
cD or iD timing were actually slightly greater than 1.0 be-
cause these calls tended to have longer interval durations
near the beginning of the calls before the interval pattern of
decreasing timing became established. When the mean dura-
tions of the first two interval values were excluded, the val-
ues for the Pattern cD and iD calls dropped below 1.0~Table
II !. Patterns of both element and interval durations tended to
show fluctuations, particularly at the beginning and end of
calls ~Fig. 3!, however, the interval durations clearly demon-
strated the constant, increasing or decreasing rhythm pat-
terns, while the element rhythm patterns were not as evident.

For the majority of cases when the absolute mean dura-
tions of elements and intervals were analyzed for the differ-
ent rhythms, call attributes with constant timing showed no
significant differences in mean duration values, while calls
with increasing or decreasing timing did show significant
differences~due to apparent increasing or decreasing mean
durations!. There were some exceptions to this. In the case of
the Pattern cC calls, both element and interval durations
showed significant differences between means~elements:
F29,155655.23, p,0.0001, intervals: F28,144856.18, p

TABLE I. The number of Weddell seal multiple element underwater calls of each of the seven patterns occurring within each of the call subtypes~see the text!.
Patterns of duration timing were either constant~indicated by ‘‘c’’ or ‘‘C’’ !, increasing~‘‘i’’ or ‘‘I’’ ! or decreasing~‘‘d’’ or ‘‘D’’ !. Whether a particular pattern
occurs within the call subtype at just Casey~Cas!, at just Davis~Dav!, or at both sites~Both! is indicated~in brackets!. The total sample size for each call
pattern is also given~Total!.

Call
Subtype

Pattern

cC iC cI iI dI cD iD

WD1 2 ~Both! 3 ~Cas! 23 ~Both! 97 ~Cas! 5 ~Cas! 1 ~Cas!
WD2 1 ~Cas! 27 ~Cas!
WD3 8 ~Cas! 3 ~Dav!
WD4 9 ~Dav!
WD5 13 ~Cas!
WD6 2 ~Cas!
WD7 3 ~Cas!
WD8 24 ~Both! 11 ~Dav!
WD9 10 ~Dav! 27 ~Cas! 1 ~Cas!
WD10 13 ~Cas! 2 ~Cas! 5 ~Cas! 2 ~Dav!

G1 26 ~Dav! 1 ~Dav! 1 ~Dav! 2 ~Dav!
G2 6 ~Both!
G3 1 ~Dav!
G4 2 ~Dav!
C1 18 ~Both! 4 ~Dav!
C2 8 ~Both!
C3 4 ~Both!
K1 10 ~Cas!
K2 3 ~Cas!
K3 5 ~Cas!

WAG 8 ~Dav! 8 ~Dav!
WA1 3 ~Dav!
WA2 2 ~Dav!
WA3 1 ~Dav!
Total 108 6 76 140 5 54 16

TABLE II. Average values of the mean element and interval durations~stan-
dard deviation indicated in brackets! calculated for the transformed data
~duration as a proportion of the previous measure! for each of the seven
timing patterns of Weddell seal multiple element underwater calls. Timing
of the element durations~ProEle; indicated by the lowercase letters!, and
interval durations~ProInt; indicated by uppercase letters! were both consid-
ered when categorizing calls into patterns.

Pattern

Average duration value

N ProEle ProInt

cC 108 1.04~0.042! 1.09 ~0.204!
iC 6 1.09~0.124! 1.05 ~0.215!
cI 76 1.08~0.124! 1.18 ~0.090!
iI 140 1.12~0.091! 1.19 ~0.154!
dI 5 0.99~0.106! 1.10 ~0.182!
cD 54 1.03~0.142! 0.99 ~0.103!a

iD 16 1.13~0.268! 0.99 ~0.166!a

aThe first interval durations are not included in calculations due to the fluc-
tuation of values at the beginning of the calls. When the first two interval
durations were included the mean duration in both cases~for cD and iD
calls! became 1.02 due to the presence of very high interval values within
the first two intervals~see the text!.
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,0.0001). The initial element and interval durations were
much longer than the remaining durations~which may be
attributed to the trend of shorter calls having longer element
and interval durations!. This may also account for the signifi-
cant difference observed among mean element durations of
Pattern cD calls (F29,43454.50,p,0.0001). Of the 14
ANOVA tests performed using the transformed data for calls
of each rhythm; the values were not found to be significantly
different from each other in 12 cases (11p-values
.0.092;1p-value50.054). The two cases where significant
differences were found were for proint values of Pattern cC
calls and proele values of Pattern iI calls. The proele values
for Pattern iI calls showed significant differences due to
variation near the beginning of the calls. When all but the
first few values were included in the test, the means were not
significantly different. For the Pattern cC calls, one of the
mean proint values was larger than the rest due to a long
interval duration measured from a single call. When this out-
lier value was excluded from the analysis, the mean proint
values were no longer significantly different.

The SD and CV values of calls analyzed by pattern were
smaller than when all calls were analyzed together. For ex-
ample, the average CV values for element and interval dura-
tions of Pattern cC~absolute data! were 0.8160.29 and

1.1060.49, respectively. The average CV values for the
transformed data were reduced to 0.2960.16 ~proele!, and
0.4960.43 ~proint!.

B. Call type categories and subtypes

The calls classified under the six broad call type catego-
ries were arbitrarily separated into 24 subtypes. While there
was only one type of WAG call, the rest of the call types
were classified into several subtypes. The WD calls showed
the highest amount of variability and were classified into 10
different subtypes~Table I!.

The calls of any one subtype were most commonly emit-
ted with only one or two rhythm patterns~Table I!. In the
case of the WD1 calls, however, the calls occurred in six
different timing patterns~although 92% of the WD1 calls
occurred as Pattern cI or iI calls; Table I!. In some cases, call
subtypes were found to occur at both sites but with different
rhythm patterns at each site. Many call subtypes also oc-
curred with the same rhythm, while other rhythms were spe-
cific to only a few subtypes~Table I!. Some subtypes dem-
onstrating a specific rhythm had low sample sizes~Table I!.

When calls were analyzed by call type category, SD and
CV values of mean element and interval durations were gen-

FIG. 3. Trends in mean element and interval durations
of Weddell seal multiple element underwater calls oc-
curring with each timing pattern: I5calls with constant
interval durations~Patterns cC, iC!, II5calls with in-
creasing interval durations~Patterns cI, iI, dI!, III
5calls with decreasing interval durations~Patterns cD,
iD!. See the text for details on variance in calls ana-
lyzed by a rhythm pattern.
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erally smaller than when all calls were analyzed together, or
when all calls were analyzed by site or NOE. The average
CV values for the element and interval durations of WD
calls, the most variable call type, were 1.0560.34 ~element
durations! and 1.4560.37 ~interval durations!. The average
CV values for the transformed data of the WD calls were
0.3660.11~proele! and 0.4860.42~proint!. The SD and CV
values obtained for calls analyzed by subtype were smaller
than those of calls analyzed by call type categories. For ex-
ample, the average CV values for WD1 calls were 0.89
60.35 ~element durations! and 1.2760.43 ~interval dura-
tions!. For the transformed data, average CV values were
reduced to 0.3360.13 ~proele durations! and 0.3960.22
~proint durations!. When analyzing call type categories or
subtypes from a particular site, having a specific NOE or
occurring with a particular rhythm, SD and CV values were
further reduced.

The frequency~kHz! of each call subtype was very con-
sistent and had low SD and CV values~Table III!. Frequency
of the calls followed three patterns: rising start frequencies
throughout the calls~displayed by subtypes G1 and WD3!,
falling start frequencies throughout the calls~subtypes C1,
WD1, WD2, WD5, and WD8! or constant frequencies~sub-
types C2, C3, G2, G3, G4, WD4, WD6, WD7, WD9, WD10,
and all K, WAG and WA calls!. For the majority of calls, the
frequency tended to drop within individual elements; there-
fore start frequencies were typically higher than end frequen-
cies ~with the exception of the WA calls!.

C. Trends in total call length

The total length of the calls averaged 22616.6 s. When
the total lengths of the calls were analyzed by NOE, the
mean total duration values ranged from 20 to 27 s. The SD
values obtained for these means were high, however, the
means were not significantly different from one another
(F4,40451.83; p50.122; Fig. 4!. The calls with 311 ele-
ments had the longest mean total duration~Fig. 4!. These
calls included calls.100 elements in length and therefore a
greater mean duration value would be expected. However,
the longest call~114.4 s! was a 4-element call, while the
shortest call~1.9 s! was a 31-element call.

IV. DISCUSSION

A. Patterns in Weddell seal multiple element
underwater calls

Element and interval durations were found to either in-
crease, decrease or remain constant throughout any one call.
In total, seven patterns of timing were identified. Both ele-
ment and interval durations were used to determine the
rhythm patterns within calls, however, interval rhythms were
easier to identify than element rhythms~Table II; Fig. 3!. The
stability of the patterns was demonstrated by examining the
transformed data for calls occurring with each rhythm. For
the majority of cases within the seven patterns, the mean
durations of the transformed data were not significantly dif-
ferent from each other, indicating that the increasing, de-
creasing or constant element and interval durations were
regular. The variation in mean values of element and interval
durations~absolute data! was high for calls of each rhythm.
The variance may have been caused by differences between
call type categories emitted with each rhythm, as most of the
rhythm patterns were observed in several call types~Table I!.
When patterns within each call type category or call subtype
were analyzed separately, SD and CV values were reduced
for absolute and transformed data. Variance may also be at-
tributed to differences between individual seals. The begin-
ning and ending elements and intervals of a call were the

TABLE III. The mean, standard deviation~in brackets! and coefficient of variance~CV! of the frequencies@ log2(Hz)# measured at the beginning~Start
Frequency! and end~End Frequency! of each element of all subtype WD1 Weddell seal multiple element underwater calls analyzed together. The number of
the element from which the measures were taken is given~Element Number!, as well as the number of calls analyzed~N!.

Element # N

Start frequency End frequency

Mean CV Mean CV

1 131 12.96~0.789! 0.06 12.09~1.040! 0.09
2 131 12.83~0.798! 0.06 11.86~0.901! 0.08
3 131 12.76~0.746! 0.06 11.60~0.885! 0.08
4 130 12.73~0.721! 0.06 11.42~0.876! 0.08
5 130 12.68~0.728! 0.06 11.19~0.911! 0.08
10 119 12.55~0.754! 0.06 10.59~0.950! 0.09
15 86 12.29~0.865! 0.07 9.83~1.085! 0.11
20 54 12.06~0.884! 0.07 9.33~1.122! 0.12
25 36 11.60~0.872! 0.08 9.29~1.219! 0.13
30 19 11.53~1.031! 0.09 9.15~0.911! 0.10

FIG. 4. Mean total length61 SD of Weddell seal underwater multiple ele-
ment calls analyzed in groups according to the number of elements present
in the call.
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most variable. The rhythm often became more clearly estab-
lished after the first few elements were emitted and persisted
throughout the main body of the call.

There were also stable frequency patterns found within
the calls. The start frequencies of elements throughout any
one multiple element call may either remain constant
throughout the entire call, increase as the call progresses, or
decrease as the call progresses. The subtypes of the calls
were determined mainly by the spectrum shape of the calls,
therefore the frequencies were very consistent for call sub-
types regardless of pattern in which the calls were emitted
~Table III!.

The mean total duration of the calls analyzed~22 s! did
not vary with an increasing number of elements~Fig. 4!. This
can be attributed to the fact that the element and interval
durations tended to decrease as the number of elements
within a call increased~Fig. 1!. Terhuneet al. ~1994! sug-
gested that when multiple element calls were overlapped,
Weddell seals lengthen the duration of their calls by adding
elements to the end of calls. The additional elements likely
enhance detection of the calls by distant conspecifics. Con-
tradictorily, the results of this study indicate that the seals do
not just add elements to a call after the call has already
begun, but predetermine the length of their calls prior to
calling. A possible explanation is that the seals assess the
level of background noise before calling and then plan their
call with a predetermined NOE accordingly in order to maxi-
mize call detectability. Emitting calls with many elements
would be the most beneficial during periods of high level
background noise. This could be an example of an anti-
masking strategy used by the seals. The relatively stable total
duration of the calls may also be due to a physiological re-
striction on the seals such as limits imposed by the physical
size of their air chambers. However, multiple element calls
of 65.3 s or 540 elements have been recorded in Weddell
seals~B. Pahl, unpublished data!.

The total number of seals that produced the 405 calls
analyzed is unknown. The Weddell seal recordings analyzed
included many calls overlapping in time~but not in fre-
quency!, therefore it is likely that the calls were recorded
from a number of seals at each site. It is possible that un-
common call subtypes were made by a single seal.

The results in this study are biased towards loud source
level calls, presumably from nearby seals that were not
masked by other calls or noises. The call subtypes were de-
termined subjectively, however, the broader call type classi-
fication system followed that reported in previous studies
~Thomaset al., 1988; Pahlet al., 1997!.

B. Anti-masking properties of patterned calls

Acoustic communication requires not only detection, but
also recognition of signals by a receiver~Klump, 1996!.
Wiley and Richards~1978! described two common tactics
used by animals to combat degradation and masking of sig-
nals during transmission, and enhance the recognition of
calls; ~1! coding and~2! redundancy of information~in this
case, repetition of call elements!. Patterning and repetition of

signals helps the receiver to differentiate between signals and
noise~Bateson, 1968!, and ensures accurate transmission of
signals~Wiley and Richards, 1978!.

The presence of rhythmical repetition in seal communi-
cations has important implications for the extent to which
seals can successfully communicate over long distances and
during high levels of background noise. Having stereotyped
rhythmic patterns in their underwater vocalizations likely
confers a number of advantages that would facilitate Weddell
seal communication. In quiet surroundings, the repetition of
the call elements likely enhances their detection relative to a
single element call. This could potentially increase the detec-
tion range of a call by up to 80%~Turnbull and Terhune
1993!. Most ice noises occur as single events and the regular
repetition would distinguish multiple element calls from abi-
otic sources~Watkins and Schevill, 1979!. When other seals
are calling or the abiotic noise levels are high, the calls are
more likely to be detected when the elements are repeated in
a regular manner. Such calls will be longer and thus it is less
likely that the entire call would be completely masked by
other sounds. Once the first few elements of the multiple
element call are emitted~thereby establishing the call pat-
tern!, listening conspecifics would theoretically be able to
predict when successive elements should occur. If a listener
was uncertain about the presence of a faint call, the regular
repetition would enable them to confirm its presence by
knowing when to expect subsequent elements. Chickadee
~Poecili carolinensis! calls were found to contain a form of
repetition, where properties of single notes provided cues
about the syntactical structure of the entire call. A listener
would only have to detect a portion of the call in order to
receive the entire message~Freeburget al., 2003!. By in-
creasing call length through the addition of elements~Ser-
rano and Terhune 2001!, and by producing these elements at
regular intervals, Weddell seals may be able to enhance the
probability of call detection by a listener. Similarly, king
penguins increase the number of elements in their calls when
increasing wind speeds raise the level of background noise.
By increasing the repetition of information during times of
high levels of background noise, the birds could increase the
probability of communicating during short time windows
when the noise level drops~Lengagneet al., 1999!.

C. Possible functions of call patterning

Various animal species use patterns in timing of call
elements in order to recognize signals produced by conspe-
cifics. Grasshopper and cricket stridulations, and flash pat-
terns produced by fireflies are often species specific~Alex-
ander, 1968; Helverson and Helverson, 1998; Ronacher
et al., 2000!. Studies of tree-frog mating calls have shown
that timing structure of the calls encodes information about
the species and sex of the frog making the calls~Schwartz
et al., 2002; Wollerman and Wiley, 2002!. Bird songs may be
unique to a species or an individual. Studies of rhythm in
bird vocalizations have shown characteristic patterns emerg-
ing in songs of different bird species, regardless of whether
the songs were developed through independent learning of
an individual or through interactions of the individual with
other birds. Rhythms present in songs of different species of
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doves, pigeons, sparrows and shore birds have been statisti-
cally demonstrated~Baptista, 1996; Miller, 1996!. Generally,
variation in the duration of individual notes~elements! and
the intervals between the notes in complex vocalizations are
found to provide rhythms characteristic of a species~Bap-
tista, 1996!. Within the distinctive calls of the Carolina
chickadee, the ordering of the elements within the call were
not only species specific, but single elements within the calls
were predictive of the bird’s local capture site as well~Free-
burg et al., 2003!. It is also possible that the patterns with
which Weddell seals emit calls may serve species or indi-
vidual recognition functions.

Improved species detection should occur if the receiver
has only a few patterns to listen for. The seven rhythm pat-
terns used by Weddell seals~which consist of only three
timing trends; constant, increasing and decreasing! do not
likely match those of other seal species in the area. The
groan-like call of crabeater seals~Lobodon carcinophagus! is
a low frequency, single-element long duration call~Stirling
and Siniff, 1979!. Leopard seals~Hydrurga leptonyx! typi-
cally produce single or double-element calls, the majority of
which are trills that have frequency and duration patterns
very different from Weddell seals~Stirling and Siniff, 1979;
Rogerset al., 1995; Thomas and Golladay, 1995!. Ross seals
~Ommatophoca rossi! produce pulsed sounds interspaced
with long frequency modulated tones. Spectrograms of these
calls showed different patterning than that of calls produced
by Weddell seals~Watkins and Ray, 1985!.

Sperm whales studied in the Mediterranean Sea pro-
duced click sequences consisting of four clicks~elements!.
The durations of these elements were found to be highly
variable, while inter-click~interval! durations occurred in a
2:1:1 rhythmic pattern. It was suggested that the timing of
the highly stable intervals, rather than the variable-length
clicks of click sequences contained the information in the
calls ~Pavanet al., 2000!. It was also found that the pattern-
ing within harp seal calls occurred in the interval rather than
the element timing~Moors and Terhune, 2003!. Unlike the
sperm whale and harp seal calls, both the element and inter-
val durations of the Weddell seal calls occurred in specific
patterns. This suggests that both the elements and the inter-
vals of the call may contain information. It is important to
note, however, that the patterns of interval duration in the
calls are more stable and easier to identify than the element
timing patterns~Table II; Fig. 3!.

The call patterns identified in harp and Weddell seals are
similar in many ways but they do exhibit fundamental differ-
ences. While the timing and frequency within harp seal mul-
tiple element call patterns is constant, the Weddell seal calls
display timing and frequency shifts throughout the calls.
Weddell seal element and interval durations also tend to be
influenced by the number of elements within the call. This
did not occur in the harp seal calls~Moors and Terhune,
2003!.

For the Weddell seal calls, the waveform, bandwidth,
and frequency range of individual call types exhibit consid-
erable variation~Thomas and Kuechle, 1982; Pahlet al.
1997!. If the species recognition for Weddell seals resides in
the temporal patterns of the multiple element calls, perhaps

the fine structure of the vocalizations is less important.
Sounds given using the patterns would be distinct from ran-
dom background noise and would match the familiar tempo-
ral model. Thus, the patterns of Weddell seal calls could
serve to identify the species of the caller, independent of the
frequency or waveform of the specific call type.

Rhythms within Weddell seal calls may also potentially
encode information on the behavior or situation of the calling
seal. The barking rate of an adult male California sea lion
~Zalophus californianus! increased from 2.1 to 3.0 barks/s in
air and from 1.0 to 1.4 barks/s underwater when the social
context changed from nondirectional self advertisement, to
chasing or confronting another sea lion~Schusterman, 1977!.
Diana monkeys~Ceriopithecus diana diana! emit long dis-
tance vocalizations which indicate the presence of very spe-
cific predators to conspecifics. These warning calls consist of
a discrete number of syllables that varies depending on the
type of predator present. Zuberbuhleret al. ~1997! found a
significant difference for the overall call length and the inter-
syllable ~interval! durations between Diana monkey calls
produced in the presence of leopards~Panthera pardus! and
those produced in the presence of hawk eagles~Stephanoa-
etus coronatus!. In the case of Weddell seal vocalizations,
some of the variation within call rhythm patterns~for ex-
ample, differences in rhythm between call types! may be
related to the calls being emitted in different behavioral con-
texts. Before this can be determined the behavior of indi-
vidual vocalizing seals has to be studied at the call rhythm
level.

The consistency of timing within Weddell seal calls is
demonstrated by the mean element and interval durations,
which were relatively stable between each of the call sub-
types ~within the seven patterns! as well as within the pat-
terns themselves. There was some variance in element and
interval durations of the calls, although this may be due to
the use of very precise time measures. The ability of seals to
detect a difference of a few milliseconds is likely limited,
although studies on this topic have not been conducted.
There is some variation within the patterns, but the patterns
themselves are very distinct, and thus listeners would be ex-
pected to have little confusion when trying to identify a spe-
cific call rhythm.

Further studies of seal call predictability are required in
order to determine the extent to which rhythmically repeated
calls aid in seal communication, if patterns emitted by seals
serve a function for species identification, or if they carry
information about the behavioral context in which the call is
being made. The direct observation of individual calling
seals will be required to determine the functional signifi-
cance of the different vocalizations.

ACKNOWLEDGMENTS

We thank H. Burton of the Australian Antarctic Division
and the Australian National Antarctic Research Expeditions
~ANARE! for logistical support at Davis and Casey. D.
Simon provided the recordings from Casey. H. Hunt, S.
Turnbull and P. Rouget provided advice on an earlier draft of
this manuscript. The National Science and Engineering Re-

1269J. Acoust. Soc. Am., Vol. 116, No. 2, August 2004 H. B. Moors and J. M. Terhune: Repetition in Weddell seal calls



search Council of Canada~NSERC! provided funding for
this project with a USRA to H. B. M. and Discovery Grant to
J. M. T.

Abgrall, P. A., Terhune, J. M., and Burton, H. R.~2003!. ‘‘Variation of
Weddell seal~Leptonychotes weddellii! underwater vocalizations over me-
sogeographic ranges,’’ Aquat. Mamm.29, 268–277.

Alexander, R. D.~1968!. ‘‘Arthropods,’’ in Animal Communication: Tech-
niques of Study and Results of Research, edited by A. Sebok~Indiana
University Press, London!, pp. 167–217.

Baptista, L. F.~1996!. ‘‘Nature and it’s nurturing in avian development,’’ in
Ecology and Evolution of Acoustic Communication in Birds, edited by D.
E. Kroodsma and E. H. Miller~Cornell University Press, Ithaca! pp. 39–
60.

Bateson, G.~1968!. ‘‘Redundancy and coding,’’ inAnimal Communication:
Techniques of Study and Results of Research, edited by A. Sebok~Indiana
University Press, London!, pp. 167–217.

Bertram, G. L. C.~1940!. ‘‘The biology of the Weddell and crabeater seals,’’
Scientific Reports, British Graham Land Expedition 1934-1937,1, 1–139.

Freeburg, T. M., Lucas, J. R., and Lucas, B.~2003!. ‘‘Variation in chickadee
calls of the Carolina chickadee population,Poecile carolinensis: identity
and redundancy within notes,’’ J. Acoust. Soc. Am.113, 2127–2136.

Green, K., and Burton, H. R.~1988!. ‘‘Annual and diurnal variations in
underwater vocalizations of Weddell seals,’’ Polar Biol.8, 161–164.

Hawkins, A. D., and Myrberg, A. A.~1983!. ‘‘Hearing and communication
underwater,’’ in Bioacoustics: A Comparative Approach, edited by B.
Lewis ~Academic, New York!, pp. 347–405.

Von Helverson, D., and Von Helverson, O.~1998!. ‘‘Acoustic pattern recog-
nition in a grasshopper: processing in the time or frequency domain?’’
Biol. Cybern.79, 467–476.

Klump, G. M. ~1996!. ‘‘Communication in the noisy world,’’ inEcology and
Evolution of Acoustic Communication in Birds, edited by D. E. Kroodsma
and E. H. Miller ~Cornell University Press, Ithaca!, pp. 321–338.

Kooyman, J. L.~1981!. Weddell Seal: Consummate Diver~Cambridge Uni-
versity Press, New York!.

Lengagne, T., Aubin, T., Lauga, J., and Jouventin, P.~1999!. ‘‘How do king
penguins~Aptenodytes patagonicus! apply the mathematical theory of in-
formation to communicate in windy conditions?’’ Proc. R. Soc. London,
Ser. B266, 1623–1628.

Miller, E. H. ~1996!. ‘‘Acoustic differentiation and speciation in shore-
birds,’’ in Ecology and Evolution of Acoustic Communication in Birds,
edited by D. E. Kroodsma and E. H. Miller~Cornell University Press,
Ithaca!, pp. 39–60.

Moors, H. B., and Terhune, J. M.~2003!. ‘‘Repetition patterns in harp seal
~Pagophilus groenlandicus! underwater multiple element calls,’’ Aquat.
Mamm.29, 278–288.

Oetelaar, M., Terhune, J. M., and Burton, H. R.~2003!. ‘‘Can the sex of a
Weddell seal~Leptonychotes weddellii! be identified by its surface call?,’’
Aquat. Mamm.29, 261–267.

Pahl, B. C., Terhune, J. M., and Burton, H. R.~1997!. ‘‘Repertoire and
geographic variation in underwater vocalizations of Weddell seals~Lep-
tonychotes weddellii, Pinnipedia: Phocidae! at the Vestfold Hills, Antarc-
tica,’’ Aust. J. Zool.45, 171–187.

Pavan, G., Hayward, T. J., Borasani, J. F., Priano, M., Fossati, C., and
Gordon, J.~2000!. ‘‘Time patterns of sperm whale codas recorded in the
Mediterranean Sea 1985–1996,’’ J. Acoust. Soc. Am.107, 3487–3495.

Pollack, G.~2000!. ‘‘Who, what, where? Recognition and localization of
acoustic signals by insects,’’ Curr. Opin. Neurobiol.10, 763–767.

Ray, C.~1967!. ‘‘Social behavior and acoustics of the Weddell seal,’’ Ant-
arctic Journal of the United States2, 105–106.

Richardson, W. J.~1995!. ‘‘Marine mammal hearing,’’ inMarine Mammals
and Noise, edited by W. J. Richardson, C. R. Greene, C. I. Malme, and D.
H. Thompson~Academic, Boston!, pp. 205–240.

Rogers, T., Cato, D. H., and Bryden, M. M.~1995!. ‘‘Underwater vocal

repertoire of the leopard seal~Hydrurga leptonyx!,’’ in Sensory Systems of
Aquatic Mammals, edited by R. A. Kastelein, J. A. Thomas, and P. E.
Nachtigall ~De Spil, The Netherlands!, pp. 223–236.

Ronacher, B., Krahe, R., and Hennig, R. M.~2000!. ‘‘Effects of signal
duration on the recognition of masked communication signals by the
grasshopperChorthippus biguttulus,’’ J. Comp. Physiol.@A# 186, 1065–
1072.

Schusterman, R. J.~1977!. ‘‘Temporal patterning in sea lion barking~Zalo-
phus californianus!,’’ Behav. Biol. 20, 404–408.

Schwartz, J. I., Buchanan, B. W., and Gerhardt, H. C.~2002!. ‘‘Acoustic
interactions among male grey treefrogs,Hyla versicolor, in a chorus set-
ting,’’ Behav. Ecol. Sociobiol.53, 9–19.

Sebok, A.~1968!. Animal Communication: Techniques of Study and Results
of Research. ~Indiana University Press, London!.

Serrano, A., and Terhune, J. M.~2001!. ‘‘Within-call repetition may be an
anti-masking strategy in underwater calls of harp seals~Pagophilus groen-
landicus!,’’ Can. J. Zool.79, 1410–1413.

Serrano, A., and Terhune, J. M.~2002!. ‘‘Antimasking aspects of harp seal
~Pagophilus groenlandicus! underwater vocalizations,’’ J. Acoust. Soc.
Am. 112, 3083–3090.

Stirling, I., and Siniff, D. B.~1979!. ‘‘Underwater vocalizations of leopard
seals~Hydrurga leptonyx! and crabeater seals~Lobodon carcinophagus!
near the South Shetland Islands, Antarctica,’’ Can. J. Zool.57, 1244–
1248.

Terhune, J. M.~1999!. ‘‘Pitch separation as a possible jamming-avoidance
mechanism in underwater calls of bearded seals~Erignathus barbatus!,’’
Can. J. Zool.77, 1025–1034.

Terhune, J. M., and Ronald, K.~1986!. ‘‘Distant and near-range function of
harp seal underwater calls,’’ Can. J. Zool.64, 1065–1070.

Terhune, J. M., Grandmaitre, N. C., Burton, H. R., and Green, K.~1994!.
‘‘Weddell seals lengthen many underwater calls in response to conspecific
vocalizations,’’ Bioacoustics5, 223–226.

Terhune, J., and Turnbull, S.~1995!. ‘‘Variation in the psychometric func-
tions and hearing thresholds of a harbor seal,’’ inSensory Systems of
Aquatic Mammals, edited by R. A. Kastelein, J. A. Thomas, and P. E.
Nachtigall ~De Spil, The Netherlands!, pp. 81–93.

Thomas, J. A., and Kuechle, V. B.~1982!. ‘‘Quantitative analysis of Weddell
seal ~Leptonychotes weddellii! underwater vocalizations at McMurdo
Sound, Antarctica,’’ J. Acoust. Soc. Am.72, 1730–1738.

Thomas, J. A., and Golladay, C. L.~1995!. ‘‘Geographic variation in leopard
seal~Hydrurga leptonyx! underwater vocalizations,’ 223–236.

Thomas, J. A., Ferm, L. M., and Kuechle, V. B.~1987!. ‘‘Silence as an anti
predation strategy by Weddell seals,’’ Antarctic Journal of the United
States22, 232–234.

Thomas, J. A., Puddicombe, R. A., George, M., and Lewis, D.~1988!.
‘‘Variations in underwater vocalizations of Weddell seals~Leptonychotes
weddellii! at the Vestfold Hills as a measure of breeding population dis-
creteness,’’ Hydrobiologia165, 279–284.

Turnbull, S. D., and Terhune, J. M.~1993!. ‘‘Repetition enhances hearing
detection thresholds in a harbour seal~Phoca vitulina!,’’ Can. J. Zool.71,
926–932.

Watkins, W. A., and Ray, C. G.~1985!. ‘‘In-air and underwater sounds of the
Ross seal,Ommatophoca rossi,’’ J. Acoust. Soc. Am.77, 1598–1600.

Watkins, W. A., and Schevill, W. E.~1979!. ‘‘Distinctive characteristics of
underwater calls of the harp seal~Phoca groenlandica! during the breed-
ing season,’’ J. Acoust. Soc. Am.66, 983–988.

Wiley, R. H., and Richards, D. G.~1978!. ‘‘Physical constraints on acoustic
communication in the atmoshpere: implications for the evolution of ani-
mal vocalizations,’’ Behav. Ecol. Sociobiol.3, 69–94.

Wollerman, L., and Wiley, R. H.~2002!. ‘‘Possibilities for error during com-
munication by neotropical frogs in a complex acoustic environment,’’ Be-
hav. Ecol. Sociobiol.52, 465–473.

Zuberbuhler, K., Noe¨, R., and Seyfarth, R. M.~1997!. ‘‘Diana monkeys
long-distance calls: messages for conspecifics and predators,’’ Anim. Be-
hav.53, 584–604.

1270 J. Acoust. Soc. Am., Vol. 116, No. 2, August 2004 H. B. Moors and J. M. Terhune: Repetition in Weddell seal calls



The effect of loading on disturbance sounds of the Atlantic
croaker Micropogonius undulatus: Air versus water

Michael L. Finea) and Justin Schrinel
Department of Biology, Virginia Commonwealth University, Richmond, Virginia 23284-2012

Timothy M. Cameron
Department of Mechanical Engineering, Virginia Commonwealth University,
Richmond, Virginia 23284-3015

~Received 4 December 2003; revised 3 March 2004; accepted 6 March 2004!

Physiological work on fish sound production may require exposure of the swimbladder to air, which
will change its loading~radiation mass and resistance! and could affect parameters of emitted
sounds. This issue was examined in Atlantic croakerMicropogonius chromisby recording sounds
from the same individuals in air and water. Although sonograms appear relatively similar in both
cases, pulse duration is longer because of decreased damping, and sharpness of tuning~Q factor! is
higher in water. However, pulse repetition rate and dominant frequency are unaffected. With
appropriate caution it is suggested that sounds recorded in air can provide a useful tool in
understanding the function of various swimbladder adaptations and provide reasonable
approximation of natural sounds. Further, they provide an avenue for experimentally manipulating
the sonic system, which can reveal details of its function not available from intact fish
underwater. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1736271#
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I. INTRODUCTION

The acoustics of swimbladders is of interest in diverse
fields including acoustic communication~hearing and sound
production! in fishes, sonar and deep scattering layers both in
terms of fishery investigations and military applications.
Classically, the swimbladder has been modeled as a pulsating
underwater bubble~Bergeijk, 1964; Harris, 1964!, an omni-
directional, resonant monopole that is vibrated by incident
sound and then radiates near-field vibrations to the ears or
scatters sound back to sonar receivers. Underwater studies
have demonstrated that swimbladders have a lower Q, an
index of sharpness of tuning, and are more rapidly damped
than a free bubble~Batzler and Pickwell, 1970; McCartney
and Stubbs, 1970; Sand and Hawkins, 1973; Weston, 1967!,
but this difference is typically explained as a consequence of
damping by fish tissue rather than a property of the bladder.
Weston~1967! demonstrated that a bladder’s shape can alter
its natural frequency, and more modern studies employing
boundary element modeling have considered bladder shape
as a variable~Francis and Foote, 2003!. These models, how-
ever, do not consider the possibility that the bladder for other
reasons may not act as a resonant bubble.

Recent work on toadfish and weakfish is not in agree-
ment with the classical conceptions of swimbladder acous-
tics; their bladders appear to be low Q resonators~Bradbury
and Vehrencamp, 1998! that gain little amplitude from reso-
nance. Deflating the swimbladder does not affect hearing
thresholds in the toadfish or in several other hearing gener-
alist species~Fay and Popper, 1975; Lugliet al., 2003; Yan
et al., 2000!, and the directionality pattern of toadfish boat-
whistles measured in the York River departs from omnidirec-

tionality, in a pattern reflecting the heart shape of the swim-
bladder ~Barimo and Fine, 1998!. Physiological work
comparing sound emission to bladder movement patterns
measured with a laser vibrometer in air indicated motion
resembling more a lateral quadrupole than a monopole~Fine
et al., 2001! although the bladder has a monopole component
that dominates the radiation because of its small size com-
pared to a wavelength of emitted sound~Barimo and Fine,
1998!. Finally, the damping coefficient of the bladder in air is
equivalent to that of an automobile shock absorber, not what
would be expected of a resonant bubble~Fine et al., 2001!.

Similarly in weakfish, dominant frequency appears to be
related to contraction parameters of the sonic muscle rather
than the natural frequency of the bladder~Connaughton
et al., 2000, 2002!. Different cycles of the pulse waveform
vary in duration, and the inverse of the second cycle, the one
with the greatest energy, closely predicts the dominant fre-
quency of the call. Its duration increases in larger fish, which
would take longer to complete a muscle twitch, resulting in a
lower dominant frequency. Furthermore, in similarly sized
fish its duration decreases at higher temperatures, which
would permit a more rapid twitch, resulting in a higher domi-
nant frequency. Neither of these findings is consistent with
sound generation by the natural frequency of the bladder.

The weakfish were recorded in air to escape the difficul-
ties inherent in small tanks including resonance and proxim-
ity to pressure release boundaries~Akamatsuet al., 2002;
Parvulescu, 1964!, and the ventral surface of the toadfish
swimbladder was exposed to air as the target in the laser
vibrometer study. This exposure to air reduces the mass load-
ing and radiation resistance on the bladder and indicates that
body damping does not account for our failure to observe
resonance effects. Reducing the mass and resistance loading
decouples them from other loads and allows analysis of othera!Electronic mail: mlfine@vcu.edu
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acoustic characteristics such as damping of the swimbladder
wall. Because access to the bladder in air provides numerous
advantages for acoustical and physiological investigations, it
is important to experimentally determine the affect of
changes in loading~air versus water! on fish swimbladder
sounds. We examined this problem during an investigation of
sounds in Atlantic croakerMicropogonius chromisby re-
cording sounds from a series of fish in both air and water
~each fish was compared against itself in both conditions!.

II. METHODS

CroakersMicropogonius undulatuswere caught in the
Chesapeake Bay and maintained in running York River water
in a tank at the Oyster Hatchery at the Virginia Institute of
Marine Science. Individuals were netted and transported in a
bucket with aeration to the adjacent boat harbor for record-
ing. The harbor is enclosed except for a narrow passageway
and is typically free of wave and boat engine noise. Each fish
was recorded in air with a microphone while being hand held
for several seconds. It was then quickly placed in a plastic
mesh holder and immediately suspended to a depth of 0.75 m
~water depth was 1.5 m! at a distance of 1 m from a Sippican
calibrated omnidirectional hydrophone, also at 0.75-m depth.
The hydrophone and fish were both positioned 1 m from a
horizontal walkway, i.e., they were approximately 2 m from
the wooden wall of the harbor. Some fish required gentle
prodding with a dowel rod to induce sound production.
Sounds were recorded on a Sony TCD model digital audio
tape recorder~48 kHz bandwidth! and analyzed on a Kay
Elemetrics 5500 Sonagraph. Typically five pulses per indi-
vidual were analyzed although two of the fish in water pro-
duced fewer than five pulses in which case all pulses were
measured~one fish produced three pulses and another four!.
The data for each fish were averaged and treated as anN of
1. We recorded sounds in both air and water for five fish and
compared them by pairedt-test. Because train duration and
number of pulses were not normally distributed, they were
compared with a Mann-Whitney U test.

III. RESULTS

Croaker disturbance call trains are longer in air than in
water@p50.008, Fig. 1~a!#. In fact some fish that call when
being handled in air lapse into silence upon return to the
water or produce fewer pulses@p50.03, Fig. 1~b!#, suggest-
ing that being handled in air is perceived as a greater distur-
bance than being confined and prodded underwater.

Croaker calls appear generally similar on sonagrams
whether recorded in air or water~Fig. 2! although expanded
oscillograms indicate important differences~Fig. 3!. Oscillo-
grams of individual pulses start with a low amplitude half
cycle that can be either positive or negative but is negative in
these recordings. In water the next cycle has the greatest
amplitude and contains most of the energy in the call fol-
lowed by a rapid decay@Fig. 3~d!#. The major difference
between waveforms in air and water is the decay pattern,
which damps more rapidly in air. Coincident with greater
damping, the power spectrum is broader and less peaked in
air although central frequencies are similar in both spectra

~Fig. 3!. Dominant frequencies and durations of the most
intense cycle are also similar in air and water@Figs. 4~a! and
~d!#, and the duration of the most intense cycle largely deter-
mines the dominant frequency. Similarly, the pulse repetition
rate was similar in both conditions@Fig. 4~f!#. Significant
differences exist in the sharpness of tuning, and Q values
approximately double from a mean of 1.3 to 2.9@Fig. 4~b!#,
a factor of 2.2 sharper in water. Values for individuals range
from 1.04 to 1.48 in air and from 2.08 to 3.09 in water. Again
the increased sharpness is reflected in more rapid damping in
air, with water sounds having a longer duration@Fig. 4~c!#
and averaging an extra cycle@Fig. 4~e!#.

FIG. 1. Mean6SE train duration~a! and number of pulses per train~b! for
five croakers recorded in water and air.

FIG. 2. Sonagram and oscillogram of a train of sounds recorded in air and
under water from an individual croaker.
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IV. DISCUSSION

Examining the physiology and acoustics of sonic
muscle-swimbladder mechanisms in sound production in air
provides numerous advantages, particularly accessibility and
simplified acoustics, compared to recording sounds in natural
bodies of water, typically at unknown distances from the
caller, or in tanks that are subject to various artifacts~Aka-
matsuet al., 2002; Parvulescu, 1964!. Further, some fish dis-
turbance calls may actually be directed against aerial preda-
tors ~Fine and Ladich, 2003!, and sounds recorded in air and
water generally appear qualitatively similar on sonagrams.

An important question is the effect of reflections from
the harbor wall and the surface on the call waveforms. We
discount wall reflections as important since pine has a similar
acoustic impedance to sea water (1.573106 to 1.543106

Rayls, respectively! ~Kinsler et al., 2000!, and saturation
with water would diminish even this small difference. Wet
soil grading to dry behind the sea wall will also not offer a
sharp discontinuity. The air–water interface is a strong re-
flective barrier, but it will reflect a signal out of phase, mak-
ing it unlikely that a longer signal, i.e., lower damping, is an
artifact of reflection. Additionally the hydrophone and fish
were positioned half way between the surface and the bot-
tom, which will reflect a signal in phase. Opposite phases of
reflections from the surface and bottom should ensure at least
some measure of cancellation of these extraneous signals. In
any event a true free acoustic field without reverberation
from barriers and living organisms does not occur in the
shallow waters in which croakers live. Our calculations
~Table I! indicate that the mass loading of a 2-cm-radius
bubble~approximate dimension of the croaker swimbladder!
in water at 0.75 m depth is almost 1000 times greater than
the mass loading in air, and the radiation resistance is 175
times greater in water. Reflections do not change the signal
frequency, so loading effects are the only factor in consider-
ing the possibility of changes in resonant frequency. The
large loading differences will have a much greater effect on
the damping comparison than the artifacts of reflections.

The current investigation makes it clear that there is a
price incurred for the decreased mass and resistance loading
in air, but we suggest that price may not be as great as it first
appears. Pulse repetition rate for croaker sounds is similar
between air and water. Since pulse repetition rate is deter-
mined by a central nervous system pattern generator, the ba-
sic neural control of sound production appears unchanged.
Further, driving patterns of the swimbladder forced by sonic
muscle contraction should be unchanged as indicated by the
similarity in duration of the most intense cycle of the call,
which has been shown to determine the dominant frequency
of weakfish ~Connaughtonet al., 2000, 2002! and croaker
calls ~Schrinel et al., in progress!. Muscle origin, insertion
and action will not change in air, and the bladder will be
vibrated in a similar pattern and frequency. The radiation
pattern can be affected by changing ‘‘k•a, ’’ where ‘‘k’’ is the
wave number and ‘‘a’’ is the characteristic radius of the
source, but in both air and water the low frequency limit
approximation fork•a!1 holds fairly well ~Table I!.

We suggest that the differences in these calls recorded in

FIG. 3. Expanded oscillograms and power spectra of a sound pulse recorded
in water and air from the individual in Fig. 2. Tick marks on the relative dB
scale represent 7 dB.

FIG. 4. Comparison of sound parameters (mean1SE) recorded in water and
air for five croakers. Statistics are based on pairedt-tests.* p,0.05, ** p
,0.01,*** p,0.001.

TABLE I. Determination of k•a; validation of low frequency
approximation.

Parameter Water @ 75 cm Air

Static pressure,P (dynes/cm2) 1.0883106 1.0133106

Density,r (g/cm3) 1.025 1.2131023

Speed of sound,c ~cm/s! 1.53105 3.43104

Dominant oscillation frequency,f ~Hz! 500 500
Wave number,k52pf/c ~rad/cm! 0.0209 0.0924
Croaker swimbladder radius,a ~cm! 2.0 2.048a

k•a 0.042 0.189
Radiation massb ~g! 103 0.131
Radiation resistanceb (dyne•s/cm) 1.363104 77.7

aThe swimbladder radius in air is calculated from the radius in water using
Boyle’s Law ~for the same moles of gas at the same temperature:
pressure3volume5constant).

bKinsler et al. ~2000!, Eq. ~8.10.24!: mr54pa3r andRr54pa2rc(ka)2.

1273J. Acoust. Soc. Am., Vol. 116, No. 2, August 2004 Fine et al.: Acoustic loading



air and water would not be particularly meaningful to the
fish. Fishes primarily rely on the temporal structure of their
calls for coding information~Fine et al., 1977; Winn, 1964;
Zelick et al., 1999!, and pulse rate does not change though
pulse duration does. This difference in pulse duration would
likely be at least partially masked by other fish signals and
background noise in a chorus of calling fish. These signals
were recorded under unusually quiet conditions, and measur-
ing the duration of fish pulses recorded in natural bodies of
water is notoriously difficult because it is almost impossible
to determine precisely when a call disappears in the back-
ground noise. Therefore the final attenuated cycle in water is
less likely to be heard unless the fish are close to each other.
Although the frequency spectra are broader in air than in
water, the dominant frequencies are similar. Since dominant
frequency scales inversely with fish size in weakfish~Con-
naughtonet al., 2000, 2002! and croaker~Schrinelet al. in
progress!, it is reasonable to hypothesize that croakers could
estimate relative size of the caller equally in aerial and un-
derwater recordings. Frequency discrimination thresholds to
tones measured in hearing generalist fishes are likely to be
over 50 Hz for a 500-Hz tone and increase at higher frequen-
cies ~Fay and Megela Simmons, 1999!. To our knowledge
perception of differences in frequency spectra for pulsatile
sounds has not been measured in fishes. The amplitude of the
sound in the tails of the broader frequency spectrum is less
than the amplitude surrounding the dominant frequency, and
the more intense dominant frequency would tend to mask
concurrent sound of lower amplitude~Fay and Megela Sim-
mons, 1999!. There is currently no basis to presume the fish
would detect sound in the weaker tails of the distribution~the
ability to discriminate frequencies degrades at higher fre-
quencies, and lower frequencies are more likely to be
masked by additional background noise!.

Differences between air and water affect the related pa-
rameters of pulse duration, bladder damping and sharpness
of tuning. The bladder experiences a forced rather than a
resonant response from the sonic muscles since the dominant
frequency is the same in both media. If the response were
driven by a bladder resonance, the dramatic reduction in
mass loading in air would increase the dominant frequency
~Fine et al., 2001; Kinsler et al., 2000!. However, the
broader frequency peak in air suggests that the response of
the bladder is not fully controlled by muscle contractions.
The broader peak in air suggests that muscle contraction is a
one-way actuator that drives the dominant frequency of the
response, at least for the first quarter cycle, and perhaps
longer, but that the swimbladder relaxes according to a free
response controlled by its mechanical properties~mass, stiff-
ness, damping! and the radiation mass and resistance load-
ing.

A complete understanding of fish swimbladders as
acoustic radiators must consider acoustic loading in their
natural habitats. However, opening the inside of fishes to
companion anatomical, physiological and acoustical study
including measurements made in air will provide a deeper
understanding of various bladder adaptations and their
acoustic functions. Considering potential artifacts from tank
recordings ~Akamatsu et al., 2002! and effects of back-

ground noise and environmental filtering in field recordings
of unseen subjects~Fine and Lenhardt, 1983; Lugli and Fine,
2003; Mann and Lobel, 1997!, aerial recordings provide a
reasonable approximation of natural sounds. The duration of
short sounds like weakfish and croaker pulses driven by a
single muscle contraction represent the worst case, whereas
effects on longer sounds such as a toadfish boatwhistle will
be minimal in aerial recordings.
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Intravascular ultrasound~IVUS! is known to be the reference tool for preoperative vessel lesion
assessments and for endovascular therapy planning. Nevertheless, IVUS echograms only provide
subjective information about vessel wall lesions. Since changes in the vascular tissue stiffness are
characteristic of vessel pathologies, catheter-based endovascular ultrasound elastography~EVE! has
been proposed in the literature as a method for outlining the elastic properties of vessel walls. In this
paper, the Lagrangian Speckle Model Estimator~LSME! is formulated for investigations in EVE,
i.e., using a polar coordinate system. The method was implemented through an adapted version of
the Levenberg-Marquardt minimization algorithm, using the optical flow equations to compute the
Jacobbian matrix. The theoretical framework was validated with simulated ultrasound rf data of
mechanically complex vessel wall pathologies. The results, corroborated with Ansys finite element
software, demonstrated the potential of EVE to provide useful information about the heterogeneous
nature of atherosclerotic plaques. ©2004 Acoustical Society of America.
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I. INTRODUCTION

Intravascular elastography, or equivalently endovascular
elastography~EVE!, was introduced in the late nineties as a
new imaging modality that aims to outline the elastic prop-
erties of vessel walls. In EVE, the vascular tissue is com-
pressed by applying a force from within the lumen. Indeed,
the compression can be induced by the normal cardiac pul-
sation or by using a compliant intravascular angioplasty bal-
loon. The feasibility of EVE was investigatedin vitro with
phantom studies~de Korte et al., 1997! and with excised
vessels~de Korte et al., 1998 and 2000a; Brusseauet al.,
2001; Wanet al., 2001!, and in vivo on human coronary
arteries~de Korteet al., 2000b!. Interestingly, it was demon-
strated that EVE could provide information that is occlusive
to intravascular ultrasound~IVUS! images.

However,in vivo, the position of the catheter in the lu-
men is generally off center and may move in response to the
flow pulsatility. Moreover, the lumen geometry is often not
perfectly circular. In such conditions, the ultrasound beam
does not run parallel with tissue displacements, and appro-
priate coordinate systems are required to model both the ul-

trasound propagation and the tissue motion. Owing to that,
~one-dimensional! 1-D-motion estimators may not be opti-
mal for EVE applications. Ryan and Foster~1997! then pro-
posed to use a 2-D correlation-based speckle tracking
method to compute vascular elastograms. Additionally to a
2-D correlation-based estimator, Shapoet al. ~1996a, 1996b!
proposed the use of an angioplasty balloon to stabilize the
catheter in the vessel lumen. Those phantom investigations
tended to demonstrate the feasibility of EVE in the presence
of motion artifacts, and its potential to provide new diagnosis
information that may help in the functional assessment of
atherosclerosis.

Another strategy was proposed by de Korteet al.
~2000b! to minimize artifacts due to catheter motion. It con-
sisted in using pre- and post-motion images near end-diastole
for a pressure differential of approximately 5 mm Hg. The
computedin vivo elastograms could detect an area composed
of hardened material, which was corroborated with IVUS
B-scans that revealed a large calcified area. This last method
may become a standard procedure if one considers EVE
without the use of an angioplasty balloon.

So far, EVE appears a very attractive and promising tool
to characterize the mechanical properties of vessel walls.
However, in return, it is potentially limited by motion arti-

a!Director of the Laboratory of Biorheology and Mecidal Ultrasonics,
Electronic mail: guy.cloutier@umontreal.ca
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facts. Furthermore, it is also limited by the heterogeneous
nature of the vascular tissue and of the plaque itself that may
induce very complex tissue deformations~nonrigid rotation,
scaling, shear, etc.!. Most of the currentelastographicmeth-
ods use correlation techniques to assess tissue motion and
may not be optimal to investigate such complex strain pat-
terns. In this paper we propose an adaptation of the Lagrang-
ian Speckle Model Estimator~LSME! for strain computation
in EVE, i.e., for a formulation in a polar coordinate system.
The method was implemented through an adapted version of
the Levenberg-Marquardt minimization algorithm, using the
optical flow equations to compute the Jacobbian matrix.
While the full 2-D polar strain tensor was assessed, only the
radial strain parameter is displayed in this paper. The theo-
retical framework was validated with simulated ultrasound rf
data of mechanically complex vessel wall pathologies.
Namely, oneidealizedand onerealistic plaque were investi-
gated. Whereas the former allowed validating the potential of
the method to differentiate between hard and soft vascular
tissues, the latter showed its potential to characterize the het-
erogeneous nature of atherosclerosis. Interestingly, it is
worth noting that a polar image-formation model that simu-
lates the spatial variation of the ultrasound beam with depth
was also introduced.

This paper is organized as follows. In Sec. II A, the for-
ward problem in EVE is addressed; it is followed by the
derivation of the tissue motion estimator in Sec. II B, and by
the biomechanical simulations of the vessel walls in Sec.
II C. Results are presented in Sec. III, while in Secs. IV and
V we discuss the results and draw conclusions and perspec-
tives to this work.

II. METHODOLOGY

Endovascular elastography~EVE! is a catheter-based
modality, which gives insights about mechanical properties

of the vessel wall. Following the example of IVUS, and as
schematically illustrated in Fig. 1, the transducer is placed at
the tip of the catheter and cross-sectional imaging of a vessel
is generated by sequentially sweeping the ultrasound beam
over a 360° angle. Mechanical parameters~radial strain, in
this case! are estimated from analyzing the kinematics of the
vascular tissue during the cardiac cycle~or in response to an
angioplasty-balloon push!.

A. The forward problem in EVE

1. The polar static-image-formation model

The image-formation model is for a rotating beam
~single element or an array transducer system! and is thus
expressed in polar coordinates. It is based on previous works
by Bamber and Dickinson~1980!. Such a model was used by
Meunier and Bertrand~1995! to study speckle dynamics; it
was also considered to investigate speckle motion artifacts
~Kallel and Bertrand, 1994; Maurice and Bertrand, 1999b!.
Under assumptions such as space-invariance of the imaging
system, and plane strain conditions for the motion~that is no
transverse motion is involved!, the following simple 2-D
model was used~Maurice and Bertrand, 1999b!:

I 8~x,y!5h8~x,y! ^ z8~x,y!, ~1!

whereI 8(x,y) is the radio-frequency~rf! image,h8(x,y) is
the point-spread function~PSF! of the ultrasound system,̂
is the 2-D convolution operator, andz8(x,y) is a function
representing the acoustic impedance variations, which was
modeled as a white Gaussian noise~random distribution of
uncorrelated scatterers within the region of interest!. As it
will be seen further in this section, the notation ‘‘8’’ is only
for convenience and it does not refer to any mathematical
operator.

Because the speckle dimension varies with depth for po-
lar scan systems such as the one described in Fig. 1, Eq.~1!
is valid only for small regions of interest~ROI!. Accordingly,
the linear image-formation model is formulated using the
superposition integral, given by

I ~r ,w!5E E h~r ,w,r 8,w8!z~r 8,w8!r 8 dr8 dw8, ~2!

wherer andw are the radial~depth! and angular coordinates,
respectively;I (r ,w), h(r ,w), and z(r ,w) are the polar rf
image, polar PSF, and the acoustic impedance function
mapped in polar coordinates, respectively; (r 8,w8) is the po-
sition of the ‘‘point object’’ used to define the polar PSF.
Furthermore, for a polar scan system,h(r ,w) can be consid-
ered angular-position invariant; therefore, Eq.~2! becomes

I ~r ,w!5E E h~r ,r 8,w2w8!z~r 8,w8!r 8 dr8 dw8. ~3!

It is convenient to model the PSF as a 1-D cosine modu-
lated by a 2-D Gaussian envelope; that is a simple approxi-
mation of the far field PSF. The mathematical formulation
can be expressed as

FIG. 1. A schematic illustration of the image acquisition process in IVUS
and EVE. The transducer is placed at the tip of the catheter and cross-
sectional imaging of the vessel is generated by sequentially sweeping the
ultrasound beam over an angle of 360°. In this ideal situation, the ultrasound
beam runs parallel with the vascular tissue motion, i.e., in the (r ,w) coor-
dinate system.
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h~r ,r 8,w2w8!5e2~~r 2r 8!2/2sr
2
1~w2w8!2/2sw

2
!

3cosS 2p
f tr

c/2
~r 2r 8! D , ~4!

wheres r is a pulse length parameter;sw[sw(r ) is a beam-
width parameter;b f tr andc are the transducer frequency and
the sound velocity in soft tissue, respectively. For simplicity,
it is assumed thatsw(r ) is a linear function ofr; it is ex-
pressed as

sw~r !5
r

RL
s0 , r>RL , ~5!

with RL being the lumen radius ands0 the beam width at
r 5RL . In such a situation, the beam forms a sector that
linearly increases with depth through the vessel wall. It is
important to notice that Eqs.~4! and~5! define a very simple
approximation of the PSF in the far-field. In practice, the
near field beam profile is more complex. However, it can be
assumed that the transducer is positioned near the middle of
the lumen, so that the vessel wall is not in the near field.c

Additionally to the divergence of the ultrasound beam pro-
file, the nonplanar nature of the wavefronts also raises the
complexity of the polar scan model; this aspect was not mod-
eled in the current study.

In theory,sw(r ) is a continuous function ofr. However,
for simplification it will be considered as a piecewise con-
stant function, then partitioning regions being defined by the
boundaries 05r 0,r 1,r 2,¯<r n . For convenience, each
partition will be denoted asPi , that is,

Pi5] r i 21 ,r i ], i 51,...,n. ~6!

Equation ~6! defines an interval; the reversed left bracket
means thatr 0 ~the first element of the interval! is excluded. A
discrete approximation ofsw(r ) is then defined as follows:

sw~r !ur PPi
>sw~Pi !5

Pi

RL
s0 , ~7!

wherePi is the mean radial distance of the intervalPi . Now,
assuming that the PSF is locally depth-invariant, i.e., on each
Pi , the linear model of Eq.~3! can be approximated by the
following convolution form:

I ~r ,w!>(
i 51

n

I ~Pi ,w!5(
i 51

n

@h~Pi ,w! ^ z~Pi ,w!#, ~8!

with

h~Pi ,w!5h~r ,w!ur PPi

5e2~r 2/2sr
2
1w2/2sw~r !2! cosS 2p

f tr

c/2
r D .

While the continuity ofI (r ,w) at the boundaries of the
partitions can be questioned, Eq.~8! presents a simple ap-
proximation model of a polar scan system. Figure 2 illus-
trates the implementation of such a model for a 20 MHz
transducer with a 60% bandwidth at23 dB and a beam
width ~width at half maximum52.353s0) of 0.1 mm.
z(r ,w) is assumed to be a continuum. For the purpose of the
simulations presented below,z(r ,w) was simply obtained by

generating a 2-D normally distributed random field. The lu-
men and the tissue surrounding the vessel were assumed to
be, respectively, 2.5 and 1.67 times less echoic than the wall.

Figure 2~a! shows the beam profile as a function of
depth. The beam width increases linearly, being minimal in
the lumen and maximal in the surrounding tissue; the parti-
tion numbern was set at 5. Figure 2~b! presents a simulated
polar B-mode image for an homogenous vessel section,
whereas Fig. 2~c! gives the equivalent IVUS image~in Car-
tesian coordinates!.

2. The tissue-motion model

For a small ROI, tissue motion can be approximated by
an affine transformation; this can be expressed in Cartesian
coordinates as

~9!

where u j is a function of timet „u j (t)…. Equation 9 ex-
presses a translation of the center of the ROI~vector @Tr #)
and a linear geometrical transformation of coordinates~ma-
trix @LT#).d It can also be seen as trajectories that describe a
tissue motion in a region of constant strain~Maurice and
Bertrand, 1999a!. Strain is usually defined in terms of the
gradient of a displacement field; sincep(x,y,t) andq(x,y,t)
represent the new position of a point (x,y), the (ux ,uy)
components of the displacement vector in the (x,y) coordi-
nate system are given by

Fux

uy
G5Fp~x,y,t !2x

q~x,y,t !2yG5Fu1

u4
G1DFxyG , ~10!

with

FIG. 2. Image-formation model for a 20 MHz polar scan system;~a! shows
the beam profile as a function of depth;~b! presents the simulated polar
B-mode image for an homogenous vessel section;~c! is the IVUS simulated
image.
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D5Fu221 u3

u5 u621G .
In the above equation,D can be defined as the Cartesian
deformation matrix. Thee i j , which are the components of
the strain tensore, are expressed in terms of theD i j compo-
nents as

e i j ~ t !5 1
2 @D i j ~ t !1D j i ~ t !#. ~11!

Furthermore, the radial and tangential components of the
displacement vector (ur ,uw) in the (r ,w) coordinate system
are, respectively, given as

ur5Aux
21uy

2,

uw5arctanS uy

ux
D ,

with

ux[ux„x~r ,w!,y~r ,w!… and uy[uy„x~r ,w!,y~r ,w!….
~12!

The polar deformation matrix, labeled asj(t), then can be
derived from Eqs.~12! and ~10!; it is given as

j~ t !5F ]uw

]w

]uw

]r

]ur

]w

]ur

]r

G
5F ]uw

]ux

]uw

]uy

]ur

]ux

]ur

]uy

GF ]ux

]x

]ux

]y

]uy

]x

]uy

]y

GF dx

dw

dx

dr

dy

dw

dy

dr

G
5F ]uw

]ux

]uw

]uy

]ur

]ux

]ur

]uy

G DF dx

dw

dx

dr

dy

dw

dy

dr

G , with H x5r cosw,
y5r sinw .

~13!

The LSME computes the full 2-D-strain tensorj(t).
However, for the purpose of this paper, only the map of the
j rr (5e rr ) component~the radial strain, labeled in EVE as
the elastogram! is displayed. For small deformations, the
elastogram is expected to provide cartography of relative tis-
sue stiffness inside the vessel wall. This assumption holds,
for example, when pre- and post-motion rf images are ac-
quired for a small pressure gradient, i.e., at the end-diastole.
j rr can be expressed as a function of the Cartesian deforma-
tion matrix ~D! as

j rr ~ t !5
]ur

]r
5F ]ur

]ux

]ur

]uy
GDFcosw

sinw G . ~14!

3. The polar dynamic-image-formation model

The 2-D polar dynamic-image-formation model for an
in-plane tissue motion is now derived. It is worth remember-
ing thatz(r ,w) is a map of the acoustic impedance variations
z8(x,y) in polar coordinates, which can mathematically be
expressed as

z~r ,w!5z8~x,y!ux5r cosw
y5r sin w

. ~15!

The affine transformation onz8(x,y) can be set by only
changing the (x,y) coordinates. Without loss of generality, it
is assumed that translation is absent, and@Tr # in Eq. ~9! can
thus be neglected. It is also interesting to notice that impress-
ing @LT# on the tissue to simulate deformation requires the
computation of the inverse transformation@LT21# on the
coordinates. Hence, for an (r ,w) in-plane motion, the 2-D rf
polar dynamic-image-formation model at timet becomes

I ~r ,w,t !>(
i 51

n

I ~Pi ,w,t !

5(
i 51

n

@h~Pi ,w! ^ zLT
p
21~Pi ,w!#,

with

zLT
p
21~Pi ,w!5zLT

p
21~r ,w!ur PPi

5zLT218 ~x,y!ux5r cosw
y5r sin w

.

~16!

In Eq. ~16!, zLT218 (x,y) indicates a change in coordinates for
the functionz8(x,y); that change involves the 232 matrix
@LT21#. Similarly, zLT

p
21(Pi ,w) indicates a change in coor-

dinates for the functionz(Pi ,w) where the 232 matrix
@LTp

21# is involved. Implicitly, this means that@LT# ~as well
as @LTp#) is invertible. This assumption is valid for an in-
compressible continuum.

B. Tissue motion estimation in EVE

1. Lagrangian speckle image (LSI)

Vascular tissue may rotate, shear, stretch, or compress in
the measurement plane. Such kinematics set a fundamental
limitation to correlation-based tissue motion estimators, if
they are not appropriately compensated for. In conventional
elastography, where an external compression is induced,
Ophir et al. ~1999! proposed to partially compensate for such
decorrelation by using temporal stretching of the post-motion
signals, whereas Chaturvediet al. ~1998a,b! proposed the
2-D-companding method. Interestingly, the Lagrangian
speckle image~LSI! was introduced to describe ultrasound
signals compensated for tissue motion~Maurice and Ber-
trand, 1999a!. For instance, in the dynamic image-formation
model of Eq.~16!, tissue motion is modeled by applying the
linear transformation matrix@LTp

21# to z(r ,w). Hence, the
motion-compensated image, said the LSI, is obtained
through applying@LTp# ~the inverse of@LTp

21#) to a post-
motion rf image at timet given by I (r ,w,t). For the polar
dynamic image-formation model given by Eq.~16!, the LSI
~noted asI Lag) is then expressed as

I Lag~r ,w,t !5@ I ~r ,w,t !#LTp

>F(
i 51

n

h~Pi ,w! ^ zLT
p
21~Pi ,w!G

LTp

5(
i 51

n

@hLTp
~Pi ,w! ^ z~Pi ,w!uLTpu#. ~17!
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In the above equation,uLTpu is the determinant of the matrix
@LTp#.

2. The Lagrangian speckle model and the minimization
problem

As described in Maurice and Bertrand~1999a!, the
motion-compensated rf image~LSI! directly involves the La-
grangian description of motion. For instance, it is expressed
in Eq. ~17! that the LSI brings back material points to the
positions where they originally stood. Accordingly, a conve-
nient model to formulate the LSI can be given as

I ~r ,w,0!5I Lag~r ,w,t !1R~r ,w,t !

5@ I ~r ,w,t !#LTp
1R~r ,w,t !, ~18!

where R(r ,w,t) can be seen as an error term. The math-
ematical model for a tissue motion estimator then can be
formulated as

MIN
LTp

i I ~r ,w,0!2@ I ~r ,w,t !#LTp
i2

5MIN
LTp

i I ~r ,w,0!2I Lag~r ,w,t !i2

5MIN
LTp

iR~r ,w,t !i2. ~19!

The minimum is obtained using the appropriate@LTp#. It is
worth remembering that@LTp# is a linear transformation ma-
trix; it maps the Cartesian trajectories@Eq. ~9!# in a polar
coordinate system. However, for a small ROI (Dr ,Dw) that
is far from the vessel lumen center, motion equivalently can
be investigated using either a polar or a Cartesian coordinate
system. In other words, the following approximation can be
done to compute the elastogram:

j>LT2I , ~20!

whereI is the 2-D-identity matrix.

3. The Levenberg-Marquardt nonlinear minimization

Several gradient-based methods exist to numerically
solve minimization problems as given by Eq.~19!. Here,
tissue motion was assessed by using the Levenberg-
Marquardt method~L&M ! ~Levenberg, 1963; Marquardt,
1944!. As presented in Appendix A, at thekth iteration, the
L&M regularized inversion was implemented as

DuW k5@Jk21
T Jk211lkI #21Jk21

T
„IW02IWLag~uW k21!…, ~21!

whereDuW k is a vector of increments used to update the La-

grangian images (DuW k is also known in the literature as the
step size!; @Jk21# is the Jacobian matrix;T designates the
transpose operator;lk is a non-negative scalar,I is the iden-
tity matrix; I 0(r ,w,0) andI Lag(r ,w,t) are rewritten asI 0 and
I Lag(uW ), respectively; anduW is the vectorization of@LTp#.

4. The optical flow equations and the Jacobian matrix

The optical flow equations, or material derivatives, give
a relationship between measures in Eulerian and Lagrangian
coordinate systems, respectively~Horn, 1986!. For instance,
I Lag(uW

k21) can be seen as a function that describes a material

property. Under such an assumption, as presented in Appen-
dix B, the full expression for the 6 components of the Jaco-
bian matrix@Jk21# @Eq. ~21!# is given as

]I Lag~uW k21!

]uW
>

]I ~uW k21!

]uW

52H ]I

]x
,
]I

]x
x,

]I

]x
y,

]I

]y
,
]I

]y
x,

]I

]y
yJ . ~22!

Equation~22! was implemented to compute the Jacobian ma-
trix required to solve the minimization problem of Eq.~19!.

C. Biomechanical simulations of vessel wall
kinematics

1. Model design and image analysis

The computational structural analysis was performed on
one simulated idealized coronary plaque~Fig. 3!, and on a
model created from measurements made of a typical com-
posite plaque identified from anin vivo IVUS image @Fig.

FIG. 3. Schematic representation of an ‘‘ideal’’ plaque. The Young’s modu-
lus for the normal vascular tissue was 80 kPa, while the plaque~three times
stiffer! was set at 240 kPa. To emulate boundary conditions as provided by
the surrounding environment, the Young’s modulus for the surrounding tis-
sue was set at 1000 kPa.

FIG. 4. ~a! In vivo IVUS cross-sectional image of a coronary plaque;~b!
2-D finite element mesh of the unloaded real geometry with spatial distri-
bution of the plaque constituents. The Young’s modulus for the healthy
vascular tissue~or adventicia and media! was 80 kPa, while the dense fibro-
sis ~three times stiffer! was set at 240 kPa, and the cellular fibrosis at 24 kPa
~ten times softer than the dense fibrosis!.
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4~a!#. Whereas the former allowed validating the potential of
the method to differentiate between hard and soft vascular
tissues, the latter investigated its potential to characterize the
heterogeneous nature of atherosclerotic plaques, which is
linked to the risk of rupture and thrombosis. The major dif-
ficulty in computational structural analysis based onin vivo
imaging is to determine the unloaded physiological configu-
ration of the artery, i.e., the configuration when the artery is
subjected to no external load. This configuration has to be
known for finite element~FE! simulations. To obtain this
unloaded state, adenosine triphosphate~ATP! ~Striadyne®,
Wyeth France Laboratories! was injected to the patient,e as
previously described by Ohayonet al. ~2001!. All contours
in the IVUS image were manually traced@Fig. 4~b!#. These
contours are those of the lumen border, media, adventicia,
and plaque components~dense fibrosis and cellular fibrosis!.
The adventicia contour was added in the simulation and it
had a mean thickness of 350mm ~Rioufol et al., 1999!, so as
to take account of its protective role against any radial over-
stretching of the artery~Rachev, 1997!. The various contours
were digitized using the Un-Scan-It® software~Silk Scien-
tific, Inc., Orem, UT!.

2. Material properties

For the two models, the materials were considered as
quasi-incompressible~Poisson ratiosn50.49! and isotropic
with linear elastic properties. The Young’s modulus for the

healthy vascular tissue~or adventitia and media! was 80 kPa
~Williamson et al., 2003!, while the dense fibrosis~much
stiffer! was set at 240 kPa, and the cellular fibrosis~softer
than the dense fibrosis! was chosen at 24 kPa~Ohayonet al.,
2001; Treyveet al., 2003!. Whereas the surrounding tissue
was not investigated, the bulk boundary conditions, as it may
eventually be provided by surrounding organs, were simu-
lated by imbedding the vessel in a stiffer environment of
1000 kPa Young’s modulus.f

3. Structural analysis

Finite element~FE! computations were performed using
the ANSYS 5.7® software~Ansys, Inc., Cannonsburg, PA!.
Static simulations of coronary plaque under loading blood
pressure were performed on the geometrical models previ-
ously described@Figs. 3 and 4~b!#. Nodal displacements were
set to zero on the external boundaries of the surrounding
tissue.

The various regions of the plaque components were then
automatically meshed with triangular~6 nodes! and quadran-
gular ~8 nodes! elements. The FE models were solved under
the assumption of plane and of finite strains. The assumption
of plane strain was made because axial stenosis dimensions
were of at least the same order of magnitude as the radial
dimensions of the vessel. Moreover, the assumption of finite
deformation was required as the strain maps showed values
up to 30% for physiological pressures~Loree et al., 1992;

FIG. 5. Schematic implementation of the polar dynamic image-formation model.
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Chenget al., 1993; Leeet al., 1993; Ohayonet al., 2001;
Williamsonet al., 2003!. However, the kinetics reported here
were achieved with small pressure gradients~around 15 mm
Hg! such that the radial strain remained below 10%. The
Newton–Raphson iterative method with a residual nodal tol-
erance of 431024 N was used to solve the FE models. The

calculations were performed with a number of elements close
to 7200.

This computational structural FE analysis was used to
perform the kinematics of the vascular tissue. The dynamic
image-formation model@Eq. ~16!# was implemented using
the Matlab software~The MathWorks Inc, MA, USA, ver.

FIG. 6. ~a! Theoretical radial strain elastogram, computed with Ansys FE software, for the idealized plaque;~b! theoretical radial strain distributions along the
vertical and horizontal lines specified on~a!; ~c! radial strain elastogram as computed with the LSME;~d! LSME radial strain distributions along the vertical
and horizontal lines specified in~c!. The color bars express the strain in percent.

FIG. 7. ~a! Strain-decay-compensated LSME elastogram, showing substantial contrast improvement between hard and soft materials;~b! vertical 1-D plot
from the elastogram showing a contrast ratio close to 3 between the plaque and the normal vascular tissue, as can be expected;~c! horizontal 1-D plot from
the elastogram, showing effective strain decay compensation, and thus a substantial improvement of the contrast ratio. The color bar expresses the strain in
percent.
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6.0!. The process to simulate polar radio-frequency~rf! im-
ages is schematically presented in Fig. 5, for a homogeneous
~pathology-free! vessel wall. It can be summarized as fol-
lows. It started by generating in Matlab a scattering function
that simulated the acoustical characteristics of a transverse
vascular section in Cartesian coordinates,z8(x,y). The axial
and lateral displacement fields were computed with Ansys
and were applied uponz8(x,y) to perform motion and then
to providezLT218 (x,y).g

The next step consisted in mappingz8(x,y) and
zLT218 (x,y) in a polar coordinate system (r ,w) to provide
z(r ,w) and zLT

p
21(r ,w) @Eqs. ~15! and ~16!#. Both polar-

mapped acoustic impedance functions were then convolved
with the polar PSFh(r ,w) to provide polar pre- and post-
tissue-motion rf images@ I (r ,w,0) and I (r ,w,t), given by
Eq. ~16!#. Those images were used as inputs to the LSME
@Eq. ~19!#.

In summary, the static and the dynamic image-formation
models associated with a polar scan were derived in Sec.
II A, whereas the LSME was adapted for EVE in Sec. II B. In
Sec. III, this new approach is validated using the biome-
chanical simulations of the vessel wall kinematics~for the
‘‘ideal’’ and the ‘‘realistic’’ plaque geometries! presented in
Sec. II C. Indeed, radial elastograms (e rr ), computed from
simulated rf data with the LSME, are compared with ‘‘theo-
retical’’ e rr obtained with Ansys FE software. For the pur-
pose of that study, a noise term was added to the rf data to
simulate electronic noise. The signal-to-noise ratio was 20
dB.

III. RESULTS

The idealizedvessel of Fig. 3 measured about 3.8 mm in
the outer diameter, whereas the rf images extended to 4
mm34 mm. The real casevessel of Fig. 4~b! measured
about 7 mm in the outer diameter, whereas the rf images
extended to 8 mm38 mm. For the purpose of simulations,

the intraluminal pressure gradients were set at 15.79 mm Hg
and 11.73 mm Hg for theidealizedand therealistic vessels,
respectively. According to that, the dilation at the inner wall
was around 7%h in both cases. The PSF characterized a 20
MHz central frequency transducer, as described in the for-
ward problem~Sec. II A!. The LSME~described in Sec. II B!
was implemented to assess tissue motion. Measurement-
windows of 0.38 mm30.40 mm and 0.77 mm30.80 mm,
with 90% axial and lateral overlaps, were used for the ideal-
ized and the realistic cases, respectively. For more details
concerning the definition of the measurement-window re-
quired with the LSME, the reader is referred to Fig. 1 of
Mauriceet al. ~2004!.

A. Investigation of the ‘‘ideal’’ plaque pathology

Figure 6~a! presents the theoretical radial strain elasto-
gram, computed for the ‘‘ideal’’ pathology case, using Ansys
FE software. The plaque can slightly be differentiated from
the normal vascular tissue, whereas a region of higher strain
values is observed at the right portion of the inner vessel
wall. This ‘‘mechanical artifact’’ is a direct consequence of
the well known strain decay phenomenoni ~Shapo et al.,
1996a!. For a more quantitative illustration, plots from the
theoretical elastogram for two orthogonal orientations along
x and y are presented in Fig. 6~b!. Indeed, the vertical plot
~—! shows low contrast between the plaque and the normal
vascular tissue, whereas the horizontal plot~---! clearly
points out the presence of strain decay.

Figure 6~c! presents the radial strain elastogram as com-
puted with the LSME, using simulated rf images. As for the
theoretical elastogram in Fig. 6~a!, the plaque is slightly dis-
tinguishable from the normal vascular tissue. The plots of
Fig. 6~d! confirm such an observation. Note that lower strain
values were computed in the LSME elastogram than in
theory, specifically at the inner wall. That strain underestima-
tion in the regions close to the lumen is due to the window-
ing process required to assess tissue motion with the LSME.

FIG. 8. ~a! Theoretical radial strain
elastogram for the real plaque, show-
ing very complex strain patterns;~b!
and ~c! show vertical and horizontal
1-D plots from the elastogram, respec-
tively. Strain decay is specifically ob-
served at the inner portion of the ves-
sel wall. The color bar expresses the
strain in percent.

FIG. 9. ~a! Radial strain elastogram as
computed with the LSME for the real
plaque;~b! and ~c! vertical and hori-
zontal 1-D plots from the elastogram,
respectively. Because of strain decay,
there is not a clear demarcation be-
tween cellular and dense fibroses, spe-
cifically in ~c!. The color bar expresses
the strain in percent.
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Moreover, the maximum strain can be observed at the inner
boundary around 1 and 5 o’clock. Such a softening artifact is
a consequence of stress concentration at the interface be-
tween hard~plaque! and softer~normal! materials.

For the purpose of compensating for strain decay, the
LSME radial strain elastogram was post-processed. Indeed,
e rr was modulated with a function proportional to the square
of the vessel radius.j In Fig. 7~a! is presented the strain-
decay-compensated LSME elastogram, showing substantial
contrast improvement. For instance, the axial plot of Fig.
7~b! shows an effective contrast ratio close to 3 between the
plaque and the normal vascular tissue, as it can be expected.
Equivalently, Fig. 7~c! also shows some valuable contrast
ratio improvement.

B. Investigation of a ‘‘realistic’’ vessel wall pathology

Figure 8~a! presents the theoretical radial strain elasto-
gram, computed for the ‘‘realistic’’ pathology case. Interest-
ingly, complex strain patterns are observed; nevertheless, dif-
ferent regions can be identified. For instance, since the ratio
of Young’s moduli between the dense and the cellular fi-
broses was set to 10, both of those materials can be distin-
guished. Less contrast is seen between the cellular fibrosis
and the healthy vascular tissue because their Young’s modu-
lus contrast was set to 3. As illustrated with vertical and
horizontal 1-D plots from the elastogram@Figs. 8~b! and
8~c!, respectively#, strong strain decay is observed specifi-
cally at the inner portion of the vessel wall.

Figure 9~a! presents the radial strain elastogram as com-
puted with the LSME, using simulated rf images. As for the
theoretical elastogram in Fig. 8~a!, very complex strain pat-
terns are observed. Moreover, the dense and the cellular fi-
brosis tissues can be identified. However, while less promi-
nent than in the ‘‘ideal’’ case study, strain decay remains a
significant factor to compensate for improved image inter-
pretation. This is illustrated in Figs. 9~b! and 9~c!, where
vertical and horizontal 1-D plots from the elastogram are
presented. Whereas low strain values clearly indicate the
presence of stiff materials in Fig. 9~b!, this is not the case in
Fig. 9~c!.

In Fig. 10~a! is presented the strain-decay-compensated
LSME elastogram, showing substantial contrast improve-
ment. Now, the vertical plot@Fig. 10~b!# as well as the hori-
zontal one@Fig. 10~c!# show a more effective contrast ratio
between dense and cellular fibroses, and between cellular
fibrosis and the normal vascular tissue. Moreover, it is inter-
esting to notice the presence of moderate strain values

~around 0.6 to 0.8%! at the extremities of the plots; this
characterizes regions of healthy vascular tissue, namely the
media and adventicia.

IV. DISCUSSION

Pathological conditions of vascular tissues often induce
changes in the vessel wall elasticity. For instance, plaque
deposit stiffens the vascular wall and then counteracts its
dilation under systolic blood pressure. Hence, investigating
mechanical and elastic properties of the arteries seems to be
a suitable method to appreciate the dynamics of the arterial
wall and its pathologies. In this paper, a model-based ap-
proach devoted to outline the elastic properties of the vessel
wall with endovascular elastography~EVE! was presented.
Results obtained from numerical simulations establish the
potential of such a method to reliably assess strain patterns
from very complex arterial and plaque structures.

A. About the forward problem

Regarding the forward problem in EVE, a polar static
image-formation model was introduced. Taking into account
the ultrasound beam divergence associated with high-
frequency sector scans, this image-formation model was for-
mulated using the superposition integral. The radial variation
was conveyed with the beam width, which increases as a
linear function of depth. This is actually a relatively simplis-
tic approximation. In practice, the transducer point-spread
function ~PSF! is expected to be more complex. For ex-
ample, the acoustic wavefronts may be nonplanar, and Eq.
~4! ~an approximation of the far field PSF! does not hold
anymore. Since it was demonstrated that such complex
wavefronts can induce speckle motion artifacts~Kallel and
Bertrand, 1994; Maurice and Bertrand, 1999b!, it would be
worthwhile, in the future, to address the polar dynamic
image-formation model with a more complex~‘‘realistic’’ !
PSF geometry.

B. About the tissue motion estimation

To assess tissue motion, the Lagrangian speckle model
estimator~LSME! was used. The LSME is a 2-D model-
based estimator that allows computing the full 2-D deforma-
tion matrix D of Eq. ~10! ~D is directly assessed; no deriva-
tive of the displacement fields is required with this method!.
In this paper, it was adapted for EVE investigations. While
the full 2-D polar deformation matrixj(t) of Eq. ~13! was
assessed, only the radial strain componentj rr (5e rr ) was
displayed. This was motivated by the fact that tissue motion,

FIG. 10. ~a! Strain-decay-
compensated LSME elastogram for
the real plaque, showing a substantial
contrast improvement;~b! and~c! ver-
tical and horizontal 1-D plots from the
elastogram showing more effective
contrast ratio between dense and cellu-
lar fibroses, after strain decay compen-
sation. The color bar expresses the
strain in percent.
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in EVE, is expected to run parallel with the ultrasound beam.
Interestingly, the method was implemented through an
adapted version of the Levenberg-Marquardt minimization
algorithm, using the optical flow equations to compute the
Jacobbian matrix. The theoretical framework was validated
using the biomechanical simulations of the vessel wall kine-
matics for an ‘‘ideal’’ and a ‘‘realistic’’ plaque geometries,
respectively. Elastograms, computed from simulated rf data
with the LSME, were supported by ‘‘theoretical’’ ones pro-
vided by Ansys FE software.

V. CONCLUSION

A new method to characterize mechanically complex
vascular pathologies in endovascular elastography~EVE!
was presented. First, a polar static image-formation model
was introduced. The radial variation of the PSF, associated
with the high-frequency IVUS instrument, was conveyed
with the beam width, which increases as a linear function of
depth. Second, the Lagrangian speckle model estimator
~LSME! was adapted for EVE investigations. The LSME
was formulated as a nonlinear minimization problem, for
which an analytical formulation of the Jacobian matrix was
derived. The hypothesis behind that model-based approach
was that speckle can be seen as a material property. While
the full 2-D polar strain tensor was assessed, only the radial
elastograms were presented. Elastograms, computed with the
method from simulated rf data of pathological vessel walls,
were supported by theoretical ones provided by Ansys FE
software. The results help to provide confidence in the po-
tential of EVE to provide very useful information about the
heterogeneous nature of atherosclerotic plaques.
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APPENDIX A: THE LEVENBERG-MARQUARDT
NONLINEAR MINIMIZATION

I Lag(r ,w,t) and R(r ,w,t) @Eq. ~19!# are implicit func-
tions of u i @Eq. ~9!#. For clarity and without loss of general-
ity, let us rewrite I Lag(r ,w,t) as I Lag(uW ) and R(r ,w,t) as
R(uW ), respectively;uW is the vectorization of@LTp#. At the
kth iteration, one will have

R~uW k!5R~uW k211DuW k!

5I 02I Lag~uW k21!2(
j

n
]I Lag

]u j
Du j

kuu
j
k21, ~A1!

with I05I (r ,w,0).

In Eq. ~A1!, uW k21 is computed at iterationk21, Du j
k is

the increment of thejth component ofuW , I Lag(uW
k21) is the

Lagrangian image at iterationk21, and]I Lag/]u j are partial
derivatives ofI Lag with respect to each component ofuW . A
more compact formulation of Eq.~A1! is given as

IW02IWLag~uW k21!5@Jk21#DuW k1RW ,

with

Jk215F ]I Lag

]u1

]I Lag

]u2
¯

]I Lag

]un

] ] ]

]I Lag

]u1

]I Lag

]u2
¯

]I Lag

]un

G , ~A2!

whereIW0 , IWLag(uW
k21), andRW are vectorizations ofI 0 , I Lag,

andR, respectively;@Jk21# is the Jacobian matrix; andDuW k

is a vector of increments used to update the Lagrangian im-

ages (DuW k is also known in the literature as the step size!.
For such a model, the least-square error solution is given as

Duk5@Jk21
T Jk21#21Jk21

T
„IW02IWLag~uW k21!…, ~A3!

where the subscriptT designates the transpose operator.
When Jk21

T Jk21 is not invertible, a regularized version of
Eq. ~A3! may be required to ensure the convergence of the
solution. The Levenberg-Marquardt method~L&M ! con-
verges to a potential solution for such a problem~Levenberg,
1963; Marquardt, 1944!. The L&M regularized inversion
was implemented as

DuW k5@Jk21
T Jk211lkI #21Jk21

T
„IW02IWLag~uW k21!…, ~A4!

wherelk is a non-negative scalar, andI is the identity ma-
trix.

APPENDIX B: THE OPTICAL FLOW EQUATIONS AND
THE JACOBIAN MATRIX

I Lag(uW
k21) can be seen as a function that describes a

material property. Assuming that such a material property is
preserved with motion, the total derivative ofI Lag(uW

k21) can
be expressed as

dILag~uW k21!

du i
5

]I Lag~uW k21!

]r

dr

du i
1

]I Lag~uW k21!

]w

dw

du i

1
]I Lag~uW k21!

]u i
50

~B1!
[

]I Lag~uW k21!

]u i
52

]I Lag~uW k21!

]r

dr

du i

2
]I Lag~uW k21!

]w

dw

du i
,

with

]I Lag~uW k21!

]uW
5I Lag~uW k211DuW k!2I Lag~uW k21!.

As introduced in the paper~section II B2!, under the
assumption of a small ROI (Dr ,Dw) that is far from the
vessel lumen center, tissue motion equivalently can be inves-
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tigated using either the Cartesian or polar coordinates. Addi-
tionally, for small motion, the gradient ofI Lag(uW

k21) should
not be significantly different from the gradientI (r ,w,0).
These hypotheses, in conjunction with Eq.~9!, lead to

]I Lag~uW k21!

]uW
>

]I ~uW k21!

]uW

52H ]I

]x
,
]I

]x
x,

]I

]x
y,

]I

]y
,
]I

]y
x,

]I

]y
yJ . ~B2!

Eq. ~B2! gives the full expression for the 6 components of
the Jacobian matrix@Jk21# @Eq. ~21!#.

b!The radial position-dependence of the PSF is associated with the diver-
gence and the attenuation of the high-frequency IVUS instrument with
depth. The attenuation was not taken into account in this study.

c!Whereas the lumen is in practice in the near field, it is here simulated as
being in the far field@with a beam widthsw(r )5s0]. This simplifying
hypothesis does not alter the generality of the model, since motion assess-
ment is not relevant for the lumen.

d!@LT# is used to define rotation as well as nonrigid motion due to compres-
sion, expansion, or shearing.

e!Adenosine triphosphate~ATP! temporarily ~,3 sec! stops cardiac pulsa-
tions. During that period, the blood pressure decreases at approximately 20
mm Hg, allowing the acquisition of data at an optimum unload state of the
arterial wall.

f!An alternative could have been the simulation of a softer surrounding tissue
~about 100 kPa!. Since the objective of those simulations was to obtain
strain values in the range of 0–10% approximately, this would have re-
quired decreasing the nominal intraluminal pressure gradient such that the
dilation at the inner wall remained below 10% to prevent signal decorrela-
tion.

g!It is to note thatz8(x,y) was low-pass filtered with a 2-D-circular Gaussian
filter having a 1-pixel standard deviation. Such a step was required in order
to reduce the interpolation noise introduced when resamplingz’( x,y) to
providezLT218 (x,y).

h!Referring toe rr computed with Ansys FE software~Figs. 6 and 8!, the
maximum radial strain for both cases was close to 6%. Such a small
amount of strain was required to prevent signal decorrelation. In practice,
this can be achieved by acquiring pre- and post-motion rf images near
end-diastole~de Korteet al., 2000b!.

i!Radial straine rr is proportional to 1/r 2. This decreasing ofe rr with depth
is usually defined as strain decay.

j!Since radial straine rr decreases proportionally to 1/r 2, the compensation
for strain decay consists in multiplyinge rr by a function proportional tor 2,
with respect to the vessel lumen center.
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